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INTRODUCTION

Macroeconomics is the study of the economy as a whole. It is therefore
concerned with some of the most important questions in economics. Why
are some countries rich and others poor? Why do countries grow? What
are the sources of recessions and booms? Why is there unemployment, and
what determines its extent? What are the sources of inflation? How do gov-
ernment policies affect output, unemployment, and inflation? These and
related questions are the subject of macroeconomics.

This book is an introduction to the study of macroeconomics at an ad-
vanced level. It presents the major theories concerning the central questions
of macroeconomics. Its goal is to provide both an overview of the field for
students who will not continue in macroeconomics and a starting point for
students who will go on to more advanced courses and research in macro-
economics and monetary economics.

The book takes a broad view of the subject matter of macroeconomics;
it views it as the study not just of aggregate fluctuations but of other fea-
tures of the economy as a whole. A substantial portion of the book is de-
yoted to economic growth, and separate chapters are devoted to theories of
the natural rate of unemployment and to theories of inflation. Within each
part, the major issues and competing theories are presented and discussed.
Throughout, the presentation is motivated by substantive questions about
the world. Models and techniques are used extensively, but they are treated
as tools for gaining insight into important issues, not as ends in themselves.

The first three chapters are concerned with growth. The analysis focuses
on two fundamental questions: Why are some economies so much richer
than others, and what accounts for the huge increases in real incomes over
time? Chapter 1 is devoted to the Solow growth model, which is the basic
reference point for almost all analyses of growth. The Solow model takes
technological progress as given and investigates the effects of the division
of output between consumption and investment on capital accumulation
and growth. The chapter presents and analyzes the model and assesses its
ability to answer the central questions concerning growth.

Chapter 2 relaxes the Solow model’s assumption that the saving rate is
exogenous and fixed. It covers both a model where the set of households
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in the economy 1s fixed (the Ramsey model) and one where there 1s turnover
(the Diamnond model).

Chapter 3 presents the new growth theory. The first part of the chapter
explores the sources of the accumulation of knowledge, the allocation of
resources to knowledge accumulation, and the effects of that accumulation
on growth. The second part investigates the accumulation of human as well
as physical capital.

Chapters 4 through 6 are devoted to short run fluctuations—the year-to-
year and quarter-to-quarter ups and downs of employment, unemployment,
and output. Chapter 4 mvestigates models of fluctuations where there are
no mmperfections, externalities, or missing markets, and where the economy
1s subject only to real disturbances. This presentation of real-business-cycle
theory considers both a baseline model whose mechanics are fairly trans-
parent and a more sophisticated model that incorporates additional impor-
tant features of fluctuations.

Chapters 5 and 6 then turn to Keynesian models of fluctuations. These
models are based on sluggish adjustment of nominal wages and prices, and
emphasize monetary as well as real disturbances. Chapter 5 takes the exis-
tence of sluggish adjustment as gtven It first reviews the closed-economy
and open-economy versions of the traditional IS-LM model. It then inves-
tigates the imphcations of alternative assumptions about price and wage
rigidity, market structure, and inflationary expectations for the cyclical be-
havior of real wages, productivity, and markups, and for the relationship
between output and mflation.

Chapter 6 examines the fundamental assumption of Keynesian models
that nominal wages and prices do not adjust immediately to disturbances.
The chapter covers the Lucas imperfect-information model, models of stag-
gered adjustment of prices or wages, and new Keynesian theories of small
frictions 1n price-setting. The chapter concludes with a brief discussion of
theories of fluctuations based on coordination failures and real non-
Walrasian features of the economy.

The analysis in the first six chapters suggests that the behavior of con-
sumption and mvestment 1s central to both growth and fluctuations. Chap-
ters 7 and 8 therefore mvestigate the determinants of consumption and -
vestment in more detail. In each case, the analysis begins with a baseline
model and then considers alternative views. For consumption, the baseline
1s the life-cycle/permanent-income hypothesis; for investment, it1s g theory.

The final two chapters are devoted to inflation and unemployment.
Chapter 9 begins by explaining the central role of money growth i causing
mflation and by mvestigating the effects of money growth on inflation,
Interest rates, and the real money stock. The remainder of the chapter
considers two sets of theories of the sources of high money growth: theo-
ries emphasizing output-inflation tradeoffs (particularly theories based on
the dynamic mconsistency of low-inflation monetary policy), and theories
emphasizing governments’ need for revenue from money creation.
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The main subject of Chapter 10 is the determinants of an economy’s nat-
ural rate of unemployment. The chapter also investigates the impact of fluc-
tuations in labor demand on real wages and employment. The main theories
considered are efficiency-wage theories, contracting and insider/outsider
theories, and search and matching models.!

Macroeconomics is both a theoretical and an empirical subject. Because
of this, the presentation of the theories is supplemented with examples of
relevant empirical work. Even more so than with the theoretical sections, the
purpose of the empirical material is not to provide a survey of the literature;
nor is it to teach econometric techniques. Instead, the goal is to illustrate
some of the ways that macroeconomic theories can be applied and tested.
The presentation of this material is for the most part fairly intuitive and
presumes no more knowledge of econometrics than a general familiarity
with regressions. In a few places where it can be done naturally, the empir-
ical material includes discussions of the ideas underlying more advanced
econometric techniques.

Each chapter concludes with an extensive set of problems. The problems
range from relatively straightforward variations on the ideas in the text to
extensions that tackle important new 1ssues. The problems thus serve both
as a way for readers to strengthen their understanding of the material and
as a compact way of presenting significant extensions of the ideas in the
text.?

The fact that the book is an advanced itroduction to macroeconomics
has two main consequences. The first is that the book uses a series of for-
mal models to present and analyze the theories. Models identify particular
features of reality and study their consequences in isolation. They thereby
allow us to see clearly how different elements of the economy 1nteract and
what their implications are. As a result, they provide a rigorous way of in-
vestigating whether a proposed theory can answer a particular question and
whether it generates additional predictions.

The book contains literally dozens of models. The main reason for this
multiplicity is that we are interested in many issues. The features of the
economy that are crucial to one issue are often unimportant to others.
Money, for example, is almost surely central to inflation and is probably
not central to long-run growth. Incorporating money into models of growth
would only obscure the analysis. Thus instead of trying to build a single

IThe chapters are largely independent. The growth and fluctuations sections are almost
entirely self-contained (although Chapter 4 builds moderately on Part A of Chapter 2). There
1s also considerable independence among the chapters 1n each section. New growth theory
1Chapter 3) can be covered either before or after the Ramsey and Diamond models (Chapter
2), and Keynesian models (Chapters 5 and 6) can be covered either before or after real-
busimess-cycle theory (Chapter 4). Finally, the last four chapters are largely self-contained
ialthough Chapter 7 relies moderately on Chapter 2, Chapter 9 rehes moderately on Chapter
5, and Chapter 10 relies moderately on Chapter 6).

?A solutions manual prepared by Jeffrey Rohaly 1s available for use with the book.
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model to analyze all of the 1ssues we are interested 1n, the book develops a
series of models.

An additional reason for the multiplicity of models 1s that there 1s con-
siderable disagreement about the answers to many of the questions we will
be examining When there 1s disagreement, the book presents the leading
views and discusses their strengths and weaknesses. Because different the-
ories emphasize different features of the economy, again 1t 1s more enlight-
ening to mvestigate distinct models than to build one model incorporating
all of the features emphasized by the different views.

The second consequence of the book’s advanced level 1s that 1t presumes
some background in mathematics and economics. Mathematics provides
compact ways of expressing ideas and powerful tools for analyzing them.
The models are therefore mainly presented and analyzed mathematically.
The key mathematical requirements are a thorough understanding of single-
variable calculus and an introductory knowledge of multivariable calculus.
Tools such as functions, logarithms, derivatives and partial derivatives,
maximization subject to constraint, and Taylor-series approximations are
used relatively freely. Knowledge of the basic 1deas of probability—random
variables, means, variances, covariances, and independence—is also as-
sumed.

No mathematical background beyond this level 1s needed. More advanced
tools (such as simple differential equations, the calculus of variations, and
dynamic programming) are used sparingly, and they are explained as they are
used. Indeed, since mathematical techniques are essential to further study
and research 1 macroeconomics, models are sometimes analyzed in more
detail than 1s otherwise needed 1n order to 1illustrate the use of a particular
method.

In terms of economics, the book assumes an understanding of microeco-
nomuics through the mmtermediate level. Familiarity with such ideas as profit-
maximization and utility-maximization, supply and demand, equilibrium,
efficiency, and the welfare properties of competitive equilibria 1s presumed.
Little background 1n macroeconomics 1tself 1s absolutely necessary. Read-
ers with no prior exposure to macroeconomics, however, are likely to find
some of the concepts and terminology difficult, and to find that the pace
1s rapid (most notably in Chapter 5). These readers may wish to review an
mtermediate macroeconomics text before beginning the book, or to study
such a book 1n conjunction with this one.

The book was designed for first-year graduate courses 1n macroeco-
nomics. But 1t can be used i more advanced graduate courses, and (either
on 1ts own or 1 conjunction with an mtermediate text) for students with
strong backgrounds in mathematics and economics 1 professional schools
and advanced undergraduate programs. It can also provide a tour of the
field for economists and others working in areas outside macroeconomics.



Chapter ]
THE SOLOW GROWTH MODEL

1.1 Theories of Economic Growth

Standards of living differ among parts of the world by amounts that almost
defy comprehension. Although precise comparisons are difficult, the best
available estimates suggest that average real incomes in such countries as
the United States, Germany, and Japan exceed those in such countries as
Bangladesh and Zaire by a factor of twenty or more. There are also large
differences in countries’ growth records. Some countries, such as South Ko-
rea, Turkey, and Israel, appear to be making the transition to membership
in the group of relatively wealthy industrialized economies. Others, includ-
ing many in South America and sub-Saharan Africa, have difficulty simply
in obtaining positive growth rates of real income per person. Finally, we see
vast differences in standards of living over time: the world is much richer
today than it was three hundred years ago, or even fifty years ago.

The implications of these differences in standards of living for human
welfare are enormous. The real income differences across countries are as-
sociated with large differences in nutrition, literacy, infant mortality, life
expectancy, and other direct measures of well-being. And the welfare con-
sequences of long-run growth swamp any possible effects of the short-run
fluctuations that macroeconomics traditionally focuses on. During an av-
erage recession in the United States, for example, real income per person
falls by a few percent relative to its usual path. In contrast, the productiv-
ity slowdown—the fact that average annual productivity growth since the
1970s has been about 1 percentage point below its previous level—has re-
duced real income per person in the United States by about 20 percent rel-
ative to what it otherwise would have been. Other examples are even more
startling. If real income per person in India continues to grow at its postwar
average rate of 1.3 percent per year, it will take about two hundred years
for Indian real incomes to reach the current U.S. level. If India achieves 3
percent growth, the process will take less than one hundred years. And if it
achieves Japan’s average growth rate, 5.5 percent, the time will be reduced
to only fifty years. To quote Robert Lucas (1988), “Once one starts to think
about [economic growth], it is hard to think about anything else.”
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The first three chapters of this book are therefore devoted to economic
growth. We will investigate several models of growth. Although we will ex-
amine the models’ mechanics in considerable detail, our ultimate goal is
to learn what insights they offer concerning worldwide growth and income
differences across countries.

This chapter focuses on the model that economists have traditionally
used to study these issues, the Solow growth model.! The Solow model is
the starting point for almost all analyses of growth. Even models that depart
fundamentally from Solow’s are often best understood through comparison
with the Solow model. Thus understanding the model is essential to under-
standing theories of growth.

The principal conclusion of the Solow model is that the accumulation
of physical capital cannot account for either the vast growth over time in
output per person or the vast geographic differences in output per person.
Specifically, suppose that the mechanism through which capital accumula-
tion affects output is through the conventional channel that capital makes a
direct contribution to production, for which it is paid its marginal product.
Then the Solow model implies that the differences in real incomes that we
are trying to understand are far too large to be accounted for by differences
in capital inputs. The model treats other potential sources of differences in
real incomes as either exogenous and thus not explained by the model (in
the case of technological progress, for example), or absent altogether (in the
case of positive externalities from capatal, for example). Thus to address the
central questions of growth theory we must move beyond the Solow model.

Chapters 2 and 3 therefore extend and modify the Solow model. Chapter
2 investigates the determinants of saving and investment. The Solow model
has no optimization in it; it simply takes the saving rate as exogenous and
constant. Chapter 2 presents two models that make saving endogenous and
potentially time-varying. In the first, saving and consumption decisions are
made by infinitely-lived households; in the second, they are made by house-
holds with finite horizons.

Relaxing the Solow model’'s assumption of a constant saving rate has
three advantages. First, and most important for studying growth, it demon-
strates that the Solow model’s conclusions about the central questions of
growth theory do not hinge on its assumption of a fixed saving rate. Second,
it allows us to consider welfare issues. A model that directly specifies rela-
tions among aggregate variables does not provide a way to judge whether
some outcomes are better or worse than others: without individuals in the
model, we cannot say whether different outcomes make individuals bet-
ter or worse off. The infinite-horizon and finite-horizon models are built
up from the behavior of individuals, and can therefore be used to discuss
welfare issues. Third, infinite- and finite-horizon models are used to study

I'The Solow model—sometimes known as the Solow-Swan model—was developed by
Robert Solow (Solow, 1956) and T. W. Swan (Swan, 1956).
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many issues in economics other than economic growth; thus they are valu-
able tools.

Chapter 3 investigates more fundamental departures from the Solow
model. Its models, in contrast to Chapter 2’s, provide different answers than
the Solow model does to the central questions of growth theory. The models
depart from the Solow model in two basic ways. First, they make technolog-
ical progress endogenous. We will investigate various models where growth
occurs as the result of conscious decisions on the part of economic actors
to invest in the accumulation of knowledge. We will also consider the deter-
minants of the decisions to invest in knowledge accumulation.

Second, the models examine the possibility that the role of capital is con-
siderably larger than is suggested by considering physical capital’s share in
income. This can occur if the capital relevant for growth is not just physical
capital but also human capital. It can also occur if there are positive exter-
nalities from capital accumulation, so that what capital earns in the market
understates its contribution to production. We will see that models based
on endogenous technological progress and on a larger role of capital pro-
vide candidate explanations of both worldwide growth and cross-country
income differences.

We now turn to the Solow model.

1.2 Assumptions
Inputs and Output

The Solow model focuses on four variables: output (Y), capital (K), labor
1), and “knowledge” or the “effectiveness of labor” (A). At any time, the
economy has some amounts of capital, labor, and knowledge, and these are
combined to produce output. The production function takes the form

Y(t) = F(K(1), A(DL(1)), (1.1)

where t denotes time.

Two features of the production function should be noted. First, time
does not enter the production function directly, but only through X, L,
and A. That is, output changes over time only if the inputs into production
change. In particular, the amount of output obtained from given quantities
of capital and labor rises over time—there is technological progress—only
if the amount of knowledge increases.

Second, A and L enter multiplicatively. AL is referred to as effective
labor, and technological progress that enters in this fashion is known as
labor-augmenting or Harrod-neutral.? This way of specifying how A enters,

2If knowledge enters m the form Y = F(AK, L), technological progress is capital-
augmenting. If it enters in the form Y = AF(K, L), technological progress is Hicks-neutral.
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together with the other assumptions of the model, will imply that the ratio
of capital to output, K/Y, eventually settles down. In practice, capital-
output ratios do not show any clear upward or downward trend over
extended periods. In addition, building the model so that the ratio is eventu-
ally constant makes the analysis much simpler. Assuming that A multiplies
L is therefore very convenient.

The central assumptions of the Solow model concern the properties of
the production function and the evolution of the three inputs into produc-
tion (capital, labor, and knowledge) over time. We discuss each in turn.

Assumptions Concerning the Production Function

The model’s critical assumption concerning the production function is that
it has constant returns to scale in its two arguments, capital and effective la-
bor. That is, doubling the quantities of capital and effective labor (for exam-
ple, by doubling K and L with A held fixed) doubles the amount produced.
More generally, multiplying both arguments by any nonnegative constant ¢
causes output to change by the same factor:

F(cK, cAL) = cF(K, AL) forall ¢ = 0. - (1.2)

The assumption of constant returns can be thought of as combining
two assumptions. The first is that the economy is big enough that the gains
from specialization have been exhausted. In a very small economy, there are
probably enough possibilities for further specialization that doubling the
amounts of capital and labor more than doubles output. The Solow model
assumes, however, that the economy is sufficiently large that, if capital and
labor double, the new inputs are used in essentially the same way as the
existing inputs, and thus that output doubles.

The second assumption is that inputs other than capital, labor, and
knowledge are relatively unimportant. In particular, the model neglects
land and other natural resources. If natural resources are important, dou-
bling capital and labor could less than double output. In practice, however,
the availability of natural resources does not appear to be a major con-
straint on growth. Assuming constant returns to capital and labor alone
therefore appears to be a reasonable approximation.>

The assumption of constant returns allows us to work with the produc-
tion function in intensive form. Setting ¢ = 1/AL in equation (1.2) vields

K 1 .
F (E'l) = ZiF(K’AL)' (1.3)

3Growth accounting, which is described in Section 1.7, can be used to formalize the
argument that natural resources are not very important to growth. Problem 1.10 investigates
a simple model where natural resources cause there to be diminishing returns to capital and
labor. Finally, Chapter 3 examines the implications of increasing returns.
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K /AL is the amount of capital per unit of effective labor, and F(K, AL)/ AL is
Y /AL, output per unit of effective labor. Define k = K/AL, y = Y/AL, and
f(k) = F(k, 1). Then we can rewrite (1.3) as

y = fk). (1.4)

That is, we can write output per unit of effective labor as a function of
capital per unit of effective labor.

To see the intuition behind (1.4), think of dividing the economy into AL
small economies, each with 1 unit of effective labor and K / AL units of capi-
tal. Since the production function has constant returns, each of these small
economies produces 1/AL as much as is produced in the large, undivided
economy. Thus the amount of output per unit of effective labor depends '
only on the quantity of capital per unit of effective labor, and not on the
overall size of the economy. This is what is expressed mathematically in
equation (1.4). If we wish to find the total amount of output, as opposed to
the amount per unit of effective labor, we can multiply by the quantity of
effective labor: Y = ALf(k).

The intensive-form production function, f(k), is assumed to satisfy
f(0)=0,f(k)>0,f"(k) < 0.% It is straightforward to show that f'(k) is the
marginal product of capital: since F(K,AL) = ALf(K /AL), 3F(K/AL)/ oK =
ALf(K /AL)1/AL) = f'(k). Thus these assumptions imply that the marginal
product of capital is positive, but that it declines as capital (per unit of
effective labor) rises. In addition, f(¢) is assumed to satisfy the Inada con-
ditions (Inada, 1964): limg—¢ f'(k) = oo, limg—« f'(k) = 0. These conditions
(which are stronger than is needed for the model’s central results) state
that the marginal product of capital is very large when the capital stock
is sufficiently small and that it becomes very small as the capital stock
becomes large; their role is to ensure that the path of the economy does not
diverge. A production function satisfying f'(+) > 0, f"'(*) < 0, and the Inada
conditions is shown in Figure 1.1.

A specific example of a production function is the Cobb-Douglas:

F(K, AL) = K*(AL)! 2, O<acx<l. (1.5)

This production function is easy to use, and it appears to be a good first
approximation to actual production functions. As a result, it is very useful.

It is easy to check that the Cobb-Douglas function has constant returns.
Multiplying both inputs by ¢ gives us

F(cK, cAL) = (cK)*(cAL)*
= coclmeK* (AL} {1.6)
= cF(K, AL).

4f’(+) denotes the first derivative of f(+), and f”(+) the second derivative.
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flk)

FIGURE 1.1 An example of a production function

To find the intensive form of the production function, divide both inputs
by AL; this yields

K
fio=F(451)
a ( K )“ (1.7)
T \AL
= k“.
Equation (1.7) umplies f'(k) = ak®~L. It is straightforward to check that
this expression is positive, that it approaches infinity as k approaches

zero, and that it approaches zero as k approaches infinity. Finally, f"'(k) =
—(1 — a)ak®~2, which is negative.®

SNote that with Cobb-Douglas production, labor-augmenting, capital-augmenting, and
Hicks-neutral technological progress (see n. 2) are all essentially the same. For example, to

rewrite (1.5) so that technological progress 1s Hicks-neutral, simply define A = Al"=; then
Y = A(KK*L'®).
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The Evolution of the Inputs into Production

The remaining assumptions of the model concern how the stocks of labor,
knowledge, and capital change over time. The model is set in continuous
time; that is, the variables of the model are defined at every point in time.5

The initial levels of capital, labor, and knowledge are taken as given.
Labor and knowledge grow at constant rates:

Lty = nL(t), (1.8
A(t) = gA), (1.9)

where n and g are exogenous parameters and where a dot over a vari-
able denotes a derivative with respect to time (that is, X(t) is shorthand
for dX(t)/dt). Equations (1.8) and (1.9) imply that L and A grow exponen-
tially. That is, if I(0) and A(0) denote their values at time 0, (1.8) and (1.9)
imply L(t) = L(0)e™, A(t) = A(Q)e9!.”

Output is divided between consumption and investment. The fraction
of output devoted to investment, s, is exogenous and constant. One unit of
output devoted to investment vields one unit of new capital. In addition,
existing capital depreciates at rate 8. Thus:

K(t) = sY(t) — 8K(1). (1.10)

Although no restrictions are placed on n, g, and § individually, their sum
1s assumed to be positive. This completes the description of the model.
Since this is the first model (of many!) we will encounter, a general com-
ment about modeling is called for. The Solow model is grossly simplified
mn a host of ways. To give just a few examples, there is only a single good,;
government is absent; fluctuations in employment are ignored; production
1s described by an aggregate production function with just three inputs;
and the rates of saving, depreciation, population growth, and technolog-
ical progress are constant. It is natural to think of these features of the
model as defects: the model omits many obvious features of the world, and
surely some of those features are important to growth. But the purpose of
a model is not to be realistic. After all, we already possess a model that
1s completely realistic—the world itself. The problem with that “model” is
that it is too complicated to understand. A model’s purpose is to provide

5The alternative is discrete time, where the variables are defined only at specific dates
wsually t = 0,1, 2,...). The choice between continuous and discrete time is usually based on
convenience. For example, the Solow model has essentially the same implications in discrete
as in continuous time, but is easier to analyze in continuous time.

7To verify this, note that L(t) = L(0)e"" implies that L(t) = L(0)e" n = ni(t) and that the
mitial value of L is 1{0)e?, or L(0) (and similarly for A).
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insights about particular features of the world. If a simplifying assump-
tion causes a model to give incorrect answers to the questions it is being
used to address, then that lack of realism may be a defect. (Even then, the
simplification—by showing clearly the consequences of those features of
the world in an idealized setting—may be a useful reference point.) If the
simplification does not cause the model to provide incorrect answers to the
questions it is being used to address, however, then the lack of realism is
a virtue: by isolating the effect of interest more clearly, the simplification
makes it easier to understand.

1.3 The Dynamics of the Model

We want to determine the behavior of the economy we have just described.
The evolution of two of the three inputs into production, labor and knowl-
edge, is exogenous. Thus to characterize the behavior of the economy we
must analyze the behavior of the third input, capital.

The Dynamics of k

Because the economy may be growing over time, it turns out to be conve-
nient to focus on the capital stock per unit of effective labor, k, rather than
the unadjusted capital stock, K. Since k = K /AL, we can use the chain rule
to find?®

o Ko K@ ; ;
k(t)—A(t)L(t) [A(t)L(t)]Z[A(t)L(t)+L(t)A(t)]

(1.11)

K(t) K@) Lt K@ Al
A

T ALY AWML L)~ AL A

K /AL is simply k. From (1.8) and (1.9), L/L and A/A are n and g. K is given
by (1.10). Substituting these facts into (1.11) yields

sY(t) — 8K(t)

KO = =30

- k(tin — k(g

(1.12)
Y(t)

A()L(t)

=g — 8k(t) — nk(t) — gk(t).

8That is, since k is a function of K, L, and A4, each of which are functions of t, then
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Break-even investment
(n+g+8)k

sfk)

Actual investment

Investment per
unit of effective labor

kK k
FIGURE 1.2 Actual and break-even investment

Finally, using the fact that Y /AL is given by f(k), we have

k(t) = sf(k(t)) = (n + g + &)k(t). (1.13)

Equation (1.13) is the key equation of the Solow model. It states that the
rate of change of the capital stock per unit of effective labor is the differ-
ence between two terms. The first, sf(k), is actual investment per unit of
effective labor: output per unit of effective labor is f(k), and the fraction of
that output thatis invested is s. The second term, (n + g + 8)k, is break-even
investment, the amount of investment that must be done just to keep k at
1ts existing level. There are two reasons that some investment is needed
to prevent k from falling. First, existing capital is depreciating; this capital
must be replaced to keep the capital stock from falling. This is the 8k term
m (1.13). Second, the quantity of effective labor is growing. Thus doing
enough investment to keep the capital stock (K) constant is not enough to
keep the capital stock per unit of effective labor (k) constant. Instead, since
the quantity of effective labor is growing at rate n + g, the capital stock
must grow at rate n + g to hold k steady. This is the (n + g)k term in (1.13).°

When actual investment per unit of effective labor exceeds the invest-
ment needed to break even, k is rising. When actual investment falls short
of break-even investment, k is falling. And when the two are equal, k is
constant.

Figure 1.2 plots the two terms of the expression for k as functions of k.
Break-even investment, (n + g + 8)k, is proportional to k. Actual investment,
sf(k), is a constant times output per unit of effective labor.

Since f(0) = 0, actual investment and break-even investment are equal at
k = 0. The Inada conditions imply that at k = 0, f'(k) is large, and thus that

9The growth rate of a variable, X, refers its proportional rate of change, X /X. It is easy
to verify that the growth rate of the product of two variables, X X;, is the sum of their
growth rates, XX+ X/X. Similarly, the growth rate of the ratio of two variables, X; /X,
1s the difference of their growth rates, X; /X, — X /X,. Thus, the growth rate of k = K /AL is
K/K —(A/A + L/L). 1t follows that keeping k constant requires K /K = n +g.
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FIGURE 1.3 The phase diagram for k in the Solow model

the sf(k) line is steeper than the (n + g + §)k line. Thus, for small values of
k, actual investment is larger than break-even investment. The Inada con-
ditions also imply that f’(k) falls toward zero as k becomes large. At some
point, the slope of the actual investment line falls below the slope of the
break-even investment line. With the sf (k) line flatter than the (n + g + 8)k
line, the two must eventually cross. Finally, the fact that f”'(k) < 0 implies
that the two lines intersect only once for k > 0. We let k* denote the value
of k where actual investment and break-even investment are equal.

Figure 1.3 summarizes this information in the form of a phase diagram,
which shows k as a function of k. If k is initially less than k*, actual in-
vestment exceeds break-even investment, and so k is positive—that is, k is
rising. If k exceeds k*, k is negative. Finally, if k equals k*, k is zero. Thus,
regardless of where k starts, it converges to k*.10

The Balanced Growth Path

Since k converges to k*, it is natural to ask how the variables of the model
behave when k equals k*. By assumption, labor and knowledge are growing
at rates n and g, respectively. The capital stock, K, equals ALk; since k is
constant at k*, K is growing at rate n + g (that is, K /K equals n + g). With
both capital and effective labor growing at rate n + g, the assumption of
constant returns implies that output, Y, is also growing at that rate. Finally,
capital per worker, K /L, and output per worker, Y /L, are growing at rate g.

Thus the Solow model implies that, regardless of its starting point,
the economy converges to a balanced growth path—a situation where each

101f k is initially zero, it remains there. We ignore this possibility in what follows.
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variable of the model is growing at a constant rate. On the balanced growth
path, the growth rate of output per worker is determined solely by the rate
of technological progress.

The balanced growth path of the Solow model fits several of the major
stylized facts about growth described by Kaldor (1961). In most of the ma-
jor industrialized countries over the past century, it is a reasonable first
approximation to say that the growth rates of labor, capital, and output are
each roughly constant. The growth rates of output and capital are about
equal (so that the capital-output ratio is approximately constant) and are
larger than the growth rate of labor (so that output per worker and capital
per worker are rising). The balanced growth path of the Solow model has
these properties.

1.4 The Impact of a Change in the
Saving Rate

The parameter of the Solow model that policy is most likely to affect is the
saving rate. The division of the government’s purchases between consump-
tion and investment goods, the division of its revenues between taxes and
borrowing, and its tax treatments of saving and investment are all likely to
affect the fraction of output that is invested. Thus it is natural to investigate
the effects of a change in the saving rate.

For concreteness, we will consider a Solow economy that is on a bal-
anced growth path, and suppose that there is a permanent increase in s.
In addition to demonstrating the model’s implications concerning the role
of saving, this experiment will illustrate the model’s properties when the
economy is not on a balanced growth path.

The Impact on Qutput

The increase in s shifts the actual investment line upward, and so k* rises.
This is shown in Figure 1.4. k does not immediately jump to the new value
of k*, however. Initially, k is equal to the old value of k*. At this level, actual
investment now exceeds break-even investment—more resources are being
devoted to investment than are needed to hold k constant—and so k is
positive. Thus k begins to rise. It continues to rise until it reaches the new
value of k*, at which point it remains constant.

The behavior of cutput per worker, Y/L, is something we are likely to
be particularly interested in. Y /L equals Af(k). When k is constant, Y/L
grows at rate g, the growth rate of A. When k is increasing, Y /L grows
both because A is increasing and because k is increasing. Thus its growth
rate exceeds g. When k reaches the new value of k*, however, again only
the growth of A contributes to the growth of Y /I, and so the growth rate
of Y /Lreturns to g. Thus a permanent increase in the saving rate produces a
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FIGURE 1.4 The effects of an increase in the saving rate on investment

temporary increase in the growth rate of output per worker: k is rising for
a time, but eventually it increases to the point where the additional saving
is devoted entirely to maintaining the higher level of k.

These results are summarized in Figure 1.5. fy denotes the time of the
increase in the saving rate. By assumption, s jumps at time t; and remains
constant thereafter. k rises gradually from the old value of k* to the new
value. The growth rate of output per worker, which is initially g, jumps
upward at ty and then gradually returns to its initial level. Thus output per
worker begins to rise above the path it was on and gradually settles into a
higher path parallel to the first.!!

In sum, a change in the saving rate has a level effect but not a growth
effect: it changes the economy’s balanced growth path, and thus the level
of output per worker at any point in time, but it does not affect the growth
rate of output per worker on the balanced growth path. Indeed, in the Solow
model only changes in the rate of technological progress have growth ef-
fects; all other changes have only level effects.

The Impact on Consumption ' -

If we were to introduce households into the model, their welfare would de-
pend not on output but on consumption: investment is simply an input into
production in the future. Thus for many purposes we are likely to be more
interested in the behavior of consumption than in the behavior of output.

HThe reason that Figure 1.5 shows the log of output per worker rather than its level is
that when a variable is growing at a constant rate, a graph of the log of the variable as a
function of time is a straight line. That is, the growth rate of a variable is the derivative with
respect to time of the log of the variable: d In(X)/dt = (1/X)dX/dt = X/X.
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FIGURE 1.5 The effects of an increase in the saving rate

Consumption per unit of effective labor equals output per unit of effec-
tive labor, f(k), times the fraction of that output that is consumed, 1 — s.
Thus, since s changes discontinuously at t; and k does not, initially con-
sumption per unit of effective labor jumps downward. Consumption then
rises gradually as k rises and s remains at its higher level. This is shown in
the last panel of Figure 1.5.

Whether consumption eventually exceeds its level before the rise in s is
not immediately clear. Let ¢* denote consumption per unit of effective labor
on the balanced growth path. ¢* equals output per unit of effective labor,
f(k*), minus investment per unit of effective labor, sf(k*). On the balanced
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growth path, actual investment equals break-even investment, (n +g + 8)k *.
Thus,

c*=fk"y—(n+g + 8)k*. (1.14)

k* is determined by s and the other parameters of the model, n, g, and §;
we can therefore write k* = k*(s, n, g, 8). Thus (1.14) implies

* *
= - [f'(k*(s,n,g,8) —(n + g + 8)]MQL8_)

d
Js s (1.15)

We know that the increase in s raises k*. Thus whether the increase
raises or lowers consumption in the long run depends on whether f'(k*)—
the marginal product of capital—is more or less than n + g + §. Intuitively,
when k rises, investment (per unit of effective labor) must riseby n + g +§
times the change in k for the increase to be sustained. If f'(k*) is less than
n+g+34, then the additional output from the increased capital is not encugh
to maintain the capital stock at its higher level. In this case, consumption
must fall to maintain the higher capital stock. If f’(k*) exceeds n +g + 8, on
the other hand, there is more than enough additional output to maintain k
at its higher level, and so consumption rises.

f’(k*) can be either smaller or larger than n + g + §. This is shown in
Figure 1.6. The figure shows not only (n + g + 8)k and sf(k), but also f(k).
On the balanced growth path, consumption equals output less break-even
investment; thus c is the distance between f(k) and (n + g + 8)k. In the top
panel, f'(k*) is less than n + g + 8, and so an increase in the saving rate
lowers consumption even when the economy has reached the new balanced
growth path. In the middle panel, the reverse holds, and so an increase in s
raises consumption in the long run.

Finally, in the bottom panel, f'(k*) just equals n + g + d—that is, the
f(k) and (n + g + &)k lines are parallel at k = k*. In this case, a marginal
change in s has no effect on consumption in the long run, and consumption
is at its maximum possible level among balanced growth paths. This value
of k* is known as the golden-rule level of the capital stock. We will discuss
the golden-rule capital stock further in Chapter 2. Among the questions we
will address are whether the golden-rule capital stock is in fact desirable
and whether there are situations in which a decentralized economy with
endogenous saving converges to that capital stock. Of course, in the Solow
model, where saving is exogenous, there is no more reason to expect the
capital stock on the balanced growth path to equal the golden-rule level
than there is to expect it to equal any other possible value.

1.5 Quantitative Implications

We are often interested not just in a model’s qualitative implications, but
in its quantitative predictions. If, for example, the impact of a moderate
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i

increase in saving on growth remains large after several centuries, the result
that the impact is temporary is of limited interest.

For most models, including this one, obtaining exact quantitative results
requires specifying functional forms and values of the parameters; it often
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also requires analyzing the model numerically. But in many cases, it is possi-
ble to learn a great deal by considering approximations around the long-run
equilibrium. That is the approach we take here.

The Effect on Output in the Long Run

The long-run effect of a rise in saving on output is given by

ak*(s,n,g,8)

1.1
s , (1.16)

AT
¥~f(k)

where y* = f(k*) is the level of output per unit of effective labor on the
balanced growth path. Thus to find dy*/gs, we negd to find ok*/ads. To do
this, note that k* is defined by the condition that k = 0; thus k* satisfies

sf(k*(s,n,g,8)) =(n + g + 8)k*(s,n, g, §). (1.17)

Equation (1.17) holds for all values of s (and of n, g, and §). Thus the deriva-
tives of the two sides with respect to s are equal:!'?

ok *
as

sf’(k*)% +fk*)y=(n+g+39) , (1.18)

where the arguments of k* are omitted for simplicity. This can be rear-
ranged to obtain'3

7k f(k*)

s (n+g+38)—sfk*) (1.19)
Substituting (1.19) into (1.16) yields

ay* f'(k*)f(k*) (1.20)

gs  (M+g+06)—sfk*)

Two changes help in interpreting this expression. The first is to convert it
to an elasticity by multiplying both sides by s/y*. The second is to use the
fact that sf(k*) = (n + g + 8)k* to substitute for s. Making these changes
gives us

12This technique is known as implicit differentiation. Even though (1.17) does not ex-
plicitly give k* as a function of s, n, g, and $, it still determines how k* depends on those
variables. We can therefore differentiate the equation with respect to s and solve for gk * / gs.

We saw in the previous section that an increase in s raises k*. To check that this is
also implied by equation (1.19), note that n + g + § is the slope of the break-even investment
line and that sf’(k*) is the slope of the actual investment line at k*. Since the break-even
investment line is steeper than the actual investment line at k* (see Figure 1.2), it follows
that the denominator of (1.19) is positive and thus that ¢k*/ds > 0.
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syt s f'(k*)f(k*)
y* gs  fk*)(n +g +8) — sf'(k*)

_ (n+g+8k*f'(k*)
T kRN + g +8)—(n+ g+ SkHfrk*)/f(k*)]

_ KR ()
1= (kPR D)

(1.21)

k=f'(k*)/f(k*) is the elasticity of output with respect to capital at k =
« *. Denoting this by ax (k*), we have

s gyt ag(k¥)

o , 22
v* a5 1 - ag(k*) (1.22)

If markets are competitive and there are no externalities, capital earns
.-s marginal product. In this case, the total amount received by capital (per
-nit of effective labor) on the balanced growth path is k*f’(k*). Thus if
:apital earns its marginal product, the share of total income that goes to
zapital on the balanced growth path is k*f’(k*)/f(k*), or ax(k*).

In most countries, the share of income paid to capital is about one-third.
7 we use this as an estimate of ag (k*), it follows that the elasticity of output
«1th respect to the saving rate in the long run is about one-half. Thus, for
—xample, a 10 percent increase in the saving rate (from 20% of output to 22%,
- or instance) raises output per worker in the long run by about 5 percent
-z]lative to the path it would have followed. Even a 50 percent increase in s
-aises y* only by about 22 percent. Thus significant changes in saving have
-nlyv moderate effects on the level of output on the balanced growth path.

Intuitively, a small value of ag (k*) makes the impact of saving on output
_ow for two reasons. First, it implies that the actual investment curve, sf(k),
-ends fairly sharply; as a result, an upward shift of the curve moves its
atersection with the break-even investment line relatively little. Thus the
_mpact of a change in s on k* is small. Second, a low value of agx (k*) means
-zat the impact of a change in k* on y* is small.

The Speed of Convergence

In practice, we are interested not only in the eventual effects of some change
such as a change in the saving rate), but also in how rapidly those effects
accur. Again, we can use approximations around the long-run equilibrium
-0 address this issue.

For simplicity, we focus on the behavior of k rather than y. Our goal
1s thus to determine how rapidly k approaches k*. We know that k is de-
termined by k (see [1.13]); thus we can write k = k(k). When k equals k*,
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k is zero. A first-order Taylor-series approximation of k(k) around k = k*
therefore yields

<

)(k— k*). (1.23)

k=k*

That is, k is approximately equal to the product of the difference between
k and k* and the derivative of k with respect to k at k = k*,

Differentiating expression (1.13) for k with respect to k and evaluating
the resulting expression at k = k* yields

ak(k) e

K | =sf'(k*)-(n +g +9)
(g + HKFFIKY) (1.24)
= k) n+g+38) )

= [ax (k*) - 1l(n + g + &),

where the second line again uses the fact that sf(k*) = (n + g + 8)k* to sub-
stitute for s, and where the last line uses the definition of ax. Substituting
(1.24) into (1.23) yields

k(t) = ~=[1 — ax(k™)](n + g + 8)[k(t) — k*]. (1.25)

Equation (1.25) implies that, in the vicinity of the balanced growth path,
capital per unit of effective labor converges toward k™ at a speed pro-
portional to its distance from k*. That is, defining x(t) = k(t) — k* and
A=(1—-ag)n + g + 8), (1.25) implies x(t) ~ —ax(t): the growth rate of x is
constant and equals —A. The path of x is therefore given by x(t) = x(0)e ™!,
where x(0) is the initial value of x. In terms of k, this means

k(t) — k¥ = e~ (mexl(nra =3l (g (0) — k*), (1.26)

One can show that y approaches y* at the same rate that k approaches k*;
that is, y(t) — y* = e M[y(0) - y*].

We can calibrate (1.26) to see how quickly actual economies are likely to
approach their balanced growth paths. n + g + § is typically about 6% per
year (this would arise, for example, with 1 to 2% population growth, 1 to 2%
growth in output per worker, and 3 to 4% depreciation). If capital’s share is
roughly one-third, (1 — ax ¥Xn + g + 8) is thus roughly 4%. k and y therefore
move 4% of the remaining distance toward k* and y* each year, and take
approximately eighteen years to get halfway to their balanced-growth-path
values.!# Thus in our example of a 10% increase in the saving rate, output is

4The time it takes for a variable (in this case, y —y*) with a constant negative growth rate
to fall in half is approximately equal to 70 divided by its growth rate in percent (similarly,
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0.04(5%) = 0.2% above its previous path after 1 year; is 0.5(5%) = 2.5% above
after 18 years; and asymptotically approaches 5% above the previous path.
Thus not only is the overall impact of a substantial change in the saving
rate modest, but it does not occur very quickly.!>

1.6 The Solow Model and the Central
Questions of Growth Theory

The Solow model identifies two possible sources of variation—either over
time or across parts of the world—in output per worker: differences in cap-
ital per worker (K /L) and differences in the effectiveness of labor (A). We
have seen, however, that only growth in the effectiveness of labor can lead
to permanent growth in output per worker, and that for reasonable cases
the impact of changes in capital per worker on output per worker is modest.
As a result, only differences in the effectiveness of labor have any reason-
able hope of accounting for the vast differences in wealth across time and
space, Specifically, the central conclusion of the Solow model is that if the
returns that capital commands in the market are a rough guide to its con-
tributions to output, then variations in the accumulation of physical capital
do not account for a significant part of either worldwide economic growth
or cross-country income differences.

There are two problems with trying to account for large differences in in-
comes on the basis of differences in capital. First, the required differences
in capital are far too large. Consider, for example, a tenfold difference in
output per worker. Output per worker in the United States today, for in-
stance, is on the order of ten times larger than it was a hundred years ago,
and than it is in India today. Recall that ax is the elasticity of output with
respect to the capital stock. Thus accounting for a tenfold difference in out-
put per worker on the basis of differences in capital requires a difference of
a factor of 101/ in capital per worker. For ax = % this is a factor of a thou-
sand. Even if capital’s share is one-half, which is well above what data on
capital income suggest, one still needs a difference of a factor of a hundred.

There is no evidence of such differences in capital stocks. One of the
stylized facts about growth mentioned in Section 1.3 is that capital-output

the doubling time of a variable with positive growth is 70 divided by the growth rate). Thus
in this case the half-life is roughly 70/(4%/year), or about eighteen years. More exactly, the
half-life, t*, is the solution to e *'* = .5, where A is the rate of decrease. Taking logs of both
sides, t* = —1n(0.5)/x =~ 0.69/A.

5These results are derived from a Taylor-series approximation around the balanced
growth path. Thus, formally, we can rely on them only in an arbitrarily small neighbor-
hood around the balanced growth path. The question of whether Taylor-series approxima-
tions provide good guides for finite changes does not have a general answer. For the Solow
model with conventional production functions, and for moderate changes in parameter val-
ues (such as those we have been considering), the Taylor-series approximations are generally
quite reliable.
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ratios are roughly constant over time. Thus the U.S. capital stock per worker
is roughly ten times larger than it was a hundred years ago, not a hun-
dred or a thousand times larger. Similarly, although capital-output ratios
vary somewhat across countries, the variation is not great. For example, the
capital-output ratio appears to be two to three times larger in the United
States than in India; thus capital per worker is “only” about twenty to thirty
times larger in the United States. In sum, differences in capital per worker
are far smaller than those n.2eded to account for the differences in output
per worker that we are trying to understand.'®

The second difficulty is that attributing differences in output to differ-
ences in capital without differences in the effectiveness of labor implies
immense variation in the rate of return on capital (Lucas, 1990a). If markets
are competitive, the rate of return on capital equals its marginal product,
f’(k), minus depreciation, 6. Suppose that the production function is Cobb-
Douglas (see equation [1.5]), which in intensive form is f(k) = k®. With this
production function, the elasticity of output with respect to capital is simply
a. The marginal product of capital is

F(k) = ake!
(1.27)
a—1)/a

= ay
Equation (1.27) implies that the elasticity of the marginal product of capital
with respect to output is —(1 —a)/a. If o = %, a tenfold difference in output
per worker arising from differences in capital per worker thus implies a
hundredfold difference in the marginal product of capital. And since the
return to capital is f'(k) — 8, the difference in rates of return is even larger.
Again, there is no evidence of such differences in rates of return. Di-
rect measurement of returns on financial assets, for example, suggests only
moderate variation over time and across countries. More tellingly, we can
learn much about cross-country differences simply by examining where the
holders of capital want to invest. If rates of return were larger by a factor
of ten or a hundred in poor countries than in rich countries, there would be
immense incentives to invest in poor countries. Such differences in rates of
return would swamp such considerations as capital-market imperfections,
government tax policies, fear of expropriation, and so on, and we would ob-
serve immense flows of capital from rich to poor countries. We do not see
such flows.!”

!®*One can make the same point in terms of the rates of saving, population growth, and
so on that determine capital per worker. For example, the elasticity of y* with respect to s
is ay /(1 — ag) (see [1.22]). Thus accounting for a difference of a factor of ten in output per
worker on the basis of differences in s would require a difference of a factor of a hundred
in s if ax = | and a difference of a factor of ten if ax = 1. Variations in actual saving rates
are much smaller than this.

70One can try to avoid this conclusion by considering production functions where capi-
tal’s marginal product falls less rapidly as k rises than it does in the Cobb-Douglas case. This
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Thus differences in physical capital per worker cannot account for the
differences in output per worker that we observe, at least if capital’s con-
tribution to output is roughly reflected by its private returns.

The other potential source of variation in output per worker in the Solow
model is the effectiveness of labor. Attributing differences in standards of
living to differences in the effectiveness of labor does not require huge dif-
ferences in capital or in rates of return. Along a balanced growth path, for
example, capital is growing at the same rate as output; and the marginal
product of capital, f’(k), is constant,

The Solow model’s treatment of the effectiveness of labor is highly in-
complete, however. Most obviously, the growth of the effectiveness of labor
is exogenous: the model takes as given the behavior of the variable that it
identifies as the driving force of growth. Thus it is only a small exaggeration
to say that we have been modeling growth by assuming it.

More fundamentally, the model does not identify what the “effectiveness
of labor” is; it is just a catchall for factors other than labor and capital that
affect output. To proceed, we must take a stand concerning what we mean
by the effectiveness of labor and what causes it to vary. One natural possi-
bility is that the effectiveness of labor corresponds to abstract knowledge.
To understand worldwide growth it would then be necessary to analyze the
determinants of the stock of knowledge over time. To understand cross-
country differences in real incomes, one would have to explain why firms
in some countries have access to more knowledge than firms in other coun-
tries, and why that greater knowledge is not rapidly transferred to poorer
countries.

There are other possible interpretations of A: the education and skills of
the labor force, the strength of property rights, the quality of infrastructure,
cultural attitudes toward entrepreneurship and work, and so on. Or A may
reflect a combination of forces. For any proposed view of what A represents,
one would again have to address the questions of how it affects output, how
it evolves over time, and why it differs across parts of the world.

The other possible way to proceed is to consider the possibility that cap-
ital is more important than the Solow model implies. If capital encompasses
more than just physical capital, or if physical capital has positive external-
ities, then the private return on physical capital is not an accurate guide to
capital’s importance in production. In this case, the calculations we have
done may be misleading, and it may be possible to resuscitate the view that
differences in capital are central to differences in incomes.

These possibilities for addressing the fundamental questions of growth
theory are the subject of Chapter 3.

approach would encounter two major difficulties. First, since the marginal product of capital
would be similar in rich and poor countries, capital’s share would be much larger in rich
countries. Second, and similarly, real wages would be only slightly larger in rich than in
poor countries. These implications appear grossly inconsistent with the facts.
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1.7 Empirical Applications
Growth Accounting

In the Solow model, long-run growth of output per worker depends only on
technological progress. But short-run growth can result from either tech-
nological progress or capital accumulation. Thus the model implies that
determining the sources of short-run growth is an empirical issue. Growth
accounting, which was pioneered by Abramovitz (1956) and Solow (1957),
provides a way of tackling this subject.

To see how growth accounting works, consider again the production
function Y (t) = F(K(t), A(t)L(t)). This implies

. aY(t) . aY(t), oY (t
Y = WK(U aL(t)L(t) GA

(
(t

dY /oL and Y /9A denote [9Y /3(AL)]A and [9Y /(AL)]L, respectively. Divid-
ing both sides by Y (t) and rewriting the terms on the right-hand side yields

))A(t) (1.28)

Y(t)  KM®aY(®) K@) L) aY(t) L(t) = A(t) oY (1) A(t)

. Y T YO EKMK® Y@ A0 L) T Y(2) JAD) A

(1.29)

K(1) i)
= aK(t)m'*' L(t)L—(B + R(1).

Here oz(t) is the elasticity of output with respect to labor at time ¢,
ag(t) is again its elast1c1ty with respect to capital, and R(t) =
[A(t)/ Y (D1[9Y (1) JAM)I[A(t)/ A(t)]. Subtracting L(t)/L(t) from both sides and
using the fact that a;(t) + ax(t) = 1 (see Problem 1.7, at the end of this
chapter) gives us an expression for the growth rate of output per worker:
Y@ L(t) Kty L)

Yo " mo - ¢ )[K(t) L(t)] R(®. (130

The growth rates of Y, K, and L are straightforward to measure. And we
know that if capital earns its marginal product, ax can be measured using
data on the share of income that goes to capital. R(t) can then be mea-
sured as the residual in (1.30). Thus (1.30) provides a way of decomposing
the growth of output per worker into the contribution of growth of capital
per worker and a remaining term, the Solow residual. The Solow residual
is sometimes interpreted as a measure of the contribution of technological
progress. As the derivation shows, however, it reflects all sources of growth
other than the contribution of capital accumulation via its private return.

This basic framework can be extended in many ways (see, for exam-
ple, Denison, 1967). The most common extensions are to consider differ-
ent types of capital and labor and to adjust for changes in the quality of
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inputs. But more complicated adjustments are also possible. For example,
if there is evidence of imperfect competition, one can try to adjust the data
on income shares to obtain a better estimate of the elasticity of output with
respect to the different inputs.

Growth accounting has been applied to many issues. For example, Young
(1994) uses detailed growth accounting to argue that the unusually rapid
growth of Hong Kong, Singapore, South Korea, and Taiwan over the past
three decades is almost entirely due to rising investment, increasing labor-
force participation, and improving labor quality (in terms of education), and
not to rapid technological progress and other forces affecting the Solow
residual.!8

To give another example, growth accounting has been used extensively
to study the productivity slowdown—the reduced growth rate of output per
worker-hour in the United States and other industrialized countries that be-
gan in the early 1970s (see, for example, Denison, 1985; Baily and Gordon,
1988; Griliches, 1988; and Jorgenson, 1988). Some candidate explanations
that have been proposed on the basis of this research include slower growth
in workers’ skills, the disruptions caused by the oil-price increases of the
1970s, a slowdown in the rate of inventive activity, and the effects of gov-
ernment regulations.

Convergence

An issue that has attracted considerable attention in empirical work on
growth is whether poor countries tend to grow faster than rich countries.
There are at least three reasons that one might expect such convergence.
First, the Solow model predicts countries converge to their balanced growth
paths. Thus to the extent that differences in output per worker arise from
countries being at different points relative to their balanced growth paths,
one would expect the poorer countries to catch up to the richer. Second, the
Solow model implies that the rate of return on capital is lower in countries
with more capital per worker. Thus there are incentives for capital to flow
from rich to poor countries; this will also tend to cause convergence. And
third, if there are lags in the diffusion of knowledge, income differences can
arise because some countries are not yet employing the best available tech-
nologies. These differences might tend to shrink as poorer countries gain
access to state-of-the-art methods.

Baumol (1986) examines convergence from 1870 to 1979 among the 16
industrialized countries for which Maddison (1982) provides data. Baumol
regresses output growth over this period on a constant and initial income;
that is, he estimates

In[(Y/N)i1970] = Inl(Y /N)i1g70]l = a + bIn[(Y /N)i1s70] + &.  (1.31)

1#0ther authors examining the same issue, however, argue for a larger role for the resid-
ual. See, for example, Page (1994).
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Here In(Y/N) is log income per person, ¢ is an error term, and i indexes
countries.!? If there is convergence, b will be negative: countries with higher
initial incomes have lower growth. A value for b of —1 corresponds to
perfect convergence: higher initial income on average lowers subsequent
growth one-for-one, and so output per person in 1979 is uncorrelated with
its value in 1870. A value for b of 0, on the other hand, implies that growth
is uncorrelated with initial income and thus that there is no convergence.
The results are

In[(Y/N)i1979] — In{(Y /N)i1870] = 8.457 — 0.995 In[(Y/N),1870],
(0.094) (1.32)

R2% =0.87, s.e.e. = 0.15, \

where the number in parentheses, 0.094, is the standard error of the re-
gression coefficient. Figure 1.7 shows the scatterplot corresponding to this
Tegression.

The regression suggests almost perfect convergence. The estimate of b
is almost exactly equal to —1, and it is estimated fairly precisely; the two-
standard-error confidence interval is (0.81, 1.18). In this sample, per capita
income today is essentially unrelated to per capita income a hundred years
ago.

3.0
2.8
= L
£ 26
g L
2 24-
£Q - 4+ Germany
% o 2.2 . Canada
=150k + United States
= E 2.0 B . 3 Denmark
§- 1.8+ rz}gﬁ + Switzerland
g 16k Netherlands +T\Belgium
g 14f *
~ L United Kingdom
1.2 B Australia
10 | | L | | | | 1 i [ | i | | 1 | | | I |
5.6 5.8 6.0 6.2 6.4 6.6 6.8 7.0 7.2 7.4 7.6

Log per capita income in 1870

FIGURE 1.7 Initial income and subsequent growth in Baumol’s sample (from
De Long, 1988; used with permission)

19Baumol considers output per worker rather than output per person. This choice has
little effect on the results.
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De Long (1988) demonstrates, however, that Baumol's finding is largely
spurious. There are two problems. The first is sample selection. Since his-
torical data are constructed retrospectively, the countries that have long
data series are generally those that are the most industrialized today. Thus
countries that were not rich a hundred years ago are typically in the sample
only if they grew rapidly over the next hundred years. Countries that were
rich a hundred years ago, in contrast, are generally included even if their
subsequent growth was only moderate. Because of this, we are likely to see
poorer countries growing faster than richer ones in the sample of countries
we consider even if there is no tendency for this to occur on average.

The natural way to eliminate this bias is to use a rule for choosing the
sample that is not based on the variable we are trying to explain, which
1s growth over the period 1870-1979. Lack of data makes it impossible
to mclude the entire world. De Long therefore considers the richest coun-
tries as of 1870; specifically, his sample consists of all countries at least
as rich as the second poorest country in Baumol’s sample in 1870, Finland.
This causes him to add seven countries to Baumol’s list (Argentina, Chile,
East Germany, Ireland, New Zealand, Portugal, and Spain), and to drop one
1Japan).20

Figure 1.8 shows the scatterplot for the unbiased sample. The inclusion
of the new countries weakens the case for convergence considerably. The
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FIGURE 1.8 Initial income and subsequent growth in the expanded sample
(from De Long, 1988; used with permission)

20Gince a large fraction of the world was richer than Japan n 1870, 1t 1s not possible
to consider all countries at least as rich as Japan. In addition, one has to deal with the fact
that countries’ borders are not fixed. De Long chooses to use 1979 borders. Thus his 1870
Income estimates are estimates of average mcomes in 1870 in the geographic regions defined
by 1979 borders.
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regression now produces an estimate of b of —0.566, with a standard er-
ror of 0.144. Thus accounting for the selection bias in Baumol’s procedure
eliminates about half of the convergence that he finds.

The second problem that De Long identifies is measurement error. Es-
timates of real income per capita in 1870 are imprecise. Measurement er-
ror again creates bias toward finding convergence. When 1870 income is
overstated, growth over the period 1870-1979 is understated by an equal
amount; when 1870 income is understated, the reverse occurs. Thus mea-
sured growth tends to be lower in countries with higher measured initial
income even if there is no relation between actual growth and actual initial
income.

De Long therefore considers the following model:

In[(Y/N)i1979] = In[(Y/N)j1870]1* = @ + bInl(Y /N)i18701" + &, (1.33)
In[(Y/N),1870] = Inl(Y /N)ii8701* + ui, (1.34)

where In[{(Y /N)1g70}* is the true value of log income per capita in 1870 and
In[(Y /N)1g70] is the measured value. € and u are assumed to be uncorrelated
with each other and with In[(Y /N)ig701*.

Unfortunately, it is not possible to estimate this model using only data
on In[(Y/N)ig7o] and In[(Y /N ) 979]. The problem is that there are different
hypotheses that make identical predictions about the data. For example,
suppose we find that measured growth is negatively related to measured
initial income. This is exactly what one would expect either if measurement
error is unimportant and there is true convergence or if measurement error
is important and there is no true convergence. Technically, the model is not
identified.

De Long argues, however, that we have at least a rough idea of how good
the 1870 data are, and thus have a sense of what is a reasonable value for
the standard deviation of the measurement error. o, = 0.01, for example,
implies that we have measured initial income to within an average of 1 per-
cent; this is implausibly low. Similarly, o, = 0.50—an average error of 50
percent—seems implausibly high. De Long shows that if we fix a value of
oy, we can estimate the remaining parameters.

Even moderate measurement error has a substantial impact on the re-
sults. For the unbiased sample, the estimate of b reaches 0 (no tendency
toward convergence) for o, ~ 0.15, and is 1 (tremendous divergence) for
oy =~ 0.20. Thus plausible amounts of measurement error eliminate most
or all of the remainder of Baumol’s estimate of convergence.

It is also possible to investigate convergence for different samples of
countries and different time periods. Figure 1.9 is a convergence scatter-
plot analogous to Figures 1.7 and 1.8 for virtually the entire non-Communist
world for the period 1960-1985. As the figure shows, there is little evidence
of convergence. We return to the issue of convergence at the end of Chapter 3.
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FIGURE 1.9 Initial income and subsequent growth in the postwar period (data
from Summers and Heston, 1991)

Saving and Investment

Consider a world where every country is described by the Solow model and
where all countries have the same amount of capital per unit of effective
labor. Now suppase that the saving rate in one country rises. If all of the ad-
ditional saving were invested domestically, the marginal product of capital
in that country would fall. There would therefore be incentives for residents
of the country to invest abroad. Indeed, in the absence of any impediments
to capital flows, the investment resulting from the increased saving would
be spread uniformly over the whole world; the fact that the rise in saving
occurred in one country would have no special effect on investment there.
Thus there would be no reason to expect countries with high saving to also
have high investment.

Feldstein and Horicka (1980) examine the association between saving
and investment rates. They find that, contrary to this simple view, saving
and investment rates are strongly correlated. Specifically, Feldstein and Ho-
rioka run a cross-country regression for 21 industrialized countries of the
average share of investment in GDP during the period 1960-1974 on a con-
stant and the average share of saving in GDP over the same period. The
results are

(I/Y), = 0.035 + 0.887(S/Y),, R?=0091, (1.35)
(0.018)  (0.074)
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where again the numbers in parentheses are standard errors. Thus, rather
than there being no relation between saving and investment, there is an
almost one-to-one relation.

There are various possible explanations for Feldstein and Horioka’s find-
ing (see Obstfeld, 1986, for a discussion). One possibility, suggested by Feld-
stein and Horioka, is that significant barriers to capital mobility exist. In this
case, differences in saving and investment across countries would be asso-
ciated with rate of return differences.

Another possibility is that there are underlying variables that affect both
saving and investment. For example, high tax rates can reduce both saving
and investment (Barro, Mankiw, and Sala-i-Martin, 1995). Similarly, countries
whose citizens have low discount rates, and thus high saving rates, may
provide favorable investment climates in ways other than the high saving;
for example, they may limit workers’ ability to form strong unions.

Finally, the strong association between saving and investment can arise
from government policies that offset forces that would otherwise make sav-
ing and investment differ. Governments may be averse to large gaps be-
tween saving and investment—after all, a large gap must be associated with
a large trade deficit (if investment exceeds saving) or a large trade surplus
(if saving exceeds investment). If economic forces would otherwise give rise
to a large imbalance between saving and investment, the government may
choose to adjust its own saving behavior or its tax treatment of saving or
investment to bring them into rough balance.

In sum, the strong relationship between saving and investment differs
dramatically from the predictions of a natural baseline model. Whether this
difference reflects major departures from the baseline (such as large barri-
ers to capital mobility) or something less fundamental (such as underlying
forces affecting both saving and investment) is not known.

Investment, Population Growth, and Output

According to the Solow model, saving and population growth affect output
per worker through their impact on capital per worker. A country that saves
more of its output has more capital per worker, and hence more output per
worker; a country with higher population growth devotes more of its saving
to maintaining its capital-labor ratio, and so has less capital and output per
worker.

The model makes not just qualitative but quantitative predictions about
the impact of saving and population growth on output. We saw in Section
1.5 that the elasticity of output on the balanced growth path with respect
to s is a/(1 — «), where « is capital’s share. Similarly, one can show that its
elasticity with respectto n + g + 6 is —a/(1 — @) (see Problem 1.5). Thus,*!

2!0One can also derive (1.36) by assuming that the production function 1s Cobb-Douglas;
in this case, no approximations are needed (see Problem 1.2).
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(4

Iny*=~a+ —Ins -
Y -« 1—a

In(n + g + 8). (1.36)

Mankiw, D. Romer, and Weil (1992) estimate equation (1.36) empirically
using cross-country data. Their basic specification is

Iny, =a + bllns, —In(n, + g + 8)] + &, (1.37)

where i indexes countries. Finding empirical counterparts for y, s, and n
:s fairly straightforward. Mankiw, Romer, and Weil measure y as real GDP
per person of working age in 1985, s as the average share of real private
and government investment in real GDP over the period 1960-1985, and n
as the average growth rate of the population of working age over the same
period.?? Finally, g + 8 is set to 0.05 for all countries.

The results for the broadest set of countries considered by Mankiw,
Romer, and Weil are:

Iny, = 6.87 + 1.48[lns, — In(n; + 0.05)],
(0.12)  (0.12) (1.38)

R° =059, s.ee = 0.69.

Saving and population growth enter in the directions predicted by the
model and are highly statistically significant, and the regression accounts
for a large portion of cross-country differences in income. In this sense, the
model] is a success.

There is one major difficulty, however: the estimated effect of saving
and population growth is far larger than the model predicts. The estimate
of b = 1.48 implies a = 0.60 (with a standard error of 0.02).23 Thus the
relationship between saving and population growth and real income is far
stronger than the model predicts for reasonable values of the capital share,
and the data are grossly inconsistent with the hypothesis that « is in the
vicinity of one-third. Thus, Mankiw, Romer, and Weil’s results confirm the
conclusion that the Solow model cannot account for important features of
cross-country income differences.

22The data are from the Summers and Heston (1988) cross-country data set. See Sum-
mers and Heston (1991) for a more recent version.

*3Finding estimates and standard errors for parameters that are nonlinear functions of
regression coefficients is straightforward. In the case of (1.36)-(1.38), solving b = a/(1 — a)
tor e yields @ = b/(1+ b). The estimate of & = 0.60 is thus obtained by computing a = b+
by = 1.48/(1 + 1.48). In addition, a first-order Taylor-series approximation of o = b/(1 + b)
around b = byields « = [b/(1 + D)l +[1/(1 + b)2ib ~ b). Thus the difference between the true
+ and « is approximately 1/(1 + by, or 0.16, times the difference between the true b and
b. The standard error of « is therefore approximately 0.16 times the standard error of b,
or 0.16(0.12) = 0.02. (Because of the nonlinearity and the use of approximations, the formal
econometric justification for these procedures rehes on asymptotic theory. See, for example,
Greene, 1993, Section 10.3.3; or Judge et al., 1985, Section 5.3.4.)
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Problems

1.1.

1.2,

1.3.

1.4.

1.5.

1.6.

Consider a Solow economy that is on its balanced growth path. Assume for
simplicity that there is no technological progress. Now suppose that the rate
of population growth falls.

(a) What happens to the balanced-growth-path values of capital per worker,
output per worker, and consumption per worker? Sketch the paths of these
variables as the economy moves to its new balanced growth path.

(b) Describe the effect of the fall in population growth on the path of output
(that is, total output, not output per worker).

Suppose that the production function is Cobb-Douglas.

(a) Find expressions for k*, y*, and c¢* as functions of the parameters of the
model, s, n, 8, g, and «.

s

(b) What is the golden-rule value of k?
(c) What saving rate is needed to yield the golden-rule capital stock?

Consider the constant elasticity of substitution (CES) production function, Y =
[Klo-Die 4 (AL)o-D/ojo/te-D) where O < ¢ < o and ¢ # 1. (¢ is the elasticity of
substitution between capital and effective labor. In the special case of o — 1,
the CES function reduces to the Cobb-Douglas.)

(a) Show that this production function exhibits constant returns to scale.
(b) Find the intensive form of the production function.
(c) Under what conditions does the intensive form satisfy () > 0, f"'(+) < 07

(d) Under what conditions does the intensive form satisfy the Inada condi-
tions?

Consider an economy with technological progress but without population
growth that is on its balanced growth path. Now suppose there is a one-time
jump in the number of workers.

(a) At the time of the jump, does output per unit of effective labor rise, fall,
or stay the same? Why?

(b) After the initial change (if any) in output per unit of effective labor when
the new workers appear, is there any further change in output per unit of
effective labor? If so, does it rise or fall? Why?

(c) Once the economy has again reached a balanced growth path, is output per
unit of effective labor higher, lower, or the same as it was before the new
workers appeared? Why?

Find the elasticity of output per unit of effective labor on the balanced growth
path, y*, with respect to the rate of population growth, n. If ax(k*) = % g=
2%, and & = 3%, by about how much does a fall in n from 2% to 1% raise y*?

Suppose that, despite the political obstacles, the United States permanently
reduces its budget deficit from 3% of GDP to zero. Suppose that initially s =
0.15 and that investment rises by the full amount of the fall in the deficit.
Assume that capital’s share is %
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(a) By about how much does output eventually rise relative to what it would
have been without the deficit reduction?

(b) By about how much does consumption rise relative to what it would have
been without the deficit reduction?

{c) What is the immediate effect of the deficit reduction on consumption?
About how long does it take for consumption to return to what it would
have been without the deficit reduction?

7. Factor payments in the Solow model. Assume that both labor and capital

are paid their marginal products. Let w denote dF(K, AL)/4L and r denote
dF(K,AL)/oK. ..

(a) Show that the marginal product of labor, w, is A[f(k) — kf’(k)].

(b) Show that if both capital and labor are paid their marginal products, con-
stant returns to scale implies that the total amount paid to the factors of
production equals total output. That is, show that under constant returns,
wL + rK = F(K, AL).

(c) Two additional stylized facts about growth listed by Kaldor (1961) are
that the return to capital (r) is approximately constant and that the shares
of output going to capital and labor are each roughly constant. Does a
Solow economy on a balanced growth path exhibit these properties? What
are the growth rates of w and r on a balanced growth path?

(d) Suppose the economy begins with a level of k less than k*. As k moves
toward k*, is w growing at a rate greater than, less than, or equal to its
growth rate on the balanced growth path? What about r?

Suppose that, as in Problem 1.7, capital and labor are paid their marginal
products. In addition, suppose that all capital income is saved and all labor
income is consumed. Thus K = [dF(K, AL)/JK|K — 6K.

(a) Show that this economy converges to a balanced growth path.

(b) Is k on the balanced growth path greater than, less than, or equal to the
golden-rule level of k? What is the intuition for this result?

The Harrod-Domar model. (See Harrod, 1939, and Domar, 1946.) Suppose
the production function is Leontief, Y(t) = min|cx K (t), c;e9 L(t)], where ¢k,
1, and g are all positive. As in the Solow model, I(t) = nL(t)and K (t) = sY(t)-
8K (t). Finally, assume cx K(0) = ¢, L(0).

(a) Under what condition does cx K (t) = ¢ e9 L(t) for all t? If ¢k, ¢, g, S, 8,
and n are determined by separate considerations, is there any reason to
expect that this condition holds?

(b) If c e L(t) is growing faster than cx K(t) (and if the excess labor is as-
sumed to be unemployed), what happens to the unemployment rate over
time?

(c) If cx K(t) is growing faster than ¢;e9 L(t) (and if the excess capital is as-
sumed to be unused), what happens to the fraction of the capital stock
that is used over time?

Natural resources in the Solow model, At least since Malthus, some have
argued that the fact that some factors of production (notably land and natural
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resources) are available in finite supply must eventually bring growth to a
halt. This problem asks you to address this idea in the context of the Solow
model.

Let the production function be Y = K*(AL¥R'~*# where R is the
amount of land. Assume o > 0, 8 > 0, and « + 8 < 1, The factors of pro-
duction evolve according to K = sY ~ 6K, A= gA, L =nL and R = 0.

(a) Does this economy have a unique and stable balanced growth path? That
is, does the economy converge to a situation in which each of Y, K, I,
A, and R are growing at constant (but not necessarily equal) rates? If so,
what are those growth rates? If not, why not?

{b) In light of your answer, does the fact that the stock of land is constant
imply that permanent growth is not possible? Explain intuitively.

Embodied technological progress. (This follows Solow, 1960, and Sato,
1966.) One view of technological progress is that the productivity of capital
goods built at t depends on the state of technology at t and is unaffected by
subsequent technological progress. This is known as embodied technological
progress (technological progress must be “embodied” in new capital before
it can raise output). This problem asks you to investigate its effects.

(a) As a preliminary, let us modify the basic Solow model to make technolog-
ical progress capital-augimenting rather than labor-augmenting. So that
a balanced growth path exists, assume that the production function is
Cobb-Douglas: Y (t) = [A(DK(H)]*L(t)!->. Assume that A grows at rate u:
A(t) = pA).

Show that the economy converges to a balanced growth path, and find
the growth rates of Y and K on the balanced growth path. (Hint: show that
we can write Y /(A®L) as a function of K /(A?L), where ¢ = «/{1 — a). Then
analyze the dynamics of K /(A?L).)

(b) Now consider embodied technological progress. Specifically, let the pro-
duction function be Y(t) = J(t)*L(t)'®, where J(t) is the effective capital
stock. The dynamics of J(t) are given by J(t) = SA(1)Y(t) - 8J(t). The pres-
ence of the A(t) term in this expression means that the productivity of
investment at t depends on the technology at t.

Show that the economy converges to a balanced growth path. What
are the growth rates of Y and J on the balanced growth path? (Hint: let
J(t) = J(t)/ A(r). Then use the same approach as in (@), focusing on J /{A%L)
instead of K /(A%L).)

(c) What is the elasticity of output on the balanced growth path with respect
to 5?7

(d) In the vicinity of the balanced growth path, how rapidly does the economy
converge to the balanced growth path?

(e) Compare your results for (¢) and (d) with the corresponding results in the
text for the basic Solow model.

Consider a Solow economy on its balanced growth path. Suppose the growth-
accounting techniques described in Section 1.7 are applied to this economy.
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(a) What fraction of growth 1n output per worker does growth accounting
attribute to growth in capital per worker? What fraction does it attribute
to technological progress?

{b) How can you reconcile your results in (a) with the fact that the Solow
model implies that the growth rate of output per worker on the balanced
growth path is determined solely by the rate of technological progress?

~ 13. (a) In the model of convergence and measurement error in equations (1.33)-
(1.34), suppose the true value of b 1s —1. Does a regression of
In(Y /N)1979 — In{Y /N)1870 on a constant and In(Y /N),s70 vield a biased
estimate of b? Explain.

(b) Suppose there 1s measurement error in measured 1979 mcome per capita
but not in 1870 income per capita. Does a regression of In(Y /N)ig79 —
In(Y/N)ig70 on a constant and In(Y/N)ig70 vield a biased estimate of b?
Explan.

A



Chapter 2
BEHIND THE SOLOW MODEL.:
INFINITE-HORIZON AND
OVERLAPPING-GENERATIONS
MODELS

This chapter investigates two models that resemble the Solow model but in
which the dynamics of economic aggregates are determined by decisions at
the microeconomic level. Both models continue to treat the growth rates of
labor and knowledge as exogenous. But the models derive the evolution of
the capital stock from the interaction of maximizing households and firms
in competitive markets. As a result, the saving rate is no longer exogenous,
and it need not be constant.

The first model is conceptually the simplest. Competitive firms rent
capital and hire labor to produce and sell output, and a fixed number of
infinitely-lived households supply labor, hold capital, consume, and save.
This model, which was developed by Ramsey (1928), Cass (1965), and
Koopmans (1965), avoids all market imperfections and all issues raised
by heterogeneous households and links among generations. It therefore
provides a natural benchmark case.

The second model is the overlapping-generations model developed by
Diamond (1965). The key difference between the Diamond model and the
Ramsey-Cass-Koopmans model is that the Diamond model assumes that
there is continual entry of new households into the economy. As we will
see, this seemingly small change has important consequences.

38
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Part A The Ramsey-Cass-Koopmans
Model

2.1 Assumptions :
Firms

There is a large number of identical firms. Each has access to the production
Zunction Y = F(K, AL), which satisfies the same assumptions as in Chapter
1. The firms hire workers and rent capital in competitive factor markets,
and sell their output in a competitive output market. Firms take A as given;
3s in the Solow model, A grows exogenously at rate g. The firms maximize
orofits. They are owned by the households, so any profits they earn accrue
to the households.

Households &

There is also a large number of identical households. The size of each house-
hold grows at rate n. Each member of the household supplies one unit of
labor at every point in time. In addition, the household rents whatever cap-
ital it owns to firms. It has initial capital holdings of K(0)/H, where K (0)
1s the initial amount of capital in the economy and H is the number of
househoids. For simplicity, in this chapter we assume that there is no de-
preciation. The household divides its income (from the labor and capital it
supplies and, potentially, from the profits it receives from firms) at each
point in time between consumption and saving so as to maximize lifetime
anlity.
The household’s utility function takes the form

U= ) e_Ptu(C(t))Mdt. (2.1)
t=0 H

C(t) is the consumption of each member of the household at time t. u(s)
is the instantaneous utility function, which gives each member’s utility at
a given date. L(t) is the total population of the economy; L(t)/H is there-
fore the number of members of the household. Thus u(C(t))L(t)/H is the
household’s total instantaneous utility at t. Finally, p is the discount rate;
the greater is p, the less the household values future consumption relative
to current consumption.!

'One could also write utility as [;_, e ' u(C(t))dt, where p’ = p — n. Since L(t) = L(0)e™,
rhis expression equals the expression in equation (2.1) divided by L(0)/H, and thus has the
same implications for behavior.
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The instantaneous utility function takes the form

C(t)lff)

u(C) = T 6>0, p—n-(1-8yg>0. (2.2)

This utility function is known as constant-relative-risk-aversion (or CRRA}
utility. The reason for the name is that the coefficient of relative risk aver-
sion (which is defined as —Cu’'(C)/u’(C)) for this utility function is ¢, and
thus is independent of C.

Since there is no uncertainty in this model, the household’s attitude to-
ward risk is not directly relevant. But # also determines the household’s
willingness to shift consumption between different periods: the smaller is
9, the more slowly marginal utility falls as consumption rises, and so the
more willing the household is to allow its consumption to vary over time. If
8 is close to zero, for example, utility is almost linear in C, and so the house-
hold is willing to accept large swings in its consumption to take advantage
of small differences between its discount rate and the rate of return it gets
on its saving. Specifically, one can show that the elasticity of substitution
between consumplion at any two points in time is 1/6.?

Three additional features of the instantaneous utility function are worth
mentioning. First, C! ¢ is increasing in C if # < 1 but decreasing if § > 1;
dividing C*~? by 1 — 6 thus ensures that the marginal utility of consumption
is positive regardless of the value of 4. Second, in the special case of 6 — 1,
the instantanecus utility function simplifies to In C; this is often a useful
case to consider.? And third, the assumption that p—~n —(1 -6)g > 0 ensures
that lifetime utility does not diverge: if this condition does not hold, the
household can attain infinite lifetime utility, and its maximization problem
does not have a well-defined solution.*

2.2 The Behavior of Households and
Firms

Firms

Firms’ behavior is relatively simple. At each point in time they employ the
stocks of labor and capital, pay them their marginal products, and sell the

’

ya

2See Problem 2.2.

3To see this, first subtract 1/(1 - ) from the utility function; since this simply changes
utility by a constant, it does not affect behavior. Then take the limit as # approaches 1; this
requires using I'Hopital's rule. The resultis In C.

4Phelps (1966a) discusses how growth models can be analyzed when households can
obtain infinite utility.
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resulting output. Because the production function has constant returns and
the economy is competitive, firms earn zero profits.

As described in Chapter 1, the marginal product of capital, 4F (K, AL)/ K,
1s ['(k), where f() is the intensive form of the production function. Because
markets are competitive, capital earns its marginal product. And because
there is no depreciation, the real rate of return on capital equals its earnings
per unit time. Thus the real interest rate at time t is

r(t) = f'(k(1)). (23

The marginal product of effective labor is §F(K, AL)/ JAL. In terms of f(e),
this is f(k) — kf’(k).” Thus the real wage per unit of effective labor is

w(t) = f(k(0)) — k(Of " (k(1)). 29

Since the marginal product of labor (as opposed to effective labor) is
AJF(K, AL)/ AL, a worker’s labor income at time t is A(t)w(t).

Households’ Maximization Problem

The representative household takes the paths of r and w as given. Its bud-
get constraint is that the present value of its lifetime consumption cannot
exceed its initial wealth plus the present value of its lifetime labor income.
To write the budget constraint formally, we need to account for the fact that
r may vary over time. To do this, define R(t) as f:zo r(7)dr. One unit of the
output good invested at time 0 yields eR® units of the good at t; equiva-
lently, the value of one unit of output at time t in terms of output at time
0 is e"R®_For example, if r is constant at some level 7, R(t) is simply 7t
and the present value of one unit of output at t is e ", More generally, eR®
shows the effects of continuously compounding interest over the period
{0, t].

Since the household has L(t)/H members, its labor income at t is
Atw(@)L(t)/H, and its consumption expenditures are C(t)L(t)/H. The
household’s budget constraint is therefore

L(t)

) @ ” —R(1) =7
+Loe Alw( = dt. (2.5)

°° It
-k 2 gr <
Loe (O dt =g

As in the Solow model, it is easier to work with variables normalized by
the quantity of effective labor. To do this, we need to express the budget
constraint in terms of consumption and labor income per unit of effec-
tive labor. Define c(t) to be consumption per unit of effective labor. The

5See Problem 1.7, in Chapter 1.
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household’s total consumption at t, C{t)L(t)}/H, equals consumption per
unit of effective labor, ¢(t), times the household’s quantity of effective labor,
A(t)I(t)/H. Similarly, its initial capital holdings are k(0), capital per unit of
effective labor at time zero, times A(0)L(0)/H. Thus we can rewrite (2.5) as

J‘” o RO (t)L( ADLD 3 40y AQLO) )+J°° e R(p) (”L( ADLD 5 2.6
t=0 / H .

A(t)L(t) equals A(0)L(0)e™*+9t, Substituting this fact into (2.6) and dividing
both sides by A(0)L(0)/H vyields

J e’R(”C(t)e(”*g)tdtsk(0)+J e ROy (1yen+alt g (2.7)
t=0

In many cases, it is difficult to find the integrals in (2.7). Fortunately, we
can express the budget constraint in terms of the limiting behavior of the
household’s capital holdings; even when it is not possible to compute the
integrals in (2.7), it is often possible to describe the limiting behavior of
the economy. To see how the budget constraint can be rewritten in this
way, first bring all of the terms of (2.6) over to the same side and combine
the two integrals; this gives us

K(0)
H

+r e RO[w(1) — c(D)]A®) ()dt_ 2.8)
=0

where we have used the fact that k(0)A(0)L(0) = K(0). We can write the inte-
gral from t = 0 to t = o as a limit. Thus (2.8) is equivalent to

lim [EI(JQ + Iio e ROLw(r) - c(t)]A(t)@ dt] (2.9)

Now note that the household’s capital holdings at time s are

5@ — eR(S)@
H H

A(t)L(t)

+J eRO-RO[y (1) — ¢(1)] dt.  (2.10)
£=0

To understand (2.10), note that eX$K(0)/H is the contribution of the house-
hold’s initial weaith to its wealth at s. The household’s saving at t is [w(t) —
c(OIA(O)L(t)/H (which may be negative); eX)-R® shows how the value of
that saving changes from t to s.

The expression in (2.10) is e®) times the expression in brackets in (2.9).
Thus we can write the budget constraint simply as

~R(s) K_(Sl

lim e > 0. (2.11)

§——-c0

Expressed in this form, the budget constraint states that the present value
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of the household’s asset holdings cannot be negative in the limit. Since K(s)
1s proportional to k(s)e"*9$ we can also write this as

lim e R®eM+Psk(5) > 0. (2.12)

§—0o0

Finally, we can also rewrite the household’s objective function, (2.1)-
2.2), m terms of consumption per unit of effective labor. C(t), consumption
per worker, equals A(t)c(t). Thus,

CH=?  [ADct)?

1-¢6 1-¢6

_ 1Aed ] e(t) (2.13)
1-6

_ _ t)l*ﬁ
— A(0)-%e1 orgt €( )
0 1-0

Substituting (2.13) and the fact that L(t) = L(0)e™ into the household’s ob-
jective function yields

* C(O'° L(t)

= —pt =\ YT
v t=0 € 1-6 H dt. i
= J’°° o Pt [A(O)l—ee(l—g)gtﬂ“j] L(0)ent "
-0 19 7
(2.14)
70 J°° o (-7
= A0 =~ pt (1-6)gt e CLO° 7
A(0) H Jio e Ple e — dt
_p[ w4 EA(O)l—B%, B=p-n-(-6g

t=0 1-96
From (2.2), 8 is assumed to be positive.

Household Behavior IJ

The household’s problem is to choose the path of ¢(t) to maximize lifetime
utility subject to the budget constraint. Although this involves choosing ¢
at each instant of time (rather than choosing a finite set of variables, as in
standard maximization problems), conventional maximization techniques
can be used. Since the marginal utility of consumption is always positive,
the household satisfies its budget constraint with equality. We can therefore
use the objective function, (2.14), and the budget constraint, (2.7), to set up
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the Lagrangian:®

00 1-6
L=B e‘ﬁfﬂ— dt
t=0 1-¢6
(2.15)
+/\[k(0)+J e‘R(”e(“g”w(t)dt—j e*Rme("*g“c(t)dt].
t=0 =

The household chooses ¢ at each point in time; that is, it chooses infinitely
many c(t)’s. The first-order condition for an individual c(t) is”

Be Ble(t)=f = re RWDpn+a)t (2.16)

The household’s behavior is characterized by (2.16) and the budget con-
straint, (2.7).

To see what (2.16) implies for the behavior of consumption, first take
logs of both sides:

InB - gt —0lnc(t)=InA—R(t)+(n + g)t. (2.17)

Now note that since the two sides of (2.17) are equal for every t, the deriva-
tives of the two sides with respect to t must be the same. This condition is

e(t)

—_g-g—— = _ 1
B Hc(t) r) + (n + g), (2.18)
where we have used the definition of R(t) as [, r(7)dr to find dR(t)/dt.
Solving (2.18) for ¢(t)/c(t) yields
ety _ri)-—n-g-p

¢ ‘ (2.19)

_ rity—p—6g
6 E
where the second line uses the definition of g as p— n — (1 - 6)g.

To interpret (2.19), note that since C (t) (consumption per worker, rather
than consumption per unit of effective labor) equals c(t)A(t), the growth

®For an introduction to maximization subject to equality constraints, see Dixit (1990,
Chapter 2), Simon and Blume (1994, Chapters 18-19), or Chiang (1984, Chapter 12). For the
case of inequality constraints, see Dixit (Chapter 3), Simon and Blume (Chapter 18), Chiang
(Chapter 21), or Kreps (1990, Appendix 1).

“This step is slightly informal; the difficulty is that the terms in (2.16) are of order dt in
(2.15); that is, they make an infinitesimal contribution to the Lagrangian. There are various
ways of addressing this issue more formally than simply “canceling” the dt’s (which is what
we do in [2.16]). For example, we can model the household as choosing consumption over the
finite intervals [0, At), [At, 2At), [2A¢ 3At), ..., with its consumption required to be constant
within each interval, and then take the limit as At approaches zero. This also yields (2.16).
Another possibility is to use the calculus of variations (see n. 11, below).
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rate of C equals the growth rate of ¢ plus the growth rate of A. Thatis, (2.19)
_mplies that consumption per worker is growing at rate [r(t) — p]/6. Thus,
2 19) states that consumption per worker is rising if the real return exceeds
-1e rate at which the household discounts future consumption, and is falling
- the reverse holds. The smaller is §—the less marginal utility changes as
_snsumption changes—the larger are the changes in consumption in re-
~ponse to differences between the real interest rate and the discount rate.

Equation (2.19) is known as the Euler equation for this maximization
problem. A more intuitive way of deriving (2.19) is to think of the house-
hold’s consumption at two consecutive moments in time. Specifically,
mmagine the household reducing ¢ at some date t by a small (formally,
mfinitesinmial) amount Ac, investing this additional saving for a short (again,
infinitesimal) period of time At, and then consuming the proceeds at time
t + At; assume that when it does this, the household leaves consump-
tion and capital holdings at all times other than t and t + At unchanged.
If the household is optimizing, the marginal impact of this change on
Iifetime utility must be zero. From (2.14), the marginal utility of c(t) is
Be Btc(t)~?. Thus the change has a utility cost of Be #ic(t) ?Ac. Since
the instantaneous rate of return is r(t), ¢ at time t + At can be increased
by elrO-n-glAAc Similarly, since ¢ is growing at rate ¢(t)/c(t), we can
write c(t + At) as c(t)el¢W/cIAt: thyg the marginal utility of c(t + At) is
Be BU+ADC(t 4 At) =% = Be BUFAI[c(t)elc®W/cIA)=6  Thys for the path of
consumption to be utility-maximizing, it must satisfy

Be Ble(t)™? Ac = Be R+ [c(1)ele@c@Iat =0 plr(D-n-glAt Ac - (2.20)
Dividing by Be #tc(t) % Ac and taking logs yields:

—BAt—Q% At +[r(t)—n —glat =0. (2.21)

Finally, dividing by At and rearranging vields the Euler equation in (2.19).

Intuitively, the Euler equation describes how ¢ must behave over time
given ¢(0): if ¢ does not evolve according to (2.19), the household can rear-
range its consumption in a way that raises lifetime utility without changing
the present value of its lifetime spending. The choice of c(0) is then deter-
mined by the requirement that the present value of lifetime consumption
over the resulting path equals initial wealth plus the present value of fu-
ture earnings. When ¢(0) is chosen too low, consumption spending along
the path satisfying (2.19) does not exhaust lifetime wealth, and so a higher
path is possible; when ¢(0) is set too high, consumption spending more than
uses up lifetime wealth, and so the path is not feasible.’

8Formally, (2.19) implies c(t) = c(0)eRi-6+691/¢  which implies e RDe+dic(r) =
c(Q)elL-ORW+bn-p)1/8 () is thus determined by the fact that c(0) ;o  e!!-PR@O+6n-p1l/e gp
must equal the right-hand side of the budget constraint, (2.7).
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2.3 The Dynamics of the Economy

The most convenient way to describe the behavior of the economy is in
terms of the evolution of ¢ and k.

The Dynamics of ¢

Since all households are the same, equation (2.19) describes the evolution
of ¢ not just for a single household but for the economy as a whole, Since
r(t) = f'(k(t)), we can rewrite (2.19) as

e _ k) -p-0g

0 - 7 (2.22)

Thus ¢ is zero when f'(k) equals p + 6g. Let k* denote this level of k. When
k exceeds k*, f'(k) is less than p + 6g, and so ¢ is negative; when k is less
than k*, ¢ is positive.

This information is summarized in Figure 2.1. The arrows show the di-
rection of motion of ¢. Thus c is rising if k < k* and falling if k > k*. The
¢ =0 line at k = k* indicates that ¢ is constant for this value of k.

The Dynamics of k

As in the Solow model, k equals actual investment minus break-even in-
vestment. Since we are assuming that there is no depreciation, break-even

c c=0

(>0 (¢ <0)

k' k
FIGURE 2.1 The dynamics of ¢
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mvestment is (n + g)k. Actual investment is output minus consumption,
f(k) — c. Thus:

k(t) = f(k(t) = c(t) - (n + g)k(t). (2.23)

For a given k, the level of ¢ that implies k = 0 is given by f(k) —(n + g)k;
in terms of Figure 1.6 (Chapter 1), k is zero when consumption equals the
difference between the actual output and break-even investment lines. This
value of ¢ is increasing in k until f'(k) = n + g (the golden-rule level of k)
and then decreasing. When ¢ exceeds the level that yields k = 0, k is falling;
when c is less than this level, k is rising. For k sufficiently large, break-even
mnvestment exceeds total output, and so k is negative for all positive values
of ¢. This information is summarized in Figure 2.2; the arrows show the
direction of motion of k.

The Phase Diagram

Figure 2.3 combines the information in Figures 2.1 and 2.2. The arrows now
show the directions of motion of both ¢ and k. To the left of the ¢ = 0 locus
and above the k = 0 locus, for example, ¢ is positive and k negative. Thus ¢
1s rising and k falling, and so the arrows point up and to the left. The arrows
in the other sections of the diagram are based on similar reasoning. On the
¢ =0and k = 0 curves, only one of ¢ and k is changing. On the ¢ = 0 line
above the k = 0 locus, for example, ¢ is constant and k is falling; thus the

(f<< 0)

FIGURE 2.2 The dynamics of k
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c ‘ =0

L.

K k
FIGURE 2.3 The dynamics of ¢ and k

arrow points to the left. Finally, at Point E both ¢ and k are zero; thus there
is no movement from this point.?

Figure 2.3 is drawn with k* (the level of k that implies ¢ = 0) less than
the golden-rule level of k (the value of k associated with the peak of the
k = 0 locus). To see that this must be the case, recall that k* is defined by
f'(k*) = p + 6g, and that the golden-rule k is defined by f'(kgr) = n + g.
Since f'(k) is negative, k* is less than kgg if and only if p + 6g is greater
than n + g. This is equivalent to p— n —(1 - 8)g > 0, which we have assumed
to hold so that lifetime utility does not diverge (see [2.2]). Thus k* is to the
left of the peak of the k = 0 curve.

The Initial Value of ¢

Figure 2.3 shows how ¢ and k must evolve over time to satisfy households’
intertemporal optimization condition (equation {2.22]} and the equation re-
lating the change in k to output and consumption (equation [2.23]) given
initial values of ¢ and k. The initial value of k is given; but the initial value
of ¢ must be determined.

9There are two other points where ¢ and k are constant. The first is the origin: if the
economy starts with no capital and no consumption, it remains there. The second is the
point where the k = 0 curve crosses the horizontal axis. Here all of output is being used to
hold k constant, so ¢ = 0 and f(k) = (n + g}k. Since having consumption change from zero
to any positive amount violates households’ intertemporal optimization condition, (2.22), if
the economy is at this point it must remain there to satisfy (2.22) and (2.23). As we will see
shortly, however, the economy is never at this point.
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This issue is addressed in Figure 2.4. For concreteness, k(0) is assumed
to be less than k*. The figure shows the trajectory of ¢ and k for various
assumptions concerning the initial level of c. If ¢(0) is above the k = 0 curve,
at a point like A, ¢ is positive and k negative; thus the economy moves
continually up and to the left in the diagram. If ¢(0) is such that k is initially
zero (Point B), the economy begins by moving directly up in (k,c) space;
thereafter ¢ is positive and k negative, and so the economy again moves up
and to the left. If the economy begins slightly below the k = 0 locus (Point
Q), k is initially positive but small (since k is a continuous function of ¢),
and ¢ is again positive. Thus in this case the economy initially moves up and
slightly to the right; when it crosses the k = 0 locus, however, k becomes
negative and once again the economy is on a path of rising ¢ and falling k.

Point D shows a case of very low initial consumption. Here ¢ and k are
both initially positive. From (2.22), ¢ is proportional to c¢; when ¢ is small,
¢ is therefore small. Thus ¢ remains low, and so the economy eventually
crosses the ¢ = 0 line. At this point, ¢ becomes negative, and k remains
positive. Thus the economy moves down and to the right.

¢ and k are continuous functions of ¢ and k. Thus there must be some
critical point between Points C and D—Point F in the diagram—such that
at that level of initial ¢, the economy converges to the stable point, Point
E. For any level of consumption above this critical level, the k curve is
crossed before the ¢ = 0 line is reached, and so the economy ends up on a
path of perpetually rising consumption and falling capital. And if consump-
tion is less than the critical level, the ¢ = 0 locus is reached first, and so the

k
FIGURE 2.4 The behavior of ¢ and k for various initial values of ¢
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economy embarks on a path of falling consumption and rising capital. But
if consumption is just equal to the critical level, the economy converges to
the point where both ¢ and k are constant.

All of these various trajectories satisfy equations (2.22) and (2.23). But
we have not yet imposed the requirement that households satisfy their bud-
get constraint, nor have we imposed the requirement that the economy’s
capital stock cannot be negative. These conditions determine which of the
trajectories in fact describes the behavior of the economy.

If the economy starts at some point above F, k must eventually become
negative for (2.22) and (2.23) to continue to be satisfied. Since this is not
possible, we can rule out such paths.

To rule out paths starting below F, we use the budget constraint ex-
pressed in terms of the limiting behavior of capital holdings, equation (2.12).
If the economy starts at a point like D, k eventually exceeds the golden-rule
capital stock. After that time, the real interest rate, f'(k), is less than n +g, so
e RB)en+d)s g rising. Since k is also rising, e R)e"+9)s k(s) diverges. Thus
lims— . e R +@)s k(s) is infinity; from the derivation of (2.12), we know
that this is equivalent to the statement that the present value of households’
lifetime income is infinitely larger than the present value of their lifetime
consumption. Thus households can attain higher utility, and so such a path
cannot be an equilibrium.

Finally, if the economy begins at Point F, k converges to k*, and so r
converges to f'(k*) = p + 6g. Thus eventually e R)e(n+9)s ig falling at rate
p—n—(1-6)g=p>0,and so limg_. e RS e"+9)5k(s) is zero. Thus the
path beginning at F, and only that path, is possible.

The Saddle Path

Although all of this discussion has been in terms of a single value of k, the
idea is general. For any positive initial level of k, there is a unique initial
level of ¢ that is consistent with households’ intertemporal optimization,
the dynamics of the capital stock, households’ budget constraint, and the
requirement that k cannot be negative. The function giving this initial ¢ as
a function of k is known as the saddle path; it is shown in Figure 2.5. For
any starting value for k, the initial ¢ must be the value on the saddle path.
The economy then moves along the saddle path to Point E.

2.4 Welfare

A natural question is whether the equilibrium of this economy represents a
desirable outcome. The answer to this question is simple. The First Welfare
theorem, from microeconomics, tells us that, if markets are competitive
and complete and there are no externalities (and if the number of agents
is finite), the decentralized equilibrium is Pareto-efficient—that is, it is im-
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FIGURE 2.5 The saddle path

possible to make anyone better off without making someone else worse
off. Since the conditions of the First Welfare theorem hold in our model,
the equilibrium must be Pareto-efficient. And since all households have the
same utility, this means that the decentralized equilibrium produces the
highest possible utility among allocations that treat all households in
the same way.

To see this more clearly, consider the problem facing a social planner
who can dictate the division of output between consumption and invest-
ment at each date and who wants to maximize the lifetime utility of a rep-
resentative household. This problem is identical to that of an individual
household except that, rather than taking the paths of w and r as given,
the planner takes into account the fact that these are determined by the
path of k, which is in turn determined by (2.23).

The intuitive argument involving consumption at consecutive moments
used to derive (2.19) or (2.22) applies to the social planner as well: reducing
¢ by Ac at time t and investing the proceeds allows the planner to increase
c at time t + At by ef kate—(n+@At A¢ 10 Thyg ¢(t) along the path cho-
sen by the planner must satisfy (2.22). And since equation (2.23) giving the

10Note that this change does affect ¥ and w over the (brief) interval from t to t+At. r falls
by f” (k) times the change in k, while w rises by —f"'(k)k times the change in k. But the effect
of these changes on total income (per unit of effective labor), which is given by the change
in w plus k times the change in r, is zero. That is, since capital is paid its marginal product,
total payments to labor and to previously existing capital remain equal to the previous level
of output (again per unit of effective labor). This is just a specific instance of the general
result that the pecuniary externalities—externalities operating through prices—balance in
the aggregate under competition.
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evolution of k reflects technology, not preferences, the social planner must
obey it as well. Finally, as with the household’s optimization problem, paths
that require that the capital stock becomes negative can be ruled out on
the grounds that this is not feasible, and paths that cause consumption to
approach zero can be ruled out on the grounds that they do not maximize
households’ utility.

In short, the solution to the social planner’s problem is for the initial
value of ¢ to be given by the value on the saddle path, and for ¢ and k
to then move along the saddle path. That is, the competitive equilibrium
maximizes the welfare of the representative household.!!

2.5 The Balanced Growth Path
Properties of the Balanced Growth Path

The behavior of the economy once it has converged to Point E is identical
to that of the Solow economy on the balanced growth path. Capital, output,
and consumption per unit of effective labor are constant. Since y and ¢ are
constant, the saving rate, (y — ¢)/y, is also constant. The total capital stock,
total output, and total consumption grow at rate n + g. And capital per
worker, output per worker, and consumption per worker grow at rate g.

Thus the central implications of the Solow model concerning the driving
forces of economic growth do not hinge on its assumption of a constant
saving rate. Even when saving is endogenous, growth in the effectiveness
of labor remains the only possible source of persistent growth in output
per worker. And since the production function is the same as in the Solow
model, one can repeat the calculations of Chapter 1 demonstrating that
significant differences in cutput per worker can arise from differences in
capital per worker only if the differences in capital per worker, and in rates
of return to capital, are enormous.

The Balanced Growth Path and the Golden-Rule Level
of Capital

The only notable difference between the balanced growth paths of the Solow
and Ramsey-Cass-Koopmans models is that a balanced growth path with a
capital stock above the golden-rule level is not possible in the Ramsey-Cass-
Koopmans model. In the Solow model, a sufficiently high saving rate causes
the economy to reach a balanced growth path with the property that there

1A formal solution to the planner’s problem involves the use of the calculus of varia-
tions. For a formal statement and solution of the problem, see Blanchard and Fischer (1989,
pp. 38-43). For an introduction to the calculus of variations, see Section 8.2, Kamien and
Schwartz (1991), or Dixit (1990, Chapter 10).
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are feasible alternatives that involve higher consumption at every moment.
In the Ramsey-Cass-Koopmans model, in contrast, saving is derived from
the behavior of households whose utility depends on their consumption,
and there are no externalities. As a result, it cannot be an equilibrium for
the economy to follow a path where higher consumption can be attained in
every period; if the economy were on such a path, households would reduce
their saving and take advantage of this opportunity.

This can be seen in the phase diagram. Consider again Figure 2.5. If the
initial capital stock exceeds the golden-rule level (that is, if k(0) is greater
than the k associated with the peak of the ¢ = 0 locus), initial consumption
is above the level needed to keep k constant; thus k is negative. k gradually
approaches k*, which is below the golden-rule level.

Finally, the fact that k* is less than the golden-rule capital stock implies
that the economy does not converge to the balanced growth path that yields
the maximum sustainable level of ¢. The intuition for this result is clearest
in the case of g equal to zero, so that there is no long-run growth of con-
sumption and output per worker. In this case, k* is defined by f'(k*) =p
(see [2.22]) and kgr is defined by f'(kgr) = n, and our assumption that
p—n —(1—-0)g >0 simplifies to p > n. Since k* is less than kgg, an in-
crease in saving starting at k = k* would cause consumption per worker
to eventually rise above its previous level and remain there (see Figure 1.5).
But, because households value present consumption more than future con-
sumption, the benefit of the eventual permanent increase in consumption
is bounded. At some point—specifically, when k exceeds k* —the tradeoff
between the temporary short-term sacrifice and the permanent long-term
gain is sufficiently unfavorable that accepting it reduces rather than raises
lifetime utility. Thus k converges to a value below the golden-rule level.
Because k* is the optimal level of k for the economy to converge to, it is
known as the modified golden-rule capital stock.

2.6 The Effects of a Fall in the
Discount Rate

Consider a Ramsey-Cass-Koopmans economy that is on its balanced growth
path, and suppose that there is a fall in p, the discount rate. Since p is the
parameter governing households’ preferences between current and future
consumption, this change is the closest analogue in this model to a rise in
the saving rate in the Solow model.

Qualitative Effects

Since the evolution of k is determined by technology rather than prefer-
ences, p enters the equation for ¢ but not the one for k. Thus only the ¢ = 0
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FIGURE 2.6 The effects of a fall in the discount rate

locus is affected. Recall equation (2.22): &(t)/ c(t) = [f'(k(t))-p—6g]1/6. Thus
a fall in p means that, for a given k, ¢/c is lower than before. Since (k) is
negative, the k needed for ¢ to equal zero therefore rises. Thus the ¢ =0
line shifts to the right. This is shown in Figure 2.6.

At the time of the change in p, the value of k—the stock of capital per
unit of effective labor—is given by the history of the economy, and it cannot
change discontinuously. In particular, k at the time of the change equals
the k* on the old balanced growth path. In contrast, c—the rate at which
households are consuming—can jump at the time of the shock.

Given our analysis of the dynamics of the economy, it is clear what oc-
curs: at the instant of the change, ¢ jumps down so that the economy is
on the new saddle path (Point A in Figure 2.6).!? Thereafter, ¢ and k rise
gradually to their new balanced-growth-path values; these are higher than
their values on the original balanced growth path.

Thus the effects of a fall in the discount rate are similar to the effects of
a rise in the saving rate in the Solow model with a capital stock below the
golden-rule level. In both cases, k rises gradually to a new higher level, and
in both c¢ initially falls but then rises to a level above the one it started at.
Thus, just as with a permanent rise in the saving rate in the Solow model,
the permanent fall in the discount rate produces temporary increases in
the growth rates of capital per worker and output per worker. The only

12We are assuming that the change is unexpected. Thus the discontinuous change in ¢
does not imply that households are not optimizing. Their original behavior is optimal given
their beliefs (which includes the belief that p will not change); the fall in ¢ is the optimal
response to the new information that p is lower. (See Section 2.7 and Problems 2.9 and 2.10
for examples of how to analyze anticipated changes.)
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difference between the two experiments is that, in the case of the fall in p,
in general the fraction of output that is saved is not constant during the
adjustment process.

The Rate of Adjustment and the Slope of the Saddle
Path

Equations (2.22) and (2.23) describe &(t) and k(t) as functions of k(t) and
¢(t). A fruitful way to analyze their quantitative implications for the dy-
namics of the economy is to replace these nonlinear equations with linear
approximations around the balanced growth path. Thus we begin by tak-
mg first-order Taylor approximations to (2.22) and (2.23) around k = k*,
¢ = c*. That is, we write

L 0E e
c_&k[k k]+aC[c c*], (2.24)

i o R e Ko
k= 2k -k e - e (2.25)

where ¢ /0k, 9¢/dc, ok /ok, and 9k /gc are all evaluated at k = k*, ¢ = c*.
Our strategy will be to treat (2.24) and (2.25) as exact and analyze the dy-
namics of the resulting system.'3

Since c¢* is a constant, ¢ equals ¢ ~ ¢* (that is, dc(t)/dt equals
d[c(t) — c*}/dr). Similarly, k equals k = k*. We can therefore rewrite (2.24)
and (2.25) as

c—-cC _(?k[k k ]+&C[c c*l, (2.26)
- *Nﬁ — k¥ & _ r*
k- k* ~ &K[k k*1+ é’C[C c*l. (2.27)

1Again, the derivatives are all evaluated at k = k*, ¢ = ¢*.) Using (2.22) and
(2.23) to compute these derivatives yields

. f”(k*)C*
- 6

c=c [k — k*], (2.28)
k= k* ={f'(k*)—(n + gk ~ k*] - [c — c*]
=[p+6g)—(n+gllk —k*]-1lc-c*l (2.29)

= Blk — k*]—[c - c*],

BFor a more formal introduction to the analysis of systems of differential equations
wsuch as [2.24]-[2.25]), see Simon and Blume (1994, Chapter 25).
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where the second line of (2.29) uses the fact that (2.22) implies that f'(k*) =
p+ 6g and the third line uses the definition of g as p — n — (1 — 9)g. Dividing
both sides of (2.28) by ¢ ~ ¢* and both sides of (2.29) by k — k* yields
expressions for the growth rates of ¢ — ¢* and k — k*:

c-~c* T k*)e* k- kX

~ , 2.30
c—cC* 0 c—c* ( )

k- «k* c-c*

Equations (2.30) and (2.31) imply that the growth rates of ¢ — ¢* and
k — k* depend only on the ratio of ¢ — ¢* to k — k*. Given this, consider what
happens if the values of ¢ and k are such that ¢ — ¢* and k — k* are falling
at the same rate (that is, if they imply (¢ = ¢*)/(c — ¢*) = (k = k*)/(k — k*)).
This implies that the ratio of ¢ — ¢* to k — k* is not changing, and thus that
their growth rates are also not changing. Thus ¢ — ¢* and k — k* continue
to fall at equal rates. In terms of the diagram, from a point where ¢ — c*
and k — k* are falling at equal rates, the economy moves along a straight
line to (k*, c*), with the distance from (k*, ¢*) falling at a constant rate.
Let u denote (¢ = ¢*)/(c — ¢*). Equation (2.30) implies
c—c*  fr(k*)c*1
Kk A o (2.32)
From (2.31), the condition that (k = k*)/(k — k*) equal (¢ = ¢*)/(c — ¢*) is
thus

124 * *
w=p8- uk_)i_l' (233)
0 M
or
" * *
w2~ Bu + L(—ké)i - 0. ) (2.34)
This is a quadratic equation in w. The solutions are
2 _ 1L kY Ak 1/2
_ BB 41" (k*)c* /6] 2.35)

2

Let pq and w2 denote these two values of u.

If u is positive, then c(t) — ¢* and k(t) — k* are growing; that is, instead
of moving along a straight line toward (k*, c*), the economy is moving on
a straight line away from (k*, ¢*). Thus if the economy is to converge to
(k*, c*), » must be negative. Inspection of (2.35) shows that only one of the
w's, namely {B — [B2 — 4f”"(k*)c*/6]'/2}/2, is negative. Let u; denote this
value of u. Equation (2.32) (with x = u) then tells us how ¢ — ¢* must be
related to k — k* for both to be falling at rate u;.
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FIGURE 2.7 The linearized phase diagram

Figure 2.7 shows the line along which the economy converges smoothly
to (k*,c*) (the saddle path AA in the figure). It also shows the line along
which the economy moves directly away from (k*,c*) (the line BB). If the
initial values of c(0) and k(0) lay along this line, (2.30) and (2.31) would
imply that ¢ — ¢* and k — k* would grow steadily at rate up.'* Since f/(+) is
negative, (2.32) implies that the relation between ¢ — ¢* and k — k* has the
opposite sign from . Thus the saddle path AA is positively sloped, and the
BB line is negatively sloped.

Thus if we linearize the equations for ¢ and k, we can characterize the dy-
namics of the economy in terms of the model’s parameters. At time 0, ¢ must
jump to c* +[f"(k*)c* /(Bu)l(k — k*). Thereafter, ¢ and k converge to their
balanced-growth-path values at rate u,; that is, k{(t) = k* + e#{[k(0) — k*]
and c(t) = c* + e {[c(0) — c*].1°

Of course, it is not possible for the initial value of (k,c) to lie along the BB line. As we
saw in Section 2.3, if it did, either k would eventually become negative or households would
accumulate infinite wealth.

15This analysis can be used to characterize the path of k and ¢ that would be implied
by (2.28) and (2.29) if the initial value of (k, ¢) were on neither the AA nor BB lines. (Again,
this could not in fact occur in equilibrium; see n. 14.) Consider a point (k — k*, ¢ — ¢*) that
can be written as a sum of a point on AA and a point on BB. That is, suppose we can find a
k., and a k, such that

(Hm—kﬁdmACU:(h—kﬁﬁﬂiﬁxh-kﬂ)+(&—kﬂ£ﬂ££ahékﬂ>
(/151 Oz

= (kg ‘k*,Ca —C*)+(kb—k*,cb—C*).

(continued)
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The Speed of Adjustment

To understand the implications of (2.35) for the speed of convergence to
the balanced growth path, consider our usual example of Cobb-Douglas
production, f(k) = k®. This implies f”'(k*) = a(a—~1)k**~% = [(a—1)/a]r*?/
f(k*), where r* = ak*2~1 is the real interest rate on the balanced growth
path. Thus in this case we can write the expression for u; as

_1 _Zfl____a*Z_*l/z
“1_2{[3 [B T 1 S)] , (2.36)

where s* = 1 — [c*/f(k*)] is the saving rate on the balanced growth path.

On the balanced growth path, saving is (n + g)k*; thus s* =
(n+g)k*/k** = a(n+g)/r*. Finally, (2.19) implies r* = p+ 6g. Substituting
these facts into (2.36) yields

1

— 1/2
w=5 {B - [ﬁz + %—1 a(p + 6g)p + 6g — a(n + g))] } (2.37)
o

Equation (2.37) expresses the rate of adjustment in terms of the underlying
parameters of the model.

To get a feel for the magnitudes involved, suppose « = 1/3, p = 4%,
n =2% g = 1%, and ¢ = 1. Using the facts above, these parameter values
imply r* = 5%and s* = 20%; in addition, the definitionof 8 asp-n —(1-6)g
implies 8 = 2%. Equation (2.36) or (2.37) then implies u; ~ —5.4%. Thus ad-
justment is quite rapid in this case; for comparison, the Solow model with the
same values of «, n, and g (and as here, no depreciation) implies an adjust-
ment speed of 2% per year (see equation [1.26]). The reason for the difference
is thatin this example, the saving rateis greater than s * when k is less than k*

The first point on the right-hand side 1s on AA and the second 1s on BB (see [2.32]). Because
(k(0) — k*,c(0) - c*) is the sum of (k, — k*,c, — ¢*) and (k, — k*, ¢, — c*), and because (2.28)
and (2.29) are linear, the economy’s dynamics starting at (k(0) — k*, c(0) - ¢*) are the sum
of what they would be starting at (k; —~ k*, ¢, — ¢*) and what they would be starting at
(ky — k*,cp — ¢*). Thus,

k() — k* = em1(ky — k*) + e#!(ky — k*),

and similarly for c(t) — c*. Because u; 1s negative and y, positive, the first term goes to
zero and the second term diverges. Thus asymptotically k(t) — k* and c(t) — ¢* grow at
rate pp, and the economy approaches the BB line. The only way to avoid this outcome 1s for
k» — k* to be zero (which implies that ¢, — ¢* 1s also zero)—that 1s, for the economy to begin
on the saddle path AA.

Finally, note that we can write any pomnt in (k — k*, ¢ — ¢*) space as a sum of a point on
AA and a point on BB: the first equation above can be written as two linearly independent
equations, one for k(0) — k* and one for ¢(0} — c*, m two unknowns, k, — k* and k;, — k*.
Thus this approach can be used to characterize the dynamics implied by (2.28) and (2.29)
for any assumed inital values of k and c.



2.7 The Effects of Government Purchases 59

and less than s* when k is greater than k*; in the Solow model, in contrast,
s is constant by assumption.

2.7 The Effects of Government
Purchases

Thus far, we have left government out of our model. Yet modern economies
devote their resources not just to investiment and private consumption but
also to public uses. In the United States, for example, about 20 percent of
total output is purchased by the government; in many other countries the
figure is considerably higher. It is thus natural to extend our model to in-
clude a government sector.

Adding Government to the Model

Assume that the government buys output at rate G(t) per unit of effec-
tive labor per unit time. Government purchases are assumed not to affect
utility from private consumption; this can occur either if the government
devotes the goods to some activity that does not affect utility at all, or if
utility equals the sum of utility from private consumption and utility from
government-provided goods. Similarly, the purchases are assumed not to
affect future output; that is, they are devoted to public consumption rather
than public investment. The purchases are financed by lump-sum taxes of
amount G(t) per unit of effective labor per unit time; thus the government
always runs a balanced budget. The next section discusses deficit finance.

Investment is now the difference between output and the sum of private
consumption and government purchases. Thus the equation of motion for
k, (2.23), becomes

k(t) = fk(t)) — c(t) — G(t) — (n + g)k(t). (2.38)

A higher value of G shifts the k = 0 locus down: the more goods that are
purchased by the government, the fewer that can be purchased privately if
k is to be held constant.

By assumption, households’ preferences ([2.1]-[2.2] or {2.14]) are un-
changed. Since the Euler equation ([2.19] or [2.22]) is derived from house-
holds’ preferences without imposing their lifetime budget constraint, this
condition continues to hold as before. The taxes that finance the govern-
ment’s purchases affect households’ budget constraint, however. Specifi-
cally, (2.7) becomes

J Oe‘R(”c(t)e(”*g)’ dt < k(0)+j e ROw(t) - G()]le" Pt dt.  (2.39)
t=
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Reasoning parallel to that used before shows that this implies the same
expression as before for the limiting behavior of k (equation [2.12]).

The Effects of Permanent and Temporary Changes in
Government Purchases

To see the implications of ‘he model, suppose that the economy is on a
balanced growth path with G(t) constant at some level G;, and that there
is an unexpected, permanent increase in G to Gy. From (2.38), the k=0
locus shifts down by the amount of the increase in G. Since government
purchases do not affect the Euler equation, the ¢ = 0 locus is unaffected.
This is shown in Figure 2.8.

We know that in response to such a change, ¢ must jump so that the
economy is on its new saddle path. If not, then as before, either capital
would become negative at some point or households would accumulate in-
finite wealth. In this case, the adjustment takes a simple form: ¢ falls by the
amount of the increase in G, and the economy is immediately on its new
balanced growth path. Intuitively, the permanent increases in government
purchases and taxes reduce households’ lifetime wealth. Thus consump-
tion falls immediately, and the capital stock and the real interest rate are
unaffected.

A more interesting case is provided by an unanticipated increase in G
that is expected to be temporary; for simplicity, assume that the terminal
date is known with certainty. In this case, ¢ does not fall by the full amount
of the increase in G, Gy — G;. To see this, note that if it did, consumption
would jump up discontinuously at the time that government purchases re-

c c=0

FIGURE 2.8 The effects of a permanent increase in government purchases
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turned to Gy; thus marginal utility would fall discontinuously. But since the
return of G to G is anticipated, the discontinuity in marginal utility would
also be anticipated, which cannot be optimal for households.

During the period of time that government purchases are high, k is de-
termined by the capital-accumulation equation, (2.38), with G = Gy; after
G returns to Gy, it is governed by (2.38) with G = G;. The Euler equation,
(2.22), determines the dynamics of ¢ throughout, and ¢ cannot change dis-
continuously at the time that G returns to G;. These facts determine what
happens at the time of the increase in G: ¢ must jump to the value such
that the dynamics implied by (2.38) with G = Gy (and by [2.22]) bring the
economy to the old saddle path at the time that G returns to its initial level.
Thereafter, the economy moves along that saddle path to the old balanced
growth path.'6

This is depicted in Figure 2.9. Panel (a) shows a case where the increase
in G is relatively long-lasting. In this case c falls by most of the amount of
the increase in G . As the time of the return of G to G approaches, however,
households increase their consumption and decrease their capital holdings
in anticipation of the fall in G.

Since r = f'(k), we can deduce the behavior of r from the behavior of
k. Thus r rises gradually during the period that government spending is
high and then slowly returns to its initial level. This is shown in Panel (b);
fo denotes the time of the increase in G, and t; the time of its return to its
initial value.

Finally, Panel (c) shows the case of a short-lived rise in G. Here house-
holds change their consumption relatively little, choosing instead to pay for
most of the temporarily higher taxes out of their savings. Because govern-
ment purchases are high for only a short period, the effects on the capital
stock and the real interest rate are small.

Empirical Application: Wars and Real Interest Rates

This analysis suggests that temporarily high government purchases cause
real interest rates to rise, whereas permanently high purchases do not. Intu-
itively, when the government’s purchases are high only temporarily, house-
holds expect their consumption to be greater in the future than it is in the
present. To make them willing to accept this, the real interest rate must
be high. When the government’s purchases are permanently high, on the
other hand, households’ current consumption is low, and they expect it to
remain low. Thus in this case, no movement in real interest rates is needed
for households to accept their current low consumption.

16As in the example in the previous section, because the initial change in G 1s unex-
pected, the discontinuities in consumption and marginal utility at that point do not mean
that households are not behaving optimally. See n. 12.
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FIGURE 2.9 The effects of a temporary increase in government purchases

A natural example of a period of temporarily high government purchases
is a war. Thus our analysis predicts that real interest rates are high during
wars. Barro (1987) tests this prediction by examining military spending and
interest rates in the United Kingdom from 1729 to 1918. The most signif-
icant complication he faces is that, instead of having data on short-term
real interest rates, he has data only on long-term nominal interest rates.
Long-term interest rates should be, loosely speaking, a weighted average of
expected short-term interest rates.!” Thus, since our analysis implies that
temporary increases in government purchases raise the short-term rate over
an extended period, it also implies that they raise the long-term rate. Simi-

17Gee Section 9.3.
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FIGURE 2.10 Temporary military spending and the long-term interest rate in
the United Kingdom (from Barro, 1987; used with permission)
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.arly, since the analysis implies that permanent increases never change the
short-term rate, it predicts that they do not affect the long-term rate. In
addition, the real interest rate equals the nominal rate minus expected in-
Jation; thus the nominal rate should be corrected for changes in expected
:nflation. Barro does not find any evidence, however, of systematic changes
-n expected inflation in his sample period; thus the data are at least consis-
zent with the view that movements in nominal rates represent changes in
real rates.

Figure 2.10 plots British military spending as a share of GNP (relative
-0 the mean of this series for the full sample) and the long-term interest
rate. The spikes in the military spending series correspond to wars; for ex-
ample, the spike around 1760 reflects the Seven Years’ War, and the spike
around 1780 corresponds to the American Revolution. The figure suggests
that the interest rate is indeed higher during periods of temporarily high
government purchases.

To test this formally, Barro estimates a process for the military pur-
chases series and uses it to construct estimates of the temporary component
of military spending. Not surprisingly in light of the figure, the estimated
temporary component differs little from the raw series.'® Barro then re-
gresses the long-term interest rate on this estimate of temporary military

18Gince there is little permanent variation in military spending, the data cannot be used
to investigate the effects of permanent changes in government purchases on interest rates.
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spending. Because the residuals are serially corrected, he includes a first-
order serial correlation correction. The results are

Ri = 3.54 + 2.6 Gy, A= 091
(0.27)  (0.7) (0.03)

R? =0.89, s.e.e. = 0.248, DW.=2.1. (2.40)

R; is the long-term nominal interest rate, G, is the estimated value of tem-
porary military spending as a fraction of GNP, A is the first-order autoregres-
sive parameter of the residual, and the numbers in parentheses are standard
errors. Thus there is a statistically significant link between temporary mili-
tary spending and interest rates. The results are even stronger when World
War I is excluded: stopping the sample period in 1914 raises the coefficient
on G; to 6.1 (and the standard error to 1.3). Barro argues that the compar-
atively small rise in the interest rate given the tremendous rise in military
spending in World War [ may have occurred because the government im-
posed price controls and used a variety of nonmarket means of allocating
resources. If this is right, the results for the shorter sample may provide a
better estimate of the impact of government purchases on interest rates in
a market economy.

Thus the evidence from the United Kingdom supports the predictions of
the theory. The success of the theory is not universal, however. In particular,
for the United States real interest rates appear to have been, if anything,
generally lower during wars than in other periods (Barro, 1993, pp. 321-
322). The reasons for this anomalous behavior are not well understood.
Thus the theory does not provide a full account of how real interest rates
respond to changes in government purchases.

2.8 Bond and Tax Finance

So far we have assumed that government spending is financed entirely with
current taxes. But in fact governments rely not only on taxes but also on
bonds as a means of finance. This section therefore examines the choice
between tax and bond finance.

The Government’s Budget Constraint

The government’s budget constraint is that the present value of its pur-
chases must be less than or equal to its initial wealth plus the present value
of its tax revenues. Let G(t) and T(t) denote government purchases and
taxes per unit of effective labor at time t; thus total purchases at ¢ are
G(1)e"T9t A(0)L(0), and total taxes are T(t)e*9 A(0)L(0). In addition, let
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b(t) denote the outstanding stock of government debt per unit of effective
labor at t.

We assume that the government satisfies its budget constraint with
equality. If it did not, its wealth would be growing forever relative to the
economy, which does not seem realistic.'” With this assumption, the gov-
ernment’s budget constraint is

JN e ROIG(1)e!" 9 AO)L(0)]dr
o (2.41)
e—R(t)[T(t)e("+g)tA(0)L(0)]dt-

— —BO)AO)L(O) + jw

Note that because b(0) represents debt rather than wealth, it enters nega-
tively into the budget constraint. Dividing both sides of (2.41) by A(0)L(0)
vields

j eR“{G(t)em*g”dt:—b(0)+J e ROT@)e 9 dr.  (2.42)
t=0 . t=0

Just as the household’s budget constraint, when it is satisfied with equal-
ity, implies lim; .o, e R&el"*9) k(s) = 0 (see equation [2.12]), one can show
that (2.42) implies

lim e R em+95 p(g) = 0. (2.43)

§—0

This condition states that the value of the government’s outstanding debt,
in units of time-zero output, must approach zero. We know that on the
balanced growth path, r is equal to p + 6g, which is greater than n + g;
thus eventually e %) e(n+9)s is falling. Equation (2.43) therefore permits the
government to follow policies that cause debt per unit of effective labor,
b(s), to converge to some positive level. But it rules out policies that cause
b(s) to grow forever at too rapid a rate.

'
1

Implications for the Economy

When there are taxes, the household’s budget constraint is that the present
value of consumption must be less than or equal to initial wealth plus the
present value of lifetime after-tax labor income; the initial wealth now in-
cludes both capital and bond holdings. Stated in terms of quantities per unit
of effective labor (analogously to equation [2.7] for the case without taxes),

19Moreover, if the government attempts such a policy, an equilibrium may not exist if
1ts debt is denominated in real terms. See, for example, Aiyagari and Gertler (1985) and
Woodford (1994).
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this condition is

Jw e ROc(t)em+91t gt
=0 (2.44)

e ROlw(t) - T(t)]e™+9" dt.

skm)+b®)+ji

The integral on the right-hand side of (2.44) equals the present value of la-
bor income minus the present value of taxes. The government budget con-
straint, (2.42), implies that the present value of taxes equals initial debt, b(0),
plus the present value of government spending, [, e ROG(t)e"+9 dt.
Thus we can rewrite (2.44) as

Jw e ROc(r)em+at gt
=0 (2.45)

o

gmm+j

0ROy 1)+t g _J' e~RIOG (e +a)t gr
t=0

t=0

Equation (2.45) shows that we can express households’ budget con-
straint in terms of the present value of government purchases without
reference to the division of the financing of those purchases at any point in
time between taxes and bonds. In addition, neither government purchases
nor taxes enter households’ preferences (see equation [2.14]), and it is
only purchases that affect the dynamics of the capital stock (see equation
[2.38]).

Thus we have a key result: only the path of government purchases, and
not the path of the taxes that finance those purchases, affects the economy.
For example, the impact of the temporary increase in government purchases
considered in the previous section is the same if those purchases are fi-
nanced by bond issues paid off by taxes levied at some point in the future
rather than by current taxes.

2.9 The Ricardian Equivalence Debate
Overview

The result of the irrelevance of the government’s financing decisions is
the famous Ricardian equivalence between debt and taxes.?’ The logic of
the result is simple. To see it clearly, think of the government giving some
amount B of bonds to each household at some date t; and planning to re-

2The name comes from the fact that this 1dea appears to have first been proposed
(though ultimately rejected) by David Ricardo; see Buchanan (1976).
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tire this debt at a later date t; this requires that each household be taxed
amount eX()-R)B at ¢, Such a policy has two effects on the representative
household. First, the household has acquired an asset—the bond—that has
present value as of t; of B. Second, it has acquired a liability—the future tax
obligation—that also has present value as of ¢; of B. Thus the bond does
not represent “net wealth” to the household, and it therefore does not af-
fect the household’'s consumption behavior. In effect, the household simply
saves the bond and the interest that the bond is accumulating until ¢,, at
which point it uses the bond and the interest to pay the taxes the govern-
ment is levying to retire the bond. This conclusion follows solely from the
household’s and the government’s budget constraints, and not from any
other features of the model.

Traditional economic models, and many informal discussions, assume
that a shift from tax to bond finance increases consumption. Traditional
analyses of consumption, for example, often model consumption as de-
pending only on current disposable income, Y — T. The Ricardian and tradi-
tional views of consumption have very different implications for important
policy issues. For example, the United States has run large budget deficits
since the early 1980s. The traditional view implies that these deficits are in-
creasing consumption, and thus reducing capital accumulation and growth.
But the Ricardian view implies that they are having no effect on consump-
tion or capital accumulation. To give another example, governments often
cut taxes during recessions to increase consumption spending. But if Ri-
cardian equivalence holds, these efforts are futile. Thus it is important to
determine which view is closer to the truth.

There are of course many reasons that Ricardian equivalence may not
hold exactly. The relevant question, however, is not whether it is exactly
correct, but whether there are large departures from it.

The Entry of New Households into the Economy

One obvious reason that Ricardian equivalence is likely not to be exactly
correct is that there is turnover in the population. When new individuals
are entering the economy, some of the future tax burden associated with
a bond issue is borne by individuals who are not alive when the bond is
issued. Because of this, the bond represents net wealth to the individuals
who are living at the time of the bond issue, and it thus affects their behav-
ior. This possibility is illustrated by the Diamond overlapping-generations
model developed in the second half of this chapter.

There are two difficulties with this objection to Ricardian equivalence.
First, a series of individuals with finite lifetimes may behave as if they are a
single household. In particular, if individuals care about the welfare of their
descendants and if that concern is sufficiently strong that they make posi-
tive bequests, the government’s financing decisions may again be irrelevant.
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Again this result follows from the logic of budget constraints. Consider the
example of a bond issue today repaid by a tax levied several generations
in the future. It is possible for the consumption of all of the generations
involved to remain unchanged. All that is needed is for each generation,
beginning with the one alive at the time of the bond issue, to increase its
bequest by the size of the bond issue plus the accumulated interest; the
generation living at the time of the tax increase can then use those funds to
pay the tax levied to retire the bond.

Thus individuals can keep their consumption paths unchanged n re-
sponse to the bond issue. But this leaves the question of whether they do.
The bond issue does provide each generation involved (other than the last)
with some possibilities it did not have before. Because government spend-
ing is assumed unchanged, the bond 1ssue is associated with a cut 1n current
taxes. The bond issue therefore increases the lifetime resources available to
the individuals then alive. But the fact that the individuals are already plan-
ning to leave positive bequests means that they are at an interior optimum
in choosing between thewr own consumption and that of their descendants;
thus they do not change their behavior. Only if the requirement that be-
quests cannot be negative is a binding constraint—that is, only if bequests
are zero—does the bond issue affect consumption. Since we have assumed
that this is not the case, the individuals do not change their consumption;
instead they pass the bond and the accumulated interest on to the next
generation. Those individuals, for the same reason, do the same, and the
process continues until the generation that has to retire the debt uses its
additional inheritance to do so.

The result that intergenerational links might cause a series of individu-
als with finite lifetimes to behave as if they are a household with an infinite
horizon is due to Barro (1974). It was this insight that started the debate on
Ricardian equivalence, and 1t has led to a large literature on the reasons for
bequests and transfers among generations, their extent, and their implica-
tions for Ricardian equivalence and many other issues.?!

The second difficulty with the argument that finite lifetimes cause Ricar-
dian equivalence to fail is more prosaic: as a practical matter, lifetimes are
long enough that if the only reason that governments’' financing decisions
matter 1s because lifetimes are finite, Ricardian equivalence remains a good
approximation (Poterba and Summers, 1987). There are two reasons for
this. First, for realistic cases, large parts of the present value of the taxes
associated with bond issues are levied during the lifetimes of the individuals
alive at the time of the issue. For example, Poterba and Summers calculate
that most of the burden of retiring the United States’s World War II debt
was borne by people who were already of working age at the time of the war;

21For a few examples, see Bernheim, Shleifer, and Summers (1985); Bernhetm and Bagwell
(1988); Bernheim (1991); and Altonji, Hayashi, and Kothkoff (1992). See Bernheim (1987a)
for a survey.
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and they find that similar results hold for other wartime debt issues. Sec-
ond, the fact that lifetimes are long means that an increase in wealth has
only a modest impact on current consumption. For example, if individuals
spread out the spending of an unexpected wealth increase equally over the
remainder of their lives, an individual with 30 years left to live increases
consumption spending in response to a one-dollar increase in wealth only
by about three cents.??

Thus it appears that if Ricardian equivalence fails in a quantitatively
important way, it must be for some reason other than an absence of in-
tergenerational links. Three possibilities have received the most attention:
liquidity constraints, non-lump-sum taxes, and rule-of-thumb consumption
behavior.

Liquidity Constraints

The first possibility is that households may face limits on their ability to
borrow—that is, they may face liquidity constraints. When the government
issues a bond to a household to be repaid by higher taxes on that household
at some later date, it is in effect borrowing on the household’s behalf. If, as
we have been assuming, the household already had the option of borrow-
ing at the same interest rate as the government, the policy has no effect on
its opportunities and thus no effect on its behavior. But if it cannot bor-
row and lend freely at the government’s interest rate, the bond issue may
matter. In particular, suppose the household faces a higher interest rate for
borrowing than the government does. If the household would borrow at the
government interest rate and increase its current consumption if that were
possible, it will respond to the government’s borrowing on its behalf by in-
creasing its consumption (see, for example, Tobin, 1980, and Hubbard and
Judd, 1986).

Again, there are two difficulties with this potential source of failure of
Ricardian equivalence. First, empirically, although surely households do not
face the same terms for borrowing as the government does, the evidence
1s not clear concerning how much these constraints matter for aggregate
consumption.?3

Second, liquidity constraints are not exogenously given. Instead—as a
huge literature on credit markets emphasizes—they reflect calculations by
potential lenders of borrowers' likelihood of repaying their loans. When
the government issues bonds today to be repaid by future taxes, house-
holds’ future liabilities are increased. If lenders do not change the amounts
and terms on which they are willing to lend, the chances that their loans will

22This of course is not exactly what an optimizing individual would do; see, for example,
Problem 2.4.

23Some examples of studies of liquidity constraints are Hall and Mishkin (1982); Zeldes
(1989); Runkle (1991); Flavin (1992); and Shea (1995).
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be repaid therefore fall. Rational lenders therefore respond to the bond is-
sue by reducing the amounts they lend. This mitigates the impact of the
bond issue on current consumption. In fact, there are natural cases in which
the amount that households can borrow falls one-for-one with government
bond issues, so that Ricardian equivalence holds even in the presence of lig-
uidity constraints (Hayashi, 1985; Yotsuzuka, 1987). Thus, determining the
implications of liquidity constraints for Ricardian equivalence requires not
only investigating the extent of those constraints, but also understanding
their sources and how they are affected by bond issues.

’

Non-Lump-Sum Taxes

The second potentially important reason for failure of Ricardian equiva-
lence is that taxes are not lump-sum; instead, they are a function of income.
Consider our standard example of a bond issue today to be paid off by a tax
increase in the future. Even when taxes are a function of income, this pol-
icy has no effect on the expected present value of the household’s lifetime
after-tax income. But, since the tax liability is large if future income is high
and low if future income is low, the policy reduces the household’s uncer-
tainty about its lifetime resources. Under plausible conditions, the house-
hold responds to this change by increasing its current consumption, and
the response may be quantitatively important (Barsky, Mankiw, and Zeldes,
1986; see also Problem 2.12 and Section 7.6).

In addition, the fact that taxes are not lump-sum may interact with lig-
uidity constraints. When a borrower fails to repay a loan, it is usually be-
cause his or her income has turned out to be low. But, if taxes are a function
of income, this is precisely the case when the borrower’s share of the tax
liability associated with a bond issue is small. Thus a bond issue is likely
to have a much smaller effect on the borrower’s probability of repaying a
loan when taxes are a function of income than when they are lump-sum. As
a result, bond issues may have relatively little impact on the amounts that
households can borrow. Thus non-lump-sum taxes and liquidity constraints
together may cause large departures from Ricardian equivalence (Bernheim,
1987b).24

24The fact that taxes are not lump-sum may also affect Ricardian equivalence through
its impact on government policy. A bond issue accompanied by a tax cut increases the rev-
enue that the government must raise in the future, and therefore implies that future tax
rates must be higher. Since non-lump-sum taxes involve distortions and since those distor-
tions are greater at higher tax rates, this means that the marginal cost of obtaining revenue
has increased. As a result, the optimal response by the government to a bond-financed tax
cut generally involves a mix of higher taxes and lower government spending. The lower gov-
ernment spending increases households’ lifetime resources, and therefore increases current
consumption. (Bohn, 1992.)
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Rule-of-Thumb Consumption Behavior

The third major reason that Ricardian equivalence may fail significantly is
that individuals may not optimize fully over long horizons. The assump-
tion of full rationality is a powerful modeling device, and it provides a good
first approximation to how individuals respond to many changes. At the
same time, it does not provide a perfect description of how people behave.
There are well-documented cases in which individuals appear to depart con-
sistently and systematically from the predictions of standard models of
utility maximization, and in which those departures are quantitatively im-
portant (see, for example, Tversky and Kahneman, 1974, and Loewenstein
and Thaler, 1989). This may be the case with choices beiween consump-
non and saving. The calculations involved are complex, the time periods
are long, and there is a great deal of uncertainty that is difficult to quantify.
So instead of attempting to be completely optimizing, individuals may fol-
low “rules of thumb” in choosing their consumption that put a great deal
of weight on current after-tax income. Both the macroeconomic and the
microeconomic evidence offer some support for the view that individuals
do in fact follow such rules of thumb.?> If people do follow such rules,
they increase their current consumption in response to a bond-financed tax
cut even if their lifetime budget constraints are not affected. Thus rule-of-
thumb consumption behavior provides an additional possible reason that
Ricardian equivalence may fail.

'

Conclusion “

What, in the end, should one make of the Ricardian equivalence debate?
Economists take a wide range of positions on the issue. At one extreme is the
view that Ricardian equivalence is a theoretical abstraction so unrelated to
reality that it is of little interest. At the other extreme is the position that de-
spite the many reasons for it not to hold exactly, it is nonetheless a good first
approximation. A reasonable middle ground is that Ricardian equivalence
15 a useful theoretical baseline but not a useful empirical one. It is valuable
as a theoretical baseline because it is so simple and logical. Specifically, any
candidate explanation of why governments’ choices between bonds and
taxes affect consumption must spell out precisely how the assumptions
underlying Ricardian equivalence fail and why those failures matter. Other
models are more difficult to use as building blocks for more detailed anal-
1ses. For example, models of liquidity constraints are generally so complex

*3See, for example, Campbell and Mankiw (1989a); Carroll and Summers (1991); and
shefrin and Thaler (1988). Of course, these findings could reflect features of individuals’
optimization that are not yet fully understood.
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to begin with that they are difficult to develop further. And models based
on rule-of-thumb behavior involve sufficiently unconventional assumptions
that it is often hard to know how they should be extended.

At the same time, it is likely that departures from Ricardian equivalence
are quantitatively important. At the very least, the data do not clearly re-
ject the importance of any of the potential sources of failure of Ricardian
equivalence we have discussed. Thus despite its logical appeal, there does
not appear to be a strong case for using Ricardian equivalence to gauge the
likely effects of governments’ financing decisions in practice.

Part B The Diamond Model

2.10 Assumptions

We now turn to the Diamond overlapping-generations model. The central
difference between the Diamond model and the Ramsey-Cass-Koopmans
model is that there is turnover in the population: rather than there being a
fixed number of infinitely-lived households, new individuals are continually
being born, and old individuals are continually dying.

With turnover, it turns out to be simpler to assume that time is discrete
rather than continuous; that is, the variables of the model are defined for
t =0,1,2,...rather than for all values of t = 0. To further simplify the anal-
ysis, the model assumes that each individual lives for only two periods. It
is the general assumption of turnover in the population, however, and not
the specific assumptions of discrete time and two-period lifetimes, that is
crucial to the model’s results.26

L; individuals are born in period t. As before, population grows at rate n;
thus L; = (1 + n)L;_,. Since individuals live for two periods, at time ¢ there
are L; individuals in the first period of their lives and L; ; = L;/(1 + n) indi-
viduals in their second periods. Each individual supplies one unit of labor
when he or she is young and divides the resulting labor income between
first-period consumption and saving; in the second period, the individual
simply consumes the saving and any interest he or she earns.

Let C); and (¢ denote the consumption in period t of young and old
individuals. Thus the utility of an individual born at t, denoted U;, depends

2¢See Problem 2.14 for a discrete-time version of the Solow model. Blanchard (1985)
develops a tractable continuous-time model in which the extent of the departure from the
infinite-horizon benchmark is governed by a continuous parameter. Weil (1989a) considers a
variant of Blanchard’s model where new households enter the economy but existing house-
holds do not leave. He shows that the arrival of new households is sufficient to generate
most of the main results of the Diamond and Blanchard models. Finally, Auerbach and Kot-
likoff (1987) use simulations to investigate a much more realistic overlapping-generations
model.
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on C1¢ and Cor4q. We again assume constant-relative-risk-aversion utility:

(& 1 GG
= + ,
1-90 1+pl-96

Us 0>0, p>-1. (2.46)
As before, this functional form is needed for balanced growth. Because life-
nmes are finite, we no longer have to assume p > n + (1 — 8)g to ensure that
hfetime utility does not diverge. If p > 0, individuals place greater weight
on first-period than second-period consumption; if p < 0, the situation is
reversed. The assumption p > —1 ensures that the weight on second-period
consumption is positive.

Production is described by the same assumptions as before. There are
many firms, each with the production function Y; = F(K;, A;L;). F(*) again
has constant returns to scale and satisfies the Inada conditions, and A again
grows at exogenous rate g (so A; = [1 + glA,_1). Markets are competitive;
thus labor and capital earn their marginal products, and firms earn zero
profits. As in the first part of the chapter, there is no depreciation. The real
interest rate and the wage per unit of effective labor are therefore given as
before by r; = f'(k;) and w; = f(k;) — k¢ f'(k;). Finally, there is some initial
capital stock Ky that is owned equally by all old individuals.

Thus, in period O the capital owned by the old and the labor supplied
Dy the young are combined to produce output. Capital and labor are paid
their marginal products. The old consume both their capital income and
-heir existing wealth; they then die and exit the model. The young di-
vide their labor income, w; A, between consumption and saving. They carry
their saving forward to the next period; thus the capital stock in period
+ -1, K41, equals the number of young individuals in period t, L;, times
zach of these individuals’ saving, w;A; — Cy;. This capital is combined with
“he labor supplied by the next generation of young individuals, and the
process continues.

2.11 Household Behavior

The second-period consumption of an individual born at ¢ is
Core1 = (1 + K1 Xwe Ar — Cre). . (2.47)

Dividing both sides of this expression by 1 + ;11 and bringing C;; over to
the left-hand side yields the budget constraint:

1
— (o1 = Awy, (2.48)

Cit +
1 1+ra

This condition states that the present value of lifetime consumption equals
qutial wealth (which is zero) plus the present value of lifetime labor income
which is A;wy).
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The individual maximizes utility, (2.46), subject to the budget constraint,
(2.48). The Lagrangian is

Clltf [ 1 C21t7 [}

L= +
1-6 1+p1-96

1
+ A [A[W[ - (Clt + m;l—CZt+1)i| . (2.49)

The first-order conditions are

CiP=\ (2.50)

1, 1
— = — - 51
1 +pC2t+1 1+ Vt+1)\ (2.51)

Substituting the first equation into the second yields
1, 1 i
- - , .52
1 +p 2t+1 1 + Vsl Cl[ (2 5 )
or
1/6

Cors1 141
= . 2.53
Cie 1+p (2:53)

This expression is analogous to the Euler equation, (2.19), in our analysis of
the infinite-horizon model. It implies that whether an individual’s consump-
tion is increasing or decreasing over time depends on whether the real rate
of return is greater than or less than the discount rate. ¢ again determines
how much individuals’ consumption varies in response to differences be-
tween ¥ and p. If (2.53) fails, the individual can rearrange consumption over
his or her lifetime to raise total utility without changing the present value
of the consumption stream.?’

We can use (2.53) and the budget constraint, (2.48), to express Ci; in
terms of labor income and the real interest rate. Specifically, multiplying
both sides of (2.53) by C;; and substituting into the budget constraint gives

(1+ rt+1)(1_6)/9

N N

Cre = Acwe. (2.54)

This implies

27QOne can also derive (2.53) along the lines of the intuitive derivation of the Euler equa-
tion in (2.20)-(2.21). Specifically, imagine the mmdividual decreasing C;; by a small amount AC
and then using the resulting additional saving and capital income to raise C,, by (1 +r:.1)AC.
This change has a utility cost of C;;” AC and a utility benefit of (1/(1 + p)G,, (1 + r1)AC.
Equating the cost and benefit and rearranging yields (2.53).
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3 (L+p)t*
S A+ (1 + )00

Clt /BArWr. (255)

Equation (2.55) shows that the interest rate determines the fraction of
income the individual consumes in the first period. Letting s(r) denote the
fraction of income saved, (2.55) implies

(1+ p)1-0/0

s(r) = TP e = (2.56)
We can therefore rewrite (2.55) as
Cir = [1 = s(rew1)]Arwr. (2.57)

Equation (2.56) implies that young individuals’ saving is increasing in r
if and only if (1 + r)1-9/9 is increasing in r. The derivative of (1 + r)1-9)/0
with respect to r is [(1 — )/61(1 + r)1-20)/6_ Thus s is increasing in r 1if ¢
18 less than 1, and decreasing if 8 is greater than 1. Intuitively, a rise in
r has both an income and a substitution effect. The fact that the tradeoff
between consumption in the two periods has become more favorable for
second-period consumption tends to increase saving (the substitution ef-
fect), but the fact that a given amount of saving yields more second-period
consumption tends to decrease saving (the income effect). When individuals
are very willing to substitute consumption between the two periods to take
advantage of rate-of-return incentives (that is, when 6 is low), the substitu-
tion effect dominates. When individuals have strong preferences for similar
levels of consumption in the two periods (that is, when 6 is high), the in-
come effect dominates. And in the special case of § = 1 (logarithmic utility),
the two effects balance, and young individuals’ saving rate is independent
of r.

2.12 The Dynamics of the Economy
The Equation of Motion of k

As in the infinite-horizon model, we can aggregate individuals’ behavior to
characterize the dynamics of the economy. As described above, the capital
stock in period t + 1 is the amount saved by young individuals in period t.
Thus,

Kii1 = s(ree D)L Agwr. (2.58)

Note that because saving in period t depends on labor income in that period
and on the return on capital that savers expect in the next period, it is w in
period t and r in period t + 1 that enter the expression for the capital stock
in period t + 1.
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Dividing both sides of (2.58) by L; 1A:+1 gives us an expression for
Kii1/Ap+1 Ly, capital per unit of effective labor:

1
keiy = mS(VHl)WI. (2.59)

We can then substitute for r;,, and w; to obtain

1

ms(f’(ktﬂ))[ﬂkr) - ktf’(kt)]- (2.60)

ki =

The Evolution of k

Equation (2.60) implicitly defines k.1 as a function of k;. (It defines k; +1 only
implicitly because k;.; appears on the right-hand side as well as the left-
hand side.) It therefore determines how k evolves over time given its initial
value. A value of k; such that k;.; = k; satisfies (2.60) is an equilibrium
value of k: once k reaches that value, it remains there. We therefore want
to know whether there is an equilibrium value (or values) of k, and whether
k converges to such a value if it does not begin at one.

To answer these questions, we need to describe how k;.; depends on
k.. Unfortunately, we can say relatively little about this for the general case.
We therefore begin by considering the case of logarithmic utility and Cobb-
Douglas production. With these assumptions, (2.60) takes a particularly sim-
ple form. We then briefly discuss what occurs when these assumptions are
relaxed. '

Logarithmic Utility and Cobb-Douglas Production

When ¢ is 1, the fraction of labor income saved is 1/(2 + p) (see equation
{2.56)). And when production is Cobb-Douglas, f(k) is k® and w is (1 ~ a)k®.
Equation (2.60) therefore becomes

1 1
l+n)1+g)2+p

ki = (1 - a)kf = Dk{. (2.61)

Figure 2.11 shows k.1 as a function of k;. A point where the k;,, func-
tion intersects the 45-degree line is a point where k;,1 equals k;. In the
special case we are considering, k;,1 equals ks at k; = 0; it rises above k;
when k; is small; and it then crosses the 45-degree line and remains below.
There is thus a unique equilibrium level of k (aside from k = 0), which is
denoted k*.

k* is globally stable: wherever k starts (other than at 0), it converges
to k*. Suppose, for example, that the initial value of k, kg, is greater than
k*. Because k., is less than k; when k; exceeds k*, k; is less than ky. And
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FIGURE 2.11 The dynamics of k

because kg exceeds k* and k;.1 1s increasing mn k¢, k; 1s larger than k*.
Thus k; 1s between k* and ky. k moves part way toward k* This process 1s
repeated each period, and so k converges smoothly to k* A similar analysis
apphes when kg 1s less than k*

These dynamics are shown by the arrows in Figure 2 11 Given ko, the
height of the k; .1 function shows k; on the vertical axis To find k,, we first
need to find k; on the horizontal axis, to do this, we move across to the
45 degree line The height of the k;.; function at this point then shows ko,
and so on

The properties of the economy once 1t has converged to 1ts balanced
growth path are the same as those of the Solow and Ramsey economies on
their balanced growth paths- the saving rate 1s constant, output per worker
1S growing at rate g, the capital output ratio 1s constant, and so on

To see how the economy responds to shocks, consider our usual example
of a fall in the discount rate, p, when the economy 1s imitially on 1ts balanced
growth path The fall in the discount rate causes the young to save a greater
traction of their labor mcome Thus the k;., function shifts up This is de-
picted mn Figure 2 12 The upward shift of the k;.; function increases k*,
the value of k on the balanced growth path. As the figure shows, k rises
monotonically from the old value of k* to the new one

Thus the effects of a fall in the discount rate in the Diamond model
In the case we are considering are similar to its effects in the Ramsey-
Cass-Koopmans model, and to the effects of a rise in the saving rate 1n
the Solow model The change shifts the paths over time of output and cap-
ital per worker permanently up, but 1t leads only to temporary mcreases
the growth rates of these variables
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FIGURE 2.12 The effects of a fall in the discount rate

The Speed of Convergence

To analyze formally how the economy converges to its balanced growth
path, once again we linearize the equation of motion around k*. Equation
(2.61), ki1 = Dkf, implies

dkt+1

— *{a—1)
dke |k ope Dak . (2.62)

Equation (2.61) also implies that k*, the value of k; such that k;,; = k;, is
given by
k* = pl/ad-=, « (2.63)

Substituting (2.63) into (2.62) shows that dk;.,/dk; evaluated at k; = k*
is simply «. Replacing (2.61) by its first-order Taylor approximation around
k = k* therefore gives us

. kevr ~ k™ + alke — k*). (2.64)
Since we can write this as kr+1 — k* = a(k; — k*), (2.64) implies
ke — k* = al(ko — k*). (2.65)

k; therefore converges smoothly to k*.28 If o is one-third, for example, k

%8The properties of a system of form x,,; — x* = A(x, — x*) are determined by A. If A is
between 0 and 1 (which is what happens in this model), the system converges smoothly.
If A is between —1 and 0, there are damped oscillations toward x*: x alternates between
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moves two-thirds of the way toward k* each period. (Note, however, that
each period in the model corresponds to half of a person’s lifetime.)

Expression (2.65) differs from the corresponding expression in the Solow
model (and in a discrete-time version of the Solow model—see Problem
2.14). The reason is that although the saving of the young is a constant
fraction of their income and their income is a constant fraction of total in-
come, the dissaving of the old is not a constant fraction of total income. The
dissaving of the old as a fraction of output is K; /F(K;, A¢L;), or k¢ / f(k¢). The
fact that there are diminishing returns to capital implies that this ratio is
increasing in k. Since this term enters negatively into saving, it follows that
total saving as a fraction of output is a decreasing function of k. Thus total
saving as a fraction of output is above its balanced-growth-path value when
k < k* and is less when k > k*. As a result, convergence is more rapid than
m the Solow model.

The General Case

Let us now consider what occurs when the assumptions of logarithmic util-
ity and Cobb-Douglas production are relaxed. It turns out that, despite the
simplicity of the model, a wide range of hehaviors of the economy are pos-
sible. Rather than attempting a comprehensive analysis, we simply discuss
some of the more interesting cases.??

To understand the possibilities intuitively, it is helpful to rewrite the
equation of motion, (2.60), as

! Ik = kef (K]
T g ke =53

Equation (2.66) expresses capital per unit of effective labor in period t + 1
as the product of four terms. From right to left, those four terms are the
following: output per unit of effective labor at t, the fraction of that output
that is paid to labor, the fraction of that labor income that is saved, and the
ratio of the amount of effective labor in period t to the amount in period
t+1.

Figure 2.13 shows some possible forms for the relation between k;.; and
k; other than the well-behaved case shown in Figure 2.11. Panel (a) shows a
case with multiple k*’s. In the case shown, k;"* and k3" are stable: if k starts
slightly away from one of these points, it converges to that level. k;* is unsta-
ble (asis k = 0).If k starts slightly below k%, k;1 is less than k; each period,
and k converges to k;*. If k begins slightly above k%, it converges to k3"

To understand the possibility of multiple k*’s, note that since output per
unit of capital is lower when k is higher (capital has a diminishing marginal

f(ke). (2.66)

kt+1 =

being greater than and less than x*, but each period it gets closer. If A is greater than 1, the
system explodes. Finally, if A is less than —1, there are explosive oscillations.

PGalor and Ryder (1989) analyze some of these issues in more detail.
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FIGURE 2.13 Various possibilities for the relationship between k; and k;,;

product), for there to be two k*’s the saving of the young as a fraction of
total output must be higher at the higher k*. When the fraction of output
going to labor and the fraction of labor income saved are constant, the sav-
mg of the young 1s a constant fraction of total output, and so multiple k*’s
are not possible This 1s what occurs with Cobb-Douglas production and
logarithmic utility. But if labor’s share 1s greater at higher levels of k (which
occurs 1f f(¢) 1s more sharply curved than in the Cobb-Douglas case) or 1f
workers save a greater fraction of their income when the rate of return 1s
lower (which occurs if 8 > 1), or both, there may be more than one level of
k at which saving reproduces the existing capital stock.

Panel (b) shows a case ;n which k;,; 1s always less than k¢, and 1n which
k therefore converges to zero regardless of 1ts mitial value. What 1s needed
for this to occur 1s for erther labor’s share or the fraction of labor income
saved (or both) to approach zero as k approaches zero.

Panel (c) shows a case 1n which k converges to zero 1if 1ts 1mtial value 1s
sufficiently low but to a strictly positive level if 1ts imitial value 1s sufficiently
high. Specifically, 1f kg < k¥, k approaches zero; if ko > k¥, k converges
to k).
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Finally, Panel (d) shows a case in which k;,; is not uniquely determined
by k;: when k; is between k, and k;, there are three possible values of k1.
This can happen if saving is a decreasing function of the interest rate. When
saving is decreasing in r, saving is high if individuals expect a high value of
k:+1 and therefore expect ¥ to be low, and is low when individuals expect
a low value of k. ;. If saving is sufficiently responsive to r, and if r is suf-
ficiently responsive to k, there can be more than one value of k;,, that is
consistent with a given k;. Thus the path of the economy is indeterminate:
equation (2.60) (or [2.66]) does not fully determine how k evolves over time
given its initial value. This raises the possibility that self-fulfilling prophecies
and sunspots can affect the behavior of the economy and that the economy
can exhibit fluctuations even though there are no exogenous disturbances.
Depending on precisely what is assumed, various dynamics are possible.3°

Thus assuming that there are overlapping generations rather than
infinitely-lived households has potentially important implications for the
dynamics of the economy: for example, sustained growth may not be pos-
sible, or it may depend on initial conditions.

At the same time, the model does no better than the Solow and Ramsey
models at answering our basic guestions about growth. Because of the Inada
conditions, k;.; must be less than k; for k, sufficiently large. Specifically,
since the saving of the young cannot exceed the economy’s total output,
k:;+1 must be less than or equal to f(k:)/[(1 + n)(1 + g)]. And because the
marginal product of capital approaches zero as k becomes large, this must
eventually be less than k;. The fact that k., is eventually less than k; im-
plies that unbounded growth of k is not possible. Thus, once again, growth
in the effectiveness of labor is the only potential source of long-run growth
in output per worker. Because of the possibility of multiple k*’s, the model
does imply that otherwise identical economies can converge to different bal-
anced growth paths simply because of differences in their initial conditions.
But, as in the Solow and Ramsey models, we can account for quantitatively
large differences in output per worker in this way only by positing immense
differences in capital per worker and in rates of return.

2.13 The Possibility of Dynamic
Inefficiency

The one major difference between the balanced growth paths of the Dia-
mond and Ramsey-Cass-Koopmans models involves welfare. We saw that
the equilibrium of the Ramsey-Cass~-Koopmans model maximizes the wel-
fare of the representative household. In the Diamond model, individuals
born at different times attain different levels of utility, and so the appropriate

30These issues are briefly discussed further in Section 6.14.
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way to evaluate social welfare is not clear. If we specify welfare as some
weighted sum of the utilities of different generations, there is no reason to
expect the decentralized equilibrium to maximize welfare, since the weights
we assign to the different generations are arbitrary.

A minimal criterion for efficiency, however, is that the equilibrium be
Pareto-efficient. It turns out that the equilibrium of the Diamond model
need not satisfy even this standard. In particular, the capital stock on the
balanced growth path of the Diamond model may exceed the golden-rule
level, so that a permanent increase in consumption is possible.

To see this possibility as simply as possible, assume that utility is log-
arithmic, production is Cobb-Douglas, and g is zero. Equation (2.63) (to-
gether with the definition of D in [2.61}) implies that in this case the value
of k on the balanced growth path is

1/(1-a)
k* = [ 1 ! (1- a)} . (2.67)

1+n2+p

Thus the marginal product of capital on the balanced growth path, ak**~1,
is

(k)= —2—1 + n)2 + p). (2.68)
l1-a

The golden-rule capital stock is defined by f'(kgr) = n. f'(k*) can be either
more or less than f'(kgg). In particular, for « sufficiently small, f'(k*) is
less than f’(kgg)—the capital stock on the balanced growth path exceeds
the golden-rule level.

To see why it is inefficient for k* to exceed k¢g, imagine introducing a
social planner into a Diamond economy that is on its balanced growth path
with k* > kgg. If the planner does nothing to alter k, the amount of output
per worker available each period for consumption is output, f(k*), minus
the new investment needed to maintain k at k*, nk*. This is shown by
the crosses in Figure 2.14. Suppose instead, however, that in some period,
period ty, the planner allocates more resources to consumption and fewer to
saving than usual, so that capital per worker the next period is k¢gg, and that
thereafter he or she maintains k at kgg. Under this plan, the resources per
worker available for consumption in period ty are f(k*)+(k* —kgr)—nkggr. In
each subsequent period, the output per worker available for consumption is
f(kgr) — nkggr. Since kg maximizes f(k)— nk, f(kgr) — nkgr exceeds f(k*) -
nk*. And since k* is greater than kgg, f(k*) + (k* — kgr) — nkgr is even
larger than f(kgr) — nkgr. The path of total consumption under this policy
is shown by the circles in Figure 2.14. As the figure shows, this policy makes
more resources available for consumption in every period than the policy
of maintaining k at k*. Given this, it must be possible for the planner to
allocate consumption between the young and the old each period to make
every generation better off.
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FIGURE 2.14 How reducing k to the golden-rule level affects the path of con-
sumption per worker

Thus the equilibrium of the Diamond model can be Pareto-inefficient.
This may seem puzzling: given that markets are competitive and there are
no externalities, how can the usual result that equilibria are Pareto-efficient
fail? The reason is that the standard result assumes not only competition
and an absence of externalities, but also a finite number of agents. Specif-
ically, the possibility of inefficiency in the Diamond model stems from the
fact that the infinity of generations gives the planner a means of providing
for the consumption of the old that is not available to the market. If individ-
uals in the market economy want to consume in old age, their only choice is
to hold capital, even if its rate of return is low. The planner, however, need
not have the consumption of the old determined by the capital stock and its
rate of return. Instead, he or she can divide the resources available for con-
sumption between the young and old in any manner. The planner can take,
for example, one unit of labor income from each young person and transfer
it to the old; since there are 1 + n young people for each old person, this
increases the consumption of each old person by 1 + n units. The planner
can prevent this change from making anyone worse off by requiring the next
generation of young to do the same thing in the following period, and then
continuing this process every period. If the marginal product of capital is
less than n—that is, if the capital stock exceeds the golden-rule level—this
way of transferring resources between youth and old age is more efficient
than saving, and so the planner can improve on the decentralized allocation.

Because this type of inefficiency differs from conventional sources of
inefficiency, and because it stems from the intertemporal structure of the
economy, it is known as dynamic inefficiency.3!

31Problem 2.19 investigates the sources of dynamic inefficiency further.
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Empirical Application: Are Modern Economies
Dynamically Efficient?

The Diamond model shows that it is possible for a decentralized economy
to accumulate capital beyond the golden-rule level, and thus to produce
an allocation that is Pareto-inefficient. Given that capital accumulation in
actual economies is not dictated by social planners, this raises the issue
of whether actual economies might be dynamically inefficient. If they were,
there would be important implications for public policy: the great concern
about low rates of saving would be entirely misplaced, and there would be
an easy way of increasing both present and future consumption.

At first glance, dynamic inefficiency appears to be a possibility for the
United States and other major economies. A balanced growth path is dynam-
ically inefficient if the real rate of return, f'(k*) — 8, is less than the growth
rate of the economy. A straightforward measure of the real rate of return is
the real interest rate on short-term government debt. In the United States
over the past fifty years, this interest rate has averaged only a few tenths of
a percent; this is much less than the average growth rate of the economy,
which is about 3 percent. Similar findings hold for other major industrial-
ized countries. Thus the real interest rate is less than the golden-rule level,
which suggests that these economies have overaccumulated capital.

There is a problem with this argument, however. In a world of certainty,
all interest rates must be equal; thus there is no ambiguity in what is meant
by “the” rate of return. But if there is uncertainty, different assets can have
different expected returns. Suppose, for example, we assess dynamic ef-
ficiency by examining the marginal product of capital net of depreciation
instead of the return on a fairly safe asset. If capital earns its marginal
product, the net marginal product can be estimated as the ratio of over-
all capital income minus total depreciation to the value of the capital stock.
For the United States, this ratio is about 10 percent, which is much more
than the economy’s growth rate. Thus, using this approach we would con-
clude that the U.S. economy is dynamically efficient. Our simple-theoretical
model, in which the marginal product of capital and the safe interest rate
are the same, provides no guidance concerning which of these contradictory
conclusions is correct.

Abel, Mankiw, Summers, and Zeckhauser (1989) tackle the issue of how
to assess dynamic efficiency in a world of uncertainty. Their principal theo-
retical result is that under uncertainty, the condition for dynamic efficiency
is that net capital income exceed investment. For the balanced growth path
of an economy with certainty, this condition is the same as the usual com-
parison of the real interest rate with the economy’s growth rate. In this
case, net capital income is the real interest rate times the stock of capital,
and investment is the growth rate of the economy times the stock of capi-
tal. Thus capital income exceeds investment if and only if the real interest
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rate exceeds the economy’s growth rate. But Abel et al. show that under
uncertainty these two conditions are not equivalent, and that it is the com-
parison of capital income and investment that provides the correct way of
judging whether there is dynamic efficiency. Intuitively, a capital sector that
is on net making resources available by producing more output than it is
using for new investment is contributing to consumption, whereas one that
is using more in resources than it is producing is not.

Abel et al.’s principal empirical result is that the condition for dynamic
efficiency seems to be satisfied in practice. They measure capital income
as national income minus employees’ compensation and the part of the
income of the self-employed that appears to represent labor income;?? in-
vestment is taken directly from the national income accounts. They find that
capital income consistently exceeds investment in the United States and in
the six other major industrialized countries they consider. Even in Japan,
where investment is remarkably high, the profit rate is so great that the re-
turns to capital comfortably exceed investment. Thus, although decentral-
ized economies can produce dynamically inefficient outcomes in principle,
they do not appear to in practice.

2.14 Government in the Diamond
Model

As in the infinite-horizon model, a natural question to ask of the Diamond
model is what occurs if we introduce a government that makes purchases,
levies taxes, and issues debt. For simplicity, we focus on the case of loga-
rithmic utility and Cobb-Douglas production.

The Effects of Government Purchases - {

Let G; denote the government’s purchases of goods per unit of effective
labor in period t. Assume for the moment that it finances those purchases
by lump-sum taxes on the young.

When the government finances its purchases entirely with taxes, work-
ers’ after-tax income in period ¢ is (1 — a)k* — G; rather than (1 — a)k;*. The
equation of motion for k, equation (2.61), therefore becomes

1 1

ke = G i g2 L ke - Gl (2.69)

A higher G, therefore reduces k.1 for a given k;.

32They argue that adjusting these figures to account for land income and monopoly
rents does not change the basic results.
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FIGURE 2.15 The effects of a permanent increase in government purchases

To see the effects of government purchases, suppose that the economy
is on a balanced growth path with G constant, and that G increases per-
manently. From (2.69), this shifts the k;.; function down; this is shown in
Figure 2.15. The downward shift of the k;,; function reduces k*. Thus—in
contrast to what occurs in the infinite-horizon model—higher government
purchases lead to a lower capital stock and a higher equilibrium real in-
terest rate. Intuitively, since individuals live for two periods, they reduce
their first-period consumption less than one-for-one with the increase in G.
But since taxes are levied only in the first period of life, this means that
their saving falls. As usual, the economy moves smoothly from the initial
balanced growth path to the new one. i

As a second example, consider a temporary increase in government pur-
chases from Gp to Gpy, again with the economy initially on its balanced
growth path. The dynamics of k are thus described by (2.69) with G = Gy
during the period that government purchases are high and by (2.69) with
G = Gi before and after. That is, the fact that individuals know that gov-
ernment purchases will return to G does not affect the behavior of the
economy during the time that purchases are high. The saving of the young—
and hence next period’s capital stock—is determined by their after-tax labor
income, which is determined by the current capital stock and by the govern-
ment’s current purchases. Thus during the time that government purchases
are high, k gradually falls and r gradually increases. Once G returns to Gy,
k rises gradually back to its initial level.33

33The result that future values of G do not affect the current behavior of the economy
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Tax Versus Bond Finance

The possibility of the government using debt as well as taxes to finance
its purchases requires that we change equation (2.69). First, some of the
saving of the young takes the form of bonds instead of capital; thus the
left-hand side of (2.69) becomes ki1 + br, 1, where b is the stock of bonds
per unit of effective labor. (Paralleling our timing convention with capital,
b; ., refers to bonds purchased in period t. Thus to increase by, by 1 unit,
the government must issue (1 + n)(1 + g) bonds per unit of effective labor
in t.) Second, taxes and purchases need not be equal; thus T; replaces G; on
the right-hand side of (2.69).>¢ Moving the b, term over to the right-hand
side, we therefore have
1 1

ket = T rma s 3o~ @k~ T = b (2.70)

Equation (2.70) shows that taxes and bonds have different effects on
capital accumulation. When the government cuts taxes and issues bonds,
the taxes to repay those bonds are levied on future generations. Thus the
individuals currently alive are better off, and they therefore increase their
consumption. Thus a switch from tax to bond finance reduces the capital
stock.

Since bonds represent net wealth in this economy, the government can
use them to provide individuals with a way other than holding capital to
transfer resources between youth and old age. Because of this, the govern-
ment can use bonds to prevent the economy from accumulating too much
capital.?> Consider an economy where the balanced growth path in the ab-
sence of a government involves k* > kgr. If the capital stock in some pe-
riod, period t, equals its golden-rule level, the labor income of the young is
{1 — a)kgy, and they save fraction 1/(2 + p) of this. Thus k11 + br+1 equals

1 1
Q1+m1+g)2+p

(1 — a)kgR = AGR- (2.71)

Thus for the economy to be on a balanced growth path with the capital
stock at the golden-rule level, b must equal the difference between the total
amount the young wish to save when k = kggr, dgr, and the amount of that
saving that must take the form of capital, kgg. By issuing quantity agr — k¢r

does not depend on the assumption of logarithmic utility. Without logarithmic utility, the
saving of the current period’s young depends on the rate of return as well as on after-tax
labor income. But the rate of return is determined by the next period’s capital-labor ratio,
which is not affected by government purchases in that period.

340f course, T and G are related. The government’s expenditures per unit of effective
labor in period t are G; for purchases and [1 + f’(k;)|b;, to retire the existing debt. The gov-
ernment’s receipts are T, from taxes and (1 + n}1 + g)b;,; from issuing new debt. Since
expenditures and receipts must be equal, T; equals G, + [1 + f' (k)b — (1 + n)(1 + g)b;.,.

35The government can also do this through a social security program. See Problem 2.16.
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of bonds, the government can thus cause the balanced-growth-path value
of k to equal its golden-rule value.?®

Problems

2.1. Consider N firms each with the constant returns to scale production function
Y = F(K, AL), or (using the ‘mtensive form) Y = ALf (k). Assume f'(*) > 0,f"(*) <
0. Assume that all firms can hire labor at wage wA and rent capital at cost r,
and that all firms have the same value of A.

(a) Consider the problem of a firm trying to produce Y units of output at
minimum cost. Show that the cost-minimizing level of k is uniquely defined
and 1s independent of Y, and that all firms therefore choose the same value
of k.

(b) Show that the total output of the N cost-minimizing firms equals the out-
put that a single firm with the same production function has if it uses all
of the labor and capital used by the N firms.

2.2. The elasticity of substitution with constant-relative-risk-aversion utility.
Consider an individual who lives for two periods and whose utility 1s given
by equation (2.46). Let P; and P> denote the prices of consumption in the two
periods, and let W denote the value of the individual’s lifetime mcome; thus
the budget constramntis PyC; + P,Co = W.

(a) What are the individual’s utility-maximizing choices of ¢; and > given P,
P, and W?

(b) The elastiaty of substitution between consumption in the two periods
is —[(P1/P2) /(Cy/CHIA(Cy [ C2)/ 3Py [ Py)], or —o In(Cy/C2)/ ¢ In(Py [ P2). Show
that with the utihity function (2.46), the elasticity of substitution between
Cyand G, is 1/6.

2.3. Assume that the instantaneous utility function u(C) m equation (2.1} is InC.
Consider the problem of a household maximizing (2.1) subject to (2.5). Find an
expression for C at each time as a function of mitial wealth plus the present
value of labor income, the path of r(t), and the parameters of the utility func-
tion.

30This policy mvolves no costs to the government, and no taxes, on the balanced growth
path. When k = ke, 1+f'(k) = (1+n)(1+g) (see Problem 2.14). Thus the amount the govern-
ment needs, per unit of effective labor, to pay off its existing debtin period t1s (1+n)1+g)b,.
But the amount of new debt1tissues n t 15 b, per unt of period-t + 1 effective labor; this1s
(1+n)1+g)b,,, per unit of period-t effective labor. When b 1s constant, these two quantities
are equal, and so the new debt 1ssues are just enough to pay off the outstanding debt.

Finally, if the economy begins with k > k., the government needs to levy taxes to move
k to 1ts golden-rule level. Specifically, suppose ky > k¢z. If the government levies lump-sum
taxes per unit of effective labor of amount (1 — a)kg — (1 — a)kég n pertod 0, the saving of
the young per unit of pertod-1 effective labor 1s [1/(1 + n)(1 + gI1/(2 + p)I( — @)k = dcr-
With b, = agr — K¢k, this ensures that k; = k.z. The government can use the revenue from
the taxes and the mitial bond 1ssue to increase the consumption of the period-0 old.
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Consider a household with utility given by (2.1)-(2.2). Assume that the real
interest rate is constant, and let W denote the household’s initial wealth plus
the present value of its lifetime labor income (the right-hand side of [2.5]). Find
the utility-maximizing path of C given r, W, and the parameters of the utility
function.

. The productivity slowdown and saving. Consider a Ramsey-Cass-Koopmans

economy that is on its balanced growth path, and suppose there is a permanent
fall in g.

(a) How, if at all, does this affect the k = 0 curve?
(b) How, if at all, does this affect the ¢ = 0 curve?
(c) What happens to ¢ at the time of the change?

(d) Find an expression for the impact of a marginal change in g on the fraction
of output that is saved on the balanced growth path. Can one tell whether
this expression is positive or negative?

(e) For the case where the production function is Cobb-Douglas, f(k) = k¢,
rewrite your answer to part (d) in terms of p, n, g, 6, and «. (Hint: use the
fact that f'(k*) =p+ 60g.)

. Describe how each of the following affect the ¢ = 0 and k = 0 curves in Figure

2.5, and thus how they affect the balanced-growth-path values of ¢ and k:
(a) Arisein 0.
(b) A downward shift of the production function.

(c) A change in the rate of depreciation from the value of zero assumed in the
text to some positive level.

. Derive an expression analogous to (2.37) for the case of a positive depreciation

rate.

Capital taxation in the Ramsey-Cass-Koopmans model. Consider a Ramsey-
Cass-Koopmans economy that is on its balanced growth path. Suppose that
at some time, which we will call time 0, the government switches to a pol-
icy of taxing investment income at rate 7. Thus the real interest rate that
households face is now given by r(t) = (1 — 7)f’(k(t)). Assume that the govern-
ment returns the revenue it collects from this tax through lump-sum transfers.
Finally, assume that this change in tax policy is unanticipated.

(a) How does the tax affect the ¢ = 0 locus? The k = 0 locus?

(b) How does the economy respond to the adoption of the tax at time 07 What
are the dynamics after time 0?

(c) How do the values of ¢ and k on the new balanced growth path compare
with their values on the old balanced growth path?

(d) (This is based on Barro, Mankiw, and Sala-i-Martin, 1995.) Suppose there are
many economies like this one. Workers’ preferences are the same in each
country, but the tax rates on investment income may vary across countries.
Assume that each country is on its balanced growth path.
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(i) Show that the saving rate on the balanced growth path, (y* — ¢*)/y*,
is decreasing in .

(ii) Do citizens in low-7, high-k*, high-saving countries have any incentive
to invest in low-saving countries? Why or why not?

(e) Does your answer to part (¢) imply that a policy of subsidizing investment
(that is, making r < 0), and raising the revenue for this subsidy through
lump-sum taxes, increases welfare? Why or why not?

(f) How, if at all, do the answers to parts (a) and (b) change if the govern-
ment does not rebate the revenue from the tax but instead uses it to make
government purchases?

2.9. Using the phase diagram to analyze the impact of an anticipated change.
Consider the policy described in Problem 2.8, but suppose that instead of
announcing and implementing the tax at time 0, the government announces
at time O that at some later time, time £, investment income will begin to be
taxed at rate 7.

(a) Draw the phase diagram showing the dynamics of ¢ and k after time t;.
(b) Can c change discontinuously at time t;? Why or why not?
(c) Draw the phase diagram showing the dynamics of ¢ and k before t;.

(d) In light of your answers to parts (a), (b), and (c), what must ¢ do at time
0?

(e) Summarize your results by sketching the paths of ¢ and k as functions
of time.

2.10. Using the phase diagram to analyze the impact of unanticipated and antic-
ipated temporary changes. Analyze the following two variations on Problem
2.9:

(a) Attime 0, the government announces that it will tax investment income at
rate 7 from time 0 until some later date t;; thereafter investment income
will again be untaxed.

(b) At time 0, the government announces that from time t; to some later time
t, it will tax investment income at rate r; before t; and after 6, investment
income will not be taxed.

2.11. The analysis of government policies in the Ramsey-Cass-Koopmans model
in the text assumes that government purchases do not affect utility from
private consumption. The opposite extreme is that government purchases
and private consumption are perfect substitutes. Specifically, suppose that
the utility function (2.14) is modified to be

Uep | e-elc@+ G(1)]-*

dt.
t=0 1-06

If the economy is initially on its balanced growth path and if households’
preferences are given by U, what are the effects of a temporary increase in
government purchases on the paths of consumption, capital, and the interest
rate?
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Precautionary saving, non-lump-sum taxation, and Ricardian equivalence.
(This follows Leland, 1968, and Barsky, Mankiw, and Zeldes, 1986.) Consider
an individual who lives for two periods. The individual has no initial wealth
and earns labor incomes of amounts Y; and Y in the two periods. Y7 is
known, but Y; is random; assume for simplicity that E[Y>] = Y;. The govern-
ment taxes income at rate r; in period 1 and 7. in period 2. The individual can
borrow and lend at a fixed interest rate, which for simplicity is assumed to be
zero. Thus second-period consumptionis C; = [(1-7)Y; ~ 1]+ (1 —72)Y>. The
individual chooses C; to maximize expected lifetime utility, U(Cy) + E[U(C?)].

(a) Find the first-order condition for C;.

(b) Show that E[C,] = C if Y> is not random or if utility is quadratic. (Hint:
if-utility is quadratic, U'((2) is a linear function of ¢, so E[U'((:)] =
U'(E[C2]).

(¢) Show thatif U""’(+) > 0 and Y; is random, E[C;] > ;. (Such saving due to
uncertainty is known as precautionary saving. See Section 7.6.)

(d) Suppose that the government marginally lowers 7, and raises =, by the
same amount, so that its expected total revenue, r, Y, + nE[Y2], is un-
changed. Implicitly differentiate the first-order condition in part (a) to
find an expression for how C; responds to this change.

(e) Show that C; is unaffected by this change if Y> is not random or if utility
is quadratic.

(f) Show that C; increases in response to this change if U’"’(¢) > 0 and Y; is
random.

(g) If the utility function is constant-relative-risk-aversion, what is the sign
of U""(*)?

. Consider the Diamond model with logarithmic utility and Cobb-Douglas pro-

duction. Describe how each of the following affects k;.; as a function of k;.
(a) Arisein n.

(b) A downward shift of the production function (that is, f(k) takes the form
Bk«, and B falls).

(¢) Arise in «.

A discrete-time version of the Solow model. Suppose Y; = F(K;, A;L;), with
F(+) having constant returns to scale and the intensive form of the production
function satisfying the Inada conditions. Suppose also that A;41 = (1 + g)A;,
Lis1 =1 +n)Ly, and K;1 = K¢ + sY; — 8K;.

(a) Find an expression for k;.; as a function of k;.

(b) Sketch k;,, as a function of k;. Does the economy have a balanced growth
path? If the initial level of k differs from the value on the balanced growth
path, does the economy converge to the balanced growth path?

(c) Find an expression for consumption per unit of effective labor on the
balanced growth path as a function of the balanced-growth-path value
of k. What is the marginal product of capital, f'(k), when k maximizes

', consumption per unit of effective labor on the balanced growth path?
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(d) Assume that the production function is Cobb-Douglas.
(i) What is k., as a function of k;?
(ii) Whatis k*, the value of k on the balanced growth path?

(iii) Along the lines of equations (2.62)-(2.64), in the text, linearize the
expression in subpart (i) around k; = k*, and find the rate of conver-
gence of k to k*.

Depreciation in the Dimond model and microeconomic foundations for
the Solow model. Suppose that in the Diamond model capital depreciates at
rate 8, so that v, = f'(k;) — 8.

(a) How, if at all, does this change in the model affect equation (2.60) giving
k41 as a function of k;?

(b) In the special case of logarithmic utility, Cobb-Douglas production, and
& = 1, what is the equation for k., as a function of k,? Compare this
with the analogous expression for the discrete-time version of the Solow
model with § = 1 from part (a) of Problem 2.14.

Social security in the Diamond model. Consider a Diamond economy where
g is zero, production is Cobb-Douglas, and utility is logarithmic.

(a) Pay-as-you-go social security. Suppose the government taxes each young
individual amount T and uses the proceeds to pay benefits to old indi-
viduals; thus each old person receives (1 + n)T.

(i) How, if at all, does this change affect equation (2.61) giving k;+1 as a
function of k;?

(ii) How, if at all, does this change affect the balanced-growth-path value
of k?

(iii) 1f the economy is initially on a balanced growth path that is dynami-
cally efficient, how does a marginal increase in T affect the welfare of
current and future generations? What happens if the initial balanced
growth path is dynamically inefficient?

(b) Fully funded social security. Suppose the government taxes each young
person amount T and uses the proceeds to purchase capital. Individuals
born at t therefore receive (1 + r;, ;)T when they are old.

(i) How, if at all, does this change affect equation (2.61) giving ki1 asa
function of k;?

(ii) How, if at all, does this change affect the balanced-growth-path value
of k?

The basic overlapping-generations model. (This follows Samuelson, 1958,
and Allais, 1947.) Suppose, as in the Diamond model, that N; 2-period-lived
individuals are born in period t and that N, = (1 + n)N,_;. For simplicity, let
utility be logarithmic with no discounting: U, = In(Cy;) + In(Co¢ 1)

The production side of the economy is simpler than in the Diamond
model. Each individual born at time t is endowed with A units of the econ-
omy's single good. The good can either be consumed or stored. Each unit
stored vields x > 0 units of the good in the following period.3”

37Note that this is the same as the Diamond economy with g = 0, F(K;, AL;) = AL, + xK;,
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Finally, assume that in the 1mitial period, period 0, in addition to the
Ny young individuals each endowed with A units of the good, there are
[1/(1 + n)INy individuals who are alive only in period 0. Each of these “old”
individuals 1s endowed with some amount Z of the good; thewr utility is
simply their consumption in the initial period, Cag.

(a) Describe the decentralized equilibrium of this economy. (Hint: given the
overlapping-generations structure, will the members of any generation
engage in transactions with members of another generation?)

(b) Consider paths where the fraction of agents’ endowments that is stored,
ft, 18 constant over time. What 1s total consumption (that is, consumption
of all the young plus consumption of all the old) per person on such a
path as a function of f? If x < 1 + n, what value of f satisfymg 0 < f <
1 maximizes consumption per person? Is the decentrahzed equilibrium
Pareto-efficient 1n this case? If not, how can a social planner raise welfare?

. Stationary monetary equilibria in the Samuelson overlapping-generations

model. (Again this follows Samuelson, 1958.) Consider the setup described
n Problem 2.17. Assume that x < 1 + n. Suppose that the old individuals in
period 0, 1n addition to being endowed with Z units of the good, are each
endowed with M units of a storable, divisible commodity, which we will call
money. Money is not a source of utility.

(a) Consider an individual born at t. Suppose the price of the good in units
of money is Py in t and P, in t + 1. Thus the individual can sell units of
endowment for P, units of money and then use that money to buy P;/P;,;
units of the next generation’s endowment the following period. What is
the mdividual’s behavior as a function of P;/P,.1?

(b) Show that there is an equilibrium with P;,, = P;/(1 + n) for all t = 0 and
no storage, and thus that the presence of “money” allows the economy to
reach the golden-rule level of storage.

(c) Show that there are also equilibria with P;,; = P;/x for all t = 0.

(d) Finally, explain why P; = « for all t (that is, money 1s worthless) 1s also
an equilibrium. Explain why this 1s the only equilibrium if the economy
ends at some date, as in Problem 2.19(b), below. (Hint: reason backward
from the last period.)

The source of dynamic inefficiency. There are two ways 1 which the Dia-
mond and Samuelson models differ from texthook models. First, markets are
mcomplete: because individuals cannot trade with individuals who have not
been born, some possible transactions are ruled out. Second, because time
goes on forever, there is an infinite number of agents. This problem asks you
to investigate which of these is the source of the possibility of dynamic inef-
ficiency. For simplicity, 1t focuses on the Samuelson overlapping-generations
model (see the previous two problems), again with log utility and no discount-
mg. To simplify further, 1t assumes n = 0 and 0 < x < 1. The basic 1ssues,
however, are general.

and & = 1. With this production function, simce mdividuals supply 1 unit of labor when they
are young, an mdividual born in t obtains A umts of the good. And each unit saved yields
1+r=1+0F(K,AL)/oK — 8 =1+ x — 1 = x unmts of second-period consumption.
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(a) Incomplete markets. Suppose we eliminate incomplete markets from the
model by allowing all agents to trade in a competitive market “before”
1 the beginning of time. That is, a Walrasian auctioneer calls out prices
Qq, Q1,Q.,... for the good at each date. Individuals can then make sales
| and purchases at these prices given their endowments and their ability
‘ to store. The budget constraint of an individual born at t is thus Q:Cy; +
Qr+1Cors1 = Qr(A—S5¢)+ Qr+1XS:, where Sy (which must satisfy 0 < §; < A)

is the amount the individual stores.

(i) Suppose the auctioneer announces Q;.; = Q;/x for all t > 0. Show
that in this case individuals are indifferent concerning how much to
store, that there is a set of storage decisions such that markets clear
at every date, and that this equilibrium is the same as the equilibrium
described in part (a) of Problem 2.17.

(if) Suppose the auctioneer announces prices that fail to satisfy Q;+; =
' Q. /x at some date. Show that at the first date that does not satisfy
this condition the market for the good cannot clear, and thus that
the proposed price path cannot be an equilibrium.

(b) Infinite duration. Suppose that the economy ends at some date T. That
is, suppose the individuals born at T live only one period (and hence seek
to maximize C;ir1), and that thereafter no individuals are born. Show that
the decentralized equilibrium is Pareto-efficient.

(c) Inlight of these answers, is it incomplete markets or infinite duration that
is the source of dynamic inefficiency?

2.20. Explosive paths in the Samuelson overlapping-generations model (See
Black, 1974; Brock, 1975; and Calvo, 1978a.) Consider the setup described
in Problem 2.18. Assume that x is zero, and assume that utility is constant-
relative-risk-aversion with 6 < 1 rather than logarithmic. Finally, assume for
simplicity that n = 0.

(a) What is the behavior of an individual born at t as a function of P¢/P;.17?
Show that the amount of his or her endowment that the individual sells
for money is an increasing function of P;/P;,; and approaches zero as
this ratio approaches zero.

(b) Suppose Py/P, < 1. How much of the good are the individuals born in
period O planning to buy in period 1 from the individuals born then? What
must P; /P, be for the individuals born in period 1 to want to supply this
amount?

(c) Iterating this reasoning forward, what is the gqualitative behavior of
P;/P; .1 over time? Does this represent an equilibrium path for the econ-
omy?

(d) Can there be an equilibrium path with Py/P; > 17




Chapter 3
BEYOND THE SOLOW MODEL:
NEW GROWTH THEORY

The models we have seen so far do not provide satisfying answers to our
central questions about economic growth. The models’ principal result is a
negative one: if capital’s earnings reflect its contribution to output and if its
share in total income is modest, then capital accumulation cannot account
for a large part of either long-run growth or cross-country income differ-
ences. And the only determinant of income in the models other than capital
1s a mystery variable, the “effectiveness of labor” (A), whose exact meaning
1s not specified and whose behavior is taken as exogenous.

This chapter therefore investigates the fundamental questions of growth
theory more deeply. It considers two broad views. The first view is that the
driving force of growth is the accumulation of knowledge. This view agrees
with the Solow model and the models of Chapter 2 that capital accumulation
1s not central to growth. But it differs from these models in explicitly inter-
preting the effectiveness of labor as knowledge and in formally modeling
1ts evolution over time. This view is the subject of Part A of the chapter. We
will analyze the dynamics of the economy when knowledge accumulation is
modeled explicitly and consider various views concerning how knowledge
1s produced and what determines the allocation of resources to knowledge
production.

The second view is that, contrary to the Solow model and the models of
Chapter 2, capital is central to growth. Specifically, we will consider models
that take a broader view of capital than we have considered so far—most
mmportantly, extending it to include human capital. These models imply that
physical capital’s income share may not be a good guide to the overall im-
portance of capital. We will see that, as a result, it is possible for capital
accumulation alone to have large effects on real incomes. These models are
the subject of Part B of the chapter.

95
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Part A Research and Development
Models

3.1 Framework and Assumptions
Overview

The view of growth that is most in keeping with the models we have seen
is that the effectiveness of labor represents knowledge or technology. Cer-
tainly it is plausible that technological progress is the reason that more out-
put can be produced today from a given quantity of capital and labor than
could be produced a century or two ago. The natural extension of Chapters
1 and 2 is thus to model the growth of A rather than to take it as given.

To do this, we need to introduce an explicit research and development
(or R&D) sector, and then model the production of new technologies. We
also need to model the allocation of resources between conventional goods
production and R&D.

In our formal modeling, we will take a fairly mechanical view of the pro-
duction of new technologies. Specifically, we will assume a largely conven-
tional production function in which labor, capital, and technology are com-
bined to produce improvements in technology in a deterministic way. Of
course, this is not a complete description of technological progress. But it is
reasonable to think that, all else equal, devoting more resources to research
yields more discoveries; this is what the production function captures. Since
we are interested in growth over extended periods, modeling the random-
ness in technological progress would give little additional insight. And if
we want to analyze the consequences of changes in other determinants of
the success of R&D, we can introduce a shift parameter in the knowledge
production function and examine the effects of changes in that parame-
ter. The model provides ne insight, however, concerning what those other
determinants of the success of research activity are.

We make two other major simplifications. First, both the R&D and goods
production functions are assumed to be generalized Cobb-Douglas func-
tions. Second, in the spirit of the Solow model, the model takes the fraction
of output saved and the fractions of the labor force and the capital stock
used in the R&D sector as exogenous and constant. These assumptions do
not change the model’s main implications.

Specifics

The specific model we consider is a simplified version of the models of
R&D and growth developed by P. Romer (1990), Grossman and Helpman
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1991a), and Aghion and Howitt (1992).! The model, like the others we have
studied, involves four variables: labor (L), capital (K), technology (A), and
sutput (Y). The model is set in continuous time. There are two sectors, a
zoods-producing sector where output is produced and an R&D sector where
additions to the stock of knowledge are made. Fraction a; of the labor force
s used in the R&D sector and fraction 1 — g; in the goods-producing sector;
similarly, fraction ax of the capital stock is used in R&D and the rest in
zo0ds production. Both sectors use the full stock of knowledge, A: because
-he use of an idea or a piece of knowledge in one place does not prevent it
‘rom being used elsewhere, we do not have to consider the division of the
stock of knowledge between the two sectors.
The quantity of output produced at time ¢ is thus

Y() = (1 — ag) K(OP[AGQA ~ apLO)]t™¢, O0<a<]1. (3.1)

Aside from the 1 — ax and 1 — a; terms and the restriction to the Cobb-
Douglas functional form, this production function is identical to those of
our earlier models. Note that equation (3.1) implies constant returns to cap-
:tal and labor: with a given technology, doubling the inputs doubles the
amount that can be produced.

The production of new ideas depends on the quantities of capital and
labor engaged in research and on the level of technology:

A(t) = Glag K(0), a L(D), AL). 32

Under the assumption of generalized Cobb-Douglas production, this be-
comes

A(t) = BlagK(OPla LD A(t)’,  B>0, B=0, y=0, (3.3

where B is a shift parameter.

Notice that the production function for knowledge is not assumed to
have constant returns to scale to capital and labor.? The standard argu-
ment that there must be at least constant returns is a replication one: if the
inputs double, the new inputs can do exactly what the old ones were doing,
thereby doubling the amount produced. But in the case of knowledge pro-
duction, exactly replicating what the existing inputs were doing would cause
the same set of discoveries to be made twice, thereby leaving A unchanged.
Thus it is possible that there are diminishing returns in R&D. At the same
time, interactions among researchers, fixed setup costs, and so on may be
important enough in R&D that doubling capital and labor more than doubles
output. We therefore also allow for the possibility of increasing returns.

1See also Uzawa (1965); Shell (1966, 1967); and Phelps (1966b).

>The fact that the function does not necessarily have constant returns is the reason for
referring to it as a generalized Cobb-Douglas function.
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In addition, there does not appear to be any strong basis for restricting
how increases in the stock of knowledge affect the production of new knowl-
edge; thus no restriction is placed on 6 in (3.3). If 6 = 1, A is proportional
to A; the effect is stronger if 6 > 1 and is weaker if 9 < 1.

As in the Solow model, the saving rate is exogenous and constant. In
addition, depreciation is set to zero for simplicity. Thus,

K(t) = sY(t). (3.4)
Finally, we continue to treat population growth as exogenous:
Lty=nLt), n=0. (3.5)

This completes the description of the model.3

Because the model has two stock variables whose behavior is endoge-
nous, K and A, it is more complicated to analyze than the Soclow model. We
therefore begin by considering the model without capital; that is, we set «
and B to zero. This case shows most of the model’s central messages. We
then turn to the general case.

3.2 The Model without Capital
The Dynamics of Knowledge Accumulation

When there is no capital in the model, the production function for output
(equation [3.1]) becomes

Y(t) = A(t)( — ap)L(t). (3.6)
Similarly, the production function for new knowledge (equation [3.3]) is now
A(t) = BlarL(t)]” A(t)°. (3.7

Population growth continues to be described by equation (3.5).

Equation (3.6) implies that output per worker is proportional to A, and
thus that the growth rate of output per worker equals the growth rate of
A. We therefore focus on the dynamics of A, which are given by (3.7). The
growth rate of A, denoted g4, is

At)
galt) = A 3.8)

= Ba] L(t)? A(t)" L.

3The model contains the Solow model with Cobb-Douglas production as a special case:
if B, v, ax, and q; are all equal to zero and 6 1s 1, the production function for knowledge
becomes A = BA (which implies that A grows at a constant rate), and the other equations of
the model simplify to the corresponding equations of the Solow model.
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FIGURE 3.1 The dynamics of the growth rate of knowledge when 6 <1

Since B and a; are constant, whether g, is rising, falling, or constant de-
2ends on the behavior of LY A?~1, In particular, (3.8) implies that the growth

ate of g4 is y times the growth rate of L plus 6 — 1 times the growth rate
of A. Thus,*

ga(t) = [yn + (0 = 1)ga(t)]ga(t). (3.9)

The initial values of L and A and the parameters of the model determine the
tutial value of g4 (by [3.8]). Equation (3.9) then determines the subsequent
behavior of ga.

The production function for knowledge, (3.7), implies that g4 is always
positive. Thus g4 is rising if yn +(8 — 1)g.4 is positive, falling if this quantity
is negative, and constant if it 1s zero. g4 is therefore constant when

.
1-6 (3.10)

=g;.

To describe further how the growth rate of A behaves (and thus to char-

acterize the behavior of output per worker), we must distinguish among the
cases 8 < 1,6 > 1, and 8 = 1. We discuss each in turn.

ga

Casel:0<1

Equation (3.9) implies that, when @ is less than 1, g is falling if it exceeds g}
and is rising if it is less than g:. Thus, regardless of the initial conditions,
14 converges to gy. The phase diagram is shown in Figure 3.1. Once ga
reaches g}, both A and Y /L grow steadily at this rate; thus the economy 1s
on a balanced growth path.

*To denwve (3.9) formally, differentiate (3.8) with respect to time to find g, and then use
the defimition of ga.
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This model is our first example of a model of endogenous growth. In
this model, in contrast to the Solow, Ramsey, and Diamond models, the
long-run growth rate of output per worker is determined within the model
rather than by an exogenous rate of technological progress.

The model implies that the long-run growth rate of output per worker,
g1, is an increasing function of the rate of population growth, n. Indeed,
positive population growth is necessary for sustained growth of output per
worker. This may seem troubling; for example, the growth rate of output
per worker is not on average higher in countries with faster population
growth.

If we think of the model as one of worldwide economic growth, however,
this result is reasonable. A natural interpretation of the model is that A
represents knowledge that can be used anywhere in the world. With this
interpretation, the model does not imply that countries with greater popu-
lation growth enjoy greater income growth, but only that higher worldwide
population growth raises worldwide income growth. And it is plausible
}hat, at least up to the point where resource limitations (which are omit-
ted from the model) become important, higher population is beneficial
to the growth of worldwide knowledge: the larger the population is, the
more people there are to make new discoveries. What the result about
the necessity of positive population growth to sustained growth of out-
put per worker is telling us is that, if adding to the stock of knowledge
becomes more difficult as the stock of knowledge rises (that is, if 8 < 1),
growth would taper off in the absence of population growth. We discuss
this issue further (and even consider some relevant empirical evidence) in
Section 3.7.

Equation (3.10) also implies that although the rate of population growth
affects long-run growth, the fraction of the labor force engaged in R&D (a;)
does not. This too may seem surprising: since growth is driven by techno-
logical progress and technological progress is endogenous, it is natural to
expect an increase in the fraction of the economy’s resources devoted to
technological progress to increase long-run growth. The reason that this
does not occur is that, because 6 is less than 1, the increase in a; has a
level effect but not a growth effect on the path of A. Equation (3.8) implies
that the increase in a; causes an immediate increase in g4. But as the phase
diagram shows, because of the limited contribution of the additional knowl-
edge to the production of new knowledge, this increase in the growth rate
of knowledge is not sustained. Thus, paralleling the impact of a rise in the
saving rate on the path of output in the Solow model, the increase in ag; re-
sults in a rise in g4 followed by a gradual return to its initial level; the level
of A therefore moves gradually to a parallel path higher than its initial one.
This is shown in Figure 3.2.°

3See Problem 3.1 for an analysis of how the change in a; affects the path of output.
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InA

ty t
FIGURE 3.2 The impact of a rise in the fraction of the labor force engaged in
R&D when 6 <1

Case 2:0>1

The second case to consider is ¢ greater than 1. In this case, (3.9) implies
that g4 is increasing in g4; and since g, is necessarily positive, it also implies
that g4 must be positive. The phase diagram is shown in Figure 3.3.

The implications of this case for long-run growth are very different
from those of the previous case. As the phase diagram shows, the economy
now exhibits ever-increasing growth rather than converging to a balanced

da

W

0

gA
FIGURE 3.3 The dynamics of the growth rate of knowledge when 6 > 1
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InA

t

FIGURE 3.4 The impact of a rise in the fraction of the labor force engaged in
R&D when 6 > 1

growth path. Intuitively, here knowledge is so useful in the production of
new knowledge that each marginal increase in its level results in so much
more new knowledge that the growth rate of knowledge rises rather than
falls. Thus once the accumulation of knowledge begins—which it necessar-
ily does in the model—the economy embarks on a path of ever-increasing
growth.

The impact of an increase in the fraction of the labor force engaged
in R&D is now dramatic. From Equation (3.8), an increase in q; causes an
immediate increase in g4, as before. But g, is an increasing function of g4;
thus g4 rises as well. And the more rapidly ga rises, the more-rapidly its
growth rate rises. Thus the increase in a; leads to an ever-widening gap
between the new path of A and the path it otherwise would have followed.
This is depicted in Figure 3.4.

Case3:0=1
When 4 is exactly equal to 1, the expressions for g4 and g4 simplify to
ga(t) = Ba; L(t)?, (3.11)

ga(t) = ynga(r). (3.12)
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9ga

FIGURE 3.5 The dynamics of the growth rate of knowledge when 6 = 1 and
n>0

If population growth is positive, g4 is growing over time; in this case the
dynamics of the model are similar to those when 6 > 1. Figure 3.5 shows
the phase diagram for this case.5

If population growth is zero (or if vy is zero), g4 is constant regardless of
1ts initial situation. In this case, knowledge is just useful enough in produc-
ing new knowledge that the level of A has no impact on its growth rate. Thus
there is no adjustment toward a balanced growth path: no matter where
it begins, the economy immediately exhibits steady growth. As equations
13.6) and (3.11) show, the growth rates of knowledge, output, and output
per worker are all equal to Ba; L” in this case. Thus in this case a; affects
the long-run growth rate of the economy.

Since the output good in this economy has no use other than in con-
sumption, it is natural to think of it as being entirely consumed. Thus 1 - ar
1s the fraction of society’s resources devoted to producing goods for current
consumption, and a; is the fraction devoted to producing a good (namely
knowledge) that is useful for producing output in the future. Thus one can
think of g; as a measure of saving in this economy.

®One slightly awkward feature of using the generalized Cobb-Douglas production func-
tion is that, in the cases of § > 1 and of # = 1 and n > 0, it implies not merely that growth
1s increasing, but that it rises so fast that output reaches infinity in a finite amount of time.
Consider, for example, the case of # > 1 with n = 0. One can check that A(t) = ¢, /{c;—t)/~D,
with ¢, = 1/[(¢ — 1)Ba/ L"]"“~" and ¢, chosen so that A(Q) equals the initial value of A, sat-
1sfies (3.7). Thus A explodes at time ¢,. Since output cannot reach infinity in a finite time,
this implies that the generalized Cobb-Douglas production function must break down at
~ome point. But it does not mean that the function cannot provide a good description over
ne relevant range. Indeed, Section 3.7 presents evidence that a model similar to this one
orovides a good approximation to historical data over thousands of years.
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With this interpretation, this case of the model provides a simple exam-
ple of a model where the saving rate affects long-run growth. Models of this
form are known as linear growth models; for reasons that will become clear
in Section 3.4, they are also known as Y = AK models. Because of their sim-
plicity, linear growth models have received a great deal of attention in work
on endogenous growth.

The Importance of Returns to Scale to Produced
Factors

‘The reason that these three cases have such different implications is that
whether ¢ is less than, greater than, or equal to 1 determines whether there
are decreasing, increasing, or constant returns to scale to produced factors
of production. The growth of labor is exogenous, and we have eliminated
capital from the model; thus knowledge is the only produced factor. There
are constant returns to knowledge in goods production. Thus whether there
are on the whole increasing, decreasing, or constant returns to knowledge in
this economy is determined by the returns to scale to knowledge in knowl-
edge production—that is, by 6.

To see why the returns to the produced input are critical to the behavior
of the economy, suppose that the economy is on some path, and suppose
there is an exogenous increase in A of 1 percent. If 6 is exactly equal to 1,
A grows by 1 percent as well: knowledge is just productive enough in the
production of new knowledge that the increase in A is self-sustaining. Thus
the jump in A has no effect on its growth rate. If # exceeds 1, the 1 percent
increase in A causes more than a 1 percent increase in A. Thus in this case
the increase in A raises the growth rate of A. Finally, if 9 is less than 1, the 1
percent increase in A results in an increase of less than 1 percent in A, and
so the growth rate of knowledge falls.

3.3 The General Case ’

We now want to reintroduce capital into the model and determine how this
modifies the earlier analysis. Thus the model is now described by equations
(3.1) and (3.3)~(3.5) rather than by (3.5)-(3.7).

The Dynamics of Knowledge and Capital
As mentioned above, when the model includes capital, there are two endoge-

nous stock variables, A and K. Paralleling our analysis of the simple model,
here we focus on the dynamics of the growth rates of A and K. Substituting
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the production function, (3.1), into the expression for capital accumulation,
13.4), vields

K(t) = s(1 — ag)*(1 — ap)' *K ()T A - L(e) . (3.13)
Dividing both sides by K (t) and defining cg = s(1 — ag)*(1 — az)!~* gives us

K@)
gK(t):—K(t)

. rAmLnte

_CK[ K(0) ] ’

(3.14)

-

Thus whether gx is rising, falling, or holding steady depends on the behav-
ior of AL/K. The growth rate of this ratio is g4 + n — gx. Thus gk is rising
if ga + n — gx is positive, falling if this expression is negative, and constant
if it is zero. This information is summarized in Figure 3.6. In (g4, gk ) Space,
the locus of points where g is constant has an intercept of n and a slope
of one. Above the locus, gx is falling; below the locus, it is rising.

Similarly, dividing both sides of equation (3.3) by A(t) yields an expres-
sion for the growth rate of A:

ga(t) = caK (P L(t) A(D)°* 1, (3.15)

gk

n

0
gda

FIGURE 3.6 The dynamics of the growth rate of capital in the general version
of the model
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where ¢4 = Ba[’<3 a; . Aside from the presence of the K# term, this is essen-
tially the same as equation (3.8) in the simple version of the model. Equation
(3.15) implies that the behavior of g4 depends on 8gx + yn + (8 — 1)ga: ga is
rising if this expression is positive, falling if it is negative, and constant if it
is zero. This is shown in Figure 3.7. The set of points where g4 is constant
has an intercept of —yn /g and a slope of (1 — 6)/8 (the figure is drawn for
the case of 8 < 1, so this slope is shown as positive). Above this locus, ga is
rising; and below the locus, it is falling.

The production function for output (equation [3.1]) exhibits constant re-
turns to scale in the two produced factors of production, capital and knowl-
edge. Thus whether there are on net increasing, decreasing, or constant
returns to scale to the produced factors depends on their returns to scale
in the production function for knowledge, equation (3.3). As that equation
shows, the degree of returns to scale to K and A in knowledge production
is B + ¢: increasing both K and A by a factor of X increases A by a factor of
XE&+%_ Thus the key determinant of the economy’s behavior is now not how
# compares with 1, but how g + 6 compares with 1. As before, we discuss
each of the three possibilities.

Casel: p+6<1

If B + 6 is less than 1, (1 — 6)/8 is greater than 1. Thus the locus of points
where g4 = 0 is steeper than the locus where gx = 0. This case is shown in

9k ga=0
(ga>0) (ga<0) :
0
gda
yn
s

FIGURE 3.7 The dynamics of the growth rate of knowledge in the general ver-
sion of the model
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Figure 3.8. The initial values of g4 and gk are determined by the parameters
of the model and by the initial values of A, K, and L. Their dynamics are then
as shown in the figure.

The figure shows that regardless of where g4 and gx begin, they con-
verge to Point E in the diagram. Both g4 and gk are zero at this point. Thus
the values of g4 and gk at Point E, which we denote g and g;, must satisfy

gi+n—-gg =0 (3.16)
and
Bgg +yn +(8 - gif = 0. (3.17)

Rewriting (3.16) as gg = g5 + n and substituting into (3.17) yields

Bgi + (B +vyn+(6-1)gf =0, (3.18)
or
* _ B+y
=T Gip™ (3.19)
9k ga=0
gx=90

ga

FIGURE 3.8 The dynamics of the growth rates of capital and knowledge when
B+6<1
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9k ' r. ’ gx =

gda

_rn
B

FIGURE 3.9 The dynamics of the growth rates of capital and knowledge when
B+0>1

From above, g is simply g; + n. Equation (3.1) then implies that when A
and K are growing at these rates, outpul is growing at rate g;*. Output per
worker is therefore growing at rate g3 .

This case is similar to the case when 6 is less than 1 in the version of
the model without capital. Here, as in that case, the long-run growth rate
of the economy is endogenous, and again long-run growth is an increasing
function of population growth and is zero if population growth is zero. The
fractions of the labor force and the capital stock engaged in R&D, a; and
ak, do not affect long-run growth; nor does the saving rate, s. The reason
that these parameters do not affect long-run growth is essentially the same
as the reason that a; does not affect long-run growth in the simple version
of the model.”

Case2: 8 +0>1

In this case, the loci where g4 and gg are constant diverge, as shown in
Figure 3.9. As the phase diagram shows, regardless of where the economy
starts, it eventually enters the region between the two loci. Once this occurs,
the growth rates of both A and K, and hence the growth rate ol output, in-
crease continually. One can show that increases in s and n cause output per
worker to rise above its previous trajectory by an ever-increasing amount.

7See Problem 3.5 for a more detailed analysis of the impact of a change in the saving
rate in this model.
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The effects of changes in a; and agx are more complicated, however, since
they involve shifts of resources between the two sectors. Thus this case is
analogous to the case when 6 exceeds 1 in the simple model.

Case3:8+60=1

The final possibility is that 8 + 6 equals 1. In this case, (1 - 6)/8 equals 1,
and thus the g4 = 0 and gx = 0 loci have the same slope. If n is positive,
the gr = 0 line lies above the g4 = 0 line, and the dynamics of the economy
are similar to those when g + 6 > 1; this case is shown in Panel (a) of Figure
3.10.

9k l—* gx=0 ga=0

n
0
ga
_m
B
(a)
dx l_’ ax=9,1=0
ga

(b)

FIGURE 3.10 The dynamics of the growth rates of capital and knowledge when
p+o=1
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If n is zero, on the other hand, the two loci lie directly on top of one
another, as shown in Panel (b) of the figure. The figure shows that, regardless
of where the economy begins, it converges to a balanced growth path. As in
the case of § = 1 and n = 0 in the model without capital, the phase diagram
does not tell us what balanced growth path the economy converges to. One
can show, however, that the economy has a unique balanced growth path,
and that the economy’s growth rate on that path is a complicated function of
the parameters. Increases in the saving rate and in the size of the population
increase this long-run growth rate; the intuition is essentially the same as
the intuition for why increases in a; and L increase long-run growth when
there is no capital. And, as in Case 2, increases in a; and ag have ambiguous
effects on long-run growth. Unfortunately, the derivation of the long-run
growth rate is tedious and not particularly insightful. Thus we will not work
through the details.?

A specific example of a model of knowledge accumulation and growth
whose macroeconomic side fits into this framework is P. Romer’s model of
“endogenous technological change” (Romer, 1990; the microeconomic side
of Romer’s model, which may be of more importance, is discussed in Section
3.4). As here, population growth is zero, and there are constant returns to
scale to the produced inputs in both sectors. In addition, R&D uses labor
and the existing stock of knowledge, but not physical capital. Thus in our
notation, the production function for new knowledge is

A(t) = BarLA(t). (3.20)
Since all physical capital is used to produce goods, goods production is
Y(t) = K(t)*[(1 — apLA(D)]* . (3.21)

Our usual assumption of a constant saving rate (so K(t) = sY(t)) completes
the model.? This is the case we have been considering with 8 =0, 6 = 1,
and y = 1. To see the implications of this version of the model, note that
(3.20) implies that A grows steadily at rate BayL. This means the model is
identical to the Solow model with n = § = 0 and with the rate of technolog-
ical progress equal to Ba; L. Thus (since there is no population growth), the
growth rates of output and capital on the balanced growth path are Ba;L.
This model provides a simplc cxample of a situation where long-run growth
is endogenous (and depends on parameters other than population growth),
but is not affected by the saving rate.

8See Problem 3.6.

YAt the aggregate level, Romer’s model differs in two minor respects from this. First,
a; and s are built up from microeconomic relationships, and are thus endogenous and po-
tentially time-varying; in equilibrium they are constant, however. Second, his model distin-
guishes between skilled and unskilled labor; unskilled labor is used only in goods produc-
tion. The stocks of both types of labor are exogenous and constant, however.
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3.4 The Nature of Knowledge and the
Determinants of the Allocation of
Resources to R&D

Overview

Virtually all of the previous discussion takes the saving rate, s, and the
fractions of inputs devoted to R&D, a; and ak, as given. The models of
Chapter 2 (and of Chapter 7 as well) show the ingredients that are needed
to make s endogenous. This leaves the question of what determines a; and
ag . This section is devoted to that issue.

So far we have simply described the “A” variable produced by R&D as
knowledge. But knowledge comes in many forms. It is useful to think of
there being a continuum of types of knowledge, ranging from the highly
abstract to the highly applied. At one extreme is basic scientific knowledge
with broad applicability, such as the Pythagorean theorem, the germ the-
ory of disease, and the theory of quantum mechanics. At the other extreme
is knowledge about specific goods, such as how to start a particular lawn
mower on a cold morning. In between is a wide range of ideas relevant to
various classes of products, from the design of the transistor or the inven-
tion of the record player to an improved layout for the kitchen of a fast-food
restaurant or a recipe for a better-tasting soft drink.

Many of these different types of knowledge play important roles in eco-
nomic growth. Imagine, for example, that a hundred years ago there had
been a halt to basic scientific progress, or to the invention of applied tech-
nologies useful in broad classes of goods, or to the invention of new prod-
ucts, or to improvements in the design and use of products after their
invention. These changes would have had different effects on growth, and
those effects would have occurred with different lags, but it seems likely
that all of them would have led to substantial reductions in growth.

There is no reason to expect the determinants of the accumulation of
these different types of knowledge to be the same: the forces underlying, for
example, the advancement of basic mathematics are different from those
behind improvements in the design of fast-food restaurants. There is thus
no reason to expect a unified theory of the growth of knowledge. Rather,
we should expect to find various factors underlying the accumulation of
knowledge.

At the same time, as Romer (1990) emphasizes, all types of knowledge
share one essential feature: they are nonrival. That is, the use of an item
of knowledge, whether it is the Pythagorean theorem or a soft-drink recipe,
in one application makes its use by someone else no more difficult. Conven-
tional private economic goods, in contrast, are rival: the use of, say, anitem of
clothing by one individual precludes its simultaneous use by someone else.
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An immediate implication of this fundamental property of knowledge
is that the production and allocation of knowledge cannot be completely
governed by competitive market forces. The marginal cost of supplying an
item of knowledge to an additional user, once the knowledge has been dis-
covered, is zero. Thus the rental price of knowledge in a competitive market
is zero. But then the creation of knowledge could not be motivated by the
desire for private economic gain. It follows that either knowledge is sold
at above its marginal cost or its development is not motivated by market
forces. Thus some departure from a competitive model is needed.

Romer emphasizes that, although all knowledge is nonrival, it is hetero-
geneous along a second dimension: excludability. A good is excludable if it is
possible to prevent others from using it. Thus conventional private goods
are excludable: the owner of a piece of clothing can prevent others from
using it.

In the case of knowledge, excludability depends on both the nature of the
knowledge itself and on economic institutions governing property rights.
Patent laws, for example, give inventors rights over the use of their designs
and discoveries. Under a different set of laws, inventors’ ability to prevent
the use of their discoveries by others might be smaller. To give another ex-
ample, copyright laws give an author who finds a better organization for a
textbook little ability to prevent other authors from adopting that organiza-
tion. Thus the excludability of the superior organization is limited. (Because,
however, the copyright laws prevent other authors from simply copying the
entire textbook, adoption of the improved organization requires some ef-
fort; as a result there is some degree of excludability, and thus some po-
tential to earn a return from the superior organization.) But it would be
possible to alter the law to give authors stronger rights concerning the use
of similar organizations by others.

In some cases, excludability is more dependent on the nature of the
knowledge and less dependent on the legal system. The recipe for Coca-
Cola is sufficiently complex that it can be kept secret without copyright or
patent protection. The technology for recording television programs onto
videocassette is sufficiently simple that the makers of the programs were
unable to prevent viewers from recording the programs (and the “knowl-
cdge” they contained) even beftore courts ruled that such recording for per-
sonal use is legal.

The degree of excludability is likely to have a strong influence on how the
development and allocation of knowledge depart from perfect competition.
If a type of knowledge is entirely nonexcludable, there can be no private gain
in its developmenl; thus R&D in lhese areas must come from elsewhere. But
when knowledge is excludable, the producers of new knowledge can license
the right to use the knowledge at positive prices, and hence hope to earn
positive returns on their R&D efforts.

With these broad remarks, we can now turn to a discussion of some of
the major forces governing the allocation of resources to the development
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of knowledge. Four forces have received the most attention: support for ba-
sic scientific research, private incentives for R&D and innovation, alternative
opportunities for talented individuals, and learning-by-doing.

Support for Basic Scientific Research

Basic scientific knowledge has traditionally been made available relatively
freely; the same is true of the results of research undertaken in such institu-
tions as modern universities and medieval monasteries. Thus this research
is not motivated by the desire to earn private returns in the market. Instead
it is supported by governments, charities, and wealthy individuals and is
pursued by individuals motivated by this support, by desire for fame, and
perhaps even by love of knowledge.

The economics of this type of knowledge are relatively straightforward.
Since it is given away at zero cost and since it is useful in production, it has
a positive externality. Thus its production should be subsidized.'® If one
added, for example, the infinitely-lived households of the Ramsey model to
a model of growth based on this view of knowledge accumulation, one could
compute the optimal research subsidy. Phelps (1966b), Nordhaus (1967),
and Shell (1966, 1967) provide examples of this type of analysis.

3

Private Incentives for R&D and Innovation

Many innovations, ranging from the introductions of entirely new products
to small improvements in existing goods, receive little or no external sup-
port and are motivated almost entirely by the desire for private gain. The
modeling of these private R&D activities and their implications for economic
growth has been the subject of considerable recent research; important ex-
amples include Romer (1990), Grossman and Helpman (1991a), and Aghion
and Howitt (1992).

As suggested above, for R&D to result from economic incentives, the
knowledge created by this R&D must be at least somewhat excludable. Thus
the developer of a new idea has some degree of market power. Typically, the
developer is modeled as having exclusive control over the use of the idea
and as licensing its use to the producers of final goods. The fee that the
innovator can charge for the use of the idea is limited by the usefulness
of the idea in production, or by the possibility that others, motivated by
the prospect of high returns, will devote resources to learning the idea. The
quantities of the factors of production engaged in R&D are modeled in turn
as resulting from factor movements that equate the private factor payments
in R&D with the factor payments in the production of finai goods.

10 This implication makes academics sympathetic to this view of knowledge.



114 Chapter 3 BEYOND THE SOLOW MODEL: NEW GROWTH THEORY

The Romer, Grossman-Helpman, and Aghion-Howitt models provide ex-
amples of complete models that formalize these notions. At the macroeco-
nomic level, the models are similar to the third case in the previous section
(6 +B =1 and n = 0), since that model is tractable and since it implies that
the quantity of resources engaged in R&D may affect long-run growth. The
models’ microeconomic structures, however, are much richer.

Since economies like these are not perfectly competitive, their equilib-
ria are not in general optimal. In particular, the decentralized equilibria
may have inefficient divisions of resources between R&D and conventional
goods production. Three externalitics from R&D have been identified: the
consumer-surplus effect, the business-stealing effect, and the R&D effect.

The consumer-surplus effect is that the individuals or firms licensing
ideas from innovators obtain some surplus, since innovators cannot engage
in perfect price discrimination. Thus this is a positive externalily from R&D.

The business-stealing effect is that the introduction of a superior tech-
nology typically makes existing technologies less attractive, and therefore
harms the owners of those technologies. This externality is negative.!!

Finally, the R&D effect is that innovators are generally assumed not to
control the use of their knowledge in the production of additional knowl-
edge. In terms of the model of the previous section, innovators are assumed
to earn returns on the use of their knowledge in goods production (equa-
tion [3.1]) but not in knowledge production (equation [3.3]). This assump-
tion matches the institutional fact that a description of a new technology
must be made available after a patent is granted, so that the knowledge can
be used by other inventors. Thus the development of new knowledge has a
positive externality on others engaged in R&D.

The net effect of these three externalities is ambiguous. It is possible to
construct examples where the business-stealing externality outweighs both
the consumer-surplus and R&D externalities. In this case the incentives to
caplure the profits being earned by other innovators cause too many re-
sources to be devoted to R&D. The result is that the economy’s equilibrium
growth rate may be inefficiently high (Aghion and Howitt, 1992). [t is gener-
ally believed, however, that the normal situation is for the overall externality
from R&D to be positive. In the model developed by Romer (1990), for ex-
ample, the consumer-surplus and business-stealing effects just balance, so
on net only the positive R&D effect remains. In this case the equilibrium
level of R&D is inefficiently low, and R&D subsidies can increase welfare.

There can be additional externalities as well. For example, if innovators
have only incomplete control over the use of their ideas in goods production

UBoth the consumer-surplus and business-stealing effects are pecuniary externalities:
they operate through markets rather than outside them. As described in Chapter 2, such
externalities do not cause inefficiency in a compeltitive market. For example, the fact that
an individual’s love of carrots drives up the price of carrots harms other carrot buyers, but
benefits carrot producers. In the competitive case, these harms and benefits balance, and so
the competitive equilibrium is Pareto-efficient. But when there are departures from perfect
competition, pecuniary externalities can cause inefficiency.
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(that is, if there is only partial excludability), there is an additional reason
that the private return to R&D is below the social return. On the other hand,
the fact that the first individual to create an invention is awarded exclusive
rights to the invention can create excessive incentives for some kinds of
R&D; for example, the private returns to activities that causc one inventor
to complete an invention just ahead of a competitor can exceed the social
returns.'?

Alternative Opportunities for Talented Individuals

Baumol (1990) and Murphy, Shleifer, and Vishny (1991) observe that major
innovations and advances in knowledge are often the result of the work
of extremely talented individuals. They also observe that highly talented
individuals typically have choices other than just pursuing innovations and
producing goods. These observations suggest that the economic incentives
and social forces influencing the activities of highly talented individuals
may be important to the accumulation of knowledge.

Baumol takes a historical view of this issue. He argues that, in various
places and times, military conquest, political and religious leadership, tax
collection, criminal activity, philosophical contemplation, financial dealings,
and manipulation of the legal system have been attractive to the most tal-
ented members of society. He also argues that these activities often have
negligible (or even negative) social returns. That is, his argument is that
these activities are often forms of rent-seeking—attempts to capture exist-
ing wealth rather than to create new wealth. Finally, he argues that there has
been a strong link between how societies direct the energies of their most
able members and whether societies flourish over the long term,

Murphy, Shleifer, and Vishny provide a general discussion of the forces
that influence talented individuals’ decisions whether to pursue activities
that are socially productive. They emphasize three factors in particular.
The first is the size of the relevant market: the larger is the market from
which a talented individual can reap returns, the greater are the incen-
tives to enter a given activity. Thus, for example, low transportation costs
and an absence of barriers to trade encourage entrepreneurship; poorly
defined property rights that make much of an economy’s wealth vulner-
able to expropriation encourage rent-seeking. The second factor is the
degree of diminishing returns. Activities whose scale is limited by the en-
trepreneur’s time (such as performing surgeries, for example) do not offer
the same potential returns as activities whose returns are limited only by
the scale of the market (such as creating inventions, for instance). Thus,
for example, well-functioning capital markets that permit firms to expand
rapidly tend to promote entrepreneurship over rent-seeking. The final factor

12Gee Reinganum (1989) for an introduction to some of the issues raised by such patent
races.
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is the ability to keep the returns from one’s activities. Thus, clear property
rights tend to encourage entrepreneurship, whereas legally sanctioned rent-
seeking (through government or religion, for example) tends to encourage
socially unproductive activities.

Learning-by-Doing

The final determinant of knowledge accumulation is somewhat different
in character. The central idea is that, as individuals produce goods, they
inevitably think of ways of improving the production process. For example,
Arrow (1962) cites the empirical regularity that after a new airplane design
is introduced, the time required to build the frame of the marginal aircraft
is inversely proportional to the cube root of the number of aircraft of that
model that have already been produced; this improvement in productivity
occurs without any evident innovations in the production process. Thus
the accumulation of knowledge occurs in part not as a result of deliberate
efforts, but as a side effect of conventional economic activity. This type of
knowledge accumulation is known as learning-by-doing.

When learning-by-doing is the source of technological progress, the rate
of knowledge accumulation depends not on the fraction of the economy’s
resources engaged in R&D, but on how much new knowledge is generated
by conventional economic activity. Analyzing learning-by-doing therefore
requires some slight changes to our model. All inputs are now engaged in
goods production; thus the production function becomes

Y(t) = K(6)* AL« (3.22)

The simplest case of learning-by-doing is when learning occurs as a side
effect of the production of new capital. With this formulation, since the
increase in knowledge is a function of the increase in capital, the stock
of knowledge is a function of the stock of capital. Thus there is only one
stock variable whose behavior is endogenous.!? Making our usual choice of
a power function, we have

A(r) = BK(1)?, B>0, ¢>0. (3.23)

Equations (3.22)-(3.23), together with (3.4)-(3.5) describing the accumula-
tion of capital and Iabor, characterize the economy.

To analyze the properties of this economy, begin by substituting (3.23)
into (3.22); this yields

Y(t) = K()*B' 2K ()¢ -2 L(t)! e, (3.24)

13See Problem 3.7 for the case in which knowledge accumulation occurs as a side effect
of goods production rather than of capital accumulation.
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Since K(t) = sY(t), the dynamics of K are given by
K(t) = sSB' K (t)*K (1)*1 9Lyl " (3.25)

In our model of knowledge accumulation without capital in Section 3.2,
the dynamics of A are given by A(t) = Blar LD A(t)? (equation [3.7]). Com-
paring equation (3.25) of the learning-by-doing model with this equation
shows that the structures of the two models are similar. In the model of Sec-
tion 3.2, there is a single productive input, knowledge. Here, we can think
of there also being only one productive input, capital. As equations (3.7)
and (3.25) show, the dynamics of the two models are essentially the same.
Thus we can use the results of our analysis of the earlier model to analyze
this one. There, the key determinant of the economy’s dynamics is how 6
compares with 1. Here, by analogy, it is how ¢ + ¢(1 — «) compares with 1,
which is equivalent to how ¢ compares with 1.

If ¢ is less than 1, the long-run growth rate of the economy is a function
of the rate of population growth, n. If ¢ is greater than 1, there is explosive
growth. And if ¢ equals 1, there is explosive growth if n is positive and
steacdy growth if n equals Q.

Once again, a case that has received particular attention is ¢ = 1 and
n = 0. In this case, the production function (equation [3.24]) becomes

Y(t)=bK(t), b=Bl"oL'™=, (3.26)
Capital accumulation is therefore given by
K(t) = sbK(t). (3.27)

As in the similar cases we have already considered, the dynamics of this
economy are straightforward. Equation (3.27) immediately implies that K
grows steadily at rate sb. And since output is proportional to K, it also
grows at this rate. Thus we have another example of a model in which long-
run growth is endogenous and depends on the saving rate. Here it occurs
because the contribution ot capital is larger than its conventional contribu-
tion: increased capital not only raises output through its direct contribution
to production (the K¢ term in [3.24]), but also by indirectly contributing to
the development of new ideas and thereby making all other capital more
productive (the K#1-® term in [3.24]). Because the production function in
these models is often written using the symbol “A” rather than the “b” used
in (3.26), these models are often referred to as “Y = AK” models.14

14The model in P. Romer (1986) that launched the new growth theory fits fairly well
into this category. There are two main differences. First, the role played by physical capital
here is played by knowledge in Romer’s model: privately controlled knowledge both con-
tributes directly to production at a particular firm and adds to aggregate knowledge, which
contributes to production at all firms. Second, knowledge accumulation occurs through a
separate production function rather than through foregone output; there are increasing re-
turns to knowledge in goods production and (asymptotically) constant returns in knowledge
accumulation. As a result, the economy converges to a constant growth rate.
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3.5 Endogenous Saving in Models of
Knowledge Accumulation: An
Example'®

The analysis in the previous sections, following the spirit of the Solow
model, takes the saving rate as given. But again we sometimes want to
model saving behavior as acising from the choices of optimizing individu-
als or households, particularly if we are interested in welfare issues.

Making saving endogenous in models like the ones we have been con-
sidering is often difficult. Here we consider only the simplest case: a single
produced input, constant returns to that input, and no population growth.
Thatis, we consider the case of 9 = 1 and n = 0in the model with knowledge
but without physical capital, or the case of ¢ = 1 and n = 0 in the learning-
by-doing model. For concreteness, the discussion is phrased in terms of the
learning-by-doing model.!%

Assume that the division of output between consumption and saving is
determined by the choices of infinitely-lived households like those of the
Ramsey model of Chapter 2. Since there is no population growth, we can
assume that each household has exactly one member. Thus the utility func-
tion of the representative household is

0 e—pf C(t)l—u

U= t=0 l-0o

dt, p>0, o>0, (3.28)
where ¢ is the household’s consumption, p is its discount rate, and o is
its coefficient of relative risk aversion. (Except for the use of ¢ rather than
¢ and the fact that the size of the household is normalized to 1, this is
identical to equations [2.1]-[2.2].) Capital and labor are paid their private
marginal products. Households take their initial wealth and the paths of
interest rates and wages as given, and choose the path of consumption to
maximize U. i

When ¢ = 1, the aggregate production function, (3.24), is Y =
Bl-egegl-erl-e Recall that the K term is capital’s direct contribution
to output, and that the XK'~ term is its indirect contribution through the
accumulation of ideas. Thus the production function for a single firm, firm
i,is

Yi(t) = BY UK (0K () L)', (3.29)

15Readers who have not read Chapter 2 may wish to skip this section.

16Making saving endogenous in the cases either of multiple produced inputs or noncon-
stant returns is considerably more complex. Mulligan and Sala-i-Martin (1993) analyze the
case of two produced inputs and no population growth, with constant returns to the two
inputs. Romer (1986) is an example of a model with a single produced input, nonconstant
returns, and endogenous saving.
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where K; and L, are the amounts of capital and labor employed by the
firm and K is the aggregate capital stock, which the firm takes as given.
Thus the private marginal product of capital—the contribution of an
additional unit of capital employed by firm i to the firm’s output—is
aBl «K; 7K1l e[!-% The firm hires capital up to the point where the
private marginal product of capital equals the real interest rate.

In equilibrium, the capital-labor ratio is equated across firms. Thus K; /L;
must equal the aggregate capital-labor ratio, which is K /L. Substituting this
fact into the expression for the private marginal product of capital gives us

; r(t) = aB' 2K (t) 12K (r)le[l-=
—ab (3.30)

Il

v,

where the second line uses the definition of b as B!~2L!~2. Thus with con-
stant returns to capital and no population growth, the real interest rate is
constant.

Similarly, the wage is given by the private marginal product of labor:

w(t) = (1 - a)B K, () K(0) Ly (1)
=(1 - a)B'*K(1)L7¢, (3.31)
=(1 - a)bK(1)/L,

where the second line again uses the fact that, in equilibrium, each firm's
capital-labor ratio equals the aggregate ratio, K /L. Thus the real wage is
proportional to the capital stock.

From Chapter 2, we know that the consumption path of a household
whose utility is given by (3.28) satisfies

oy _rim-»p
c(t) o

(3.32)

(see equation [2.19]). Since ¥ is constant and equal to 7, consumption grows
steadily at rate (¥ — p)/o. Let g denote this growth rate, and assume that it
is less than 7.

The fact that consumption grows at rate g suggests that the capital stock
and output also grow at this rate: if they did not, the saving rate would be
continually rising or continually falling. To see if this is indeed the case,
we need to check whether assuming a growth rate of the capital stock of
g causes households to choose a level of consumption that actually causes
capital to grow at this rate. That is, our procedure is to guess that K and
Y grow at the same rate as consumption, and then to verify that this is an
equilibrium.
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If the capital stock grows at rate g, the wage at time t is (1—-«)bK (0)e' /L
(see [3.31]). Since the interest rate is constant at 7, this implies that the rep-
resentative household’s initial wealth plus the present value of its lifetime
labor income is K(0)/L + (1 — a)bK(0)/[(¥ — g)L]. And since consumption
grows at rate g, the present value of lifetime consumption is c(0)/(¥ - g).
Equating the present value of lifetime consumption with lifetime wealth and
solving for c(0) yields

- K
(0= F—T) [K(O) , 1 a)b K(©) ]

L L 7-7
=[1-a)b+F - g}@ (3.33)
KO

where the last line uses the fact that 7 = ab.

We can now verify that this consumption behavior causes the capital
stock to grow at rate g. Since ¢ and K are both growing at rate g and since
there are I households, (3.33) implies that total consumption, c(t)L, is given
by

City=((b gXK®. (3.34)

Substituting (3.34) and the production function, Y = bK, into the equation
of motion for K, K = Y - C, yiclds

K(t) = bK(t) — (b — §)K(t)
(3.35)

= gK(v).

Thus consumption, capital, and output all grow at a constant rate.!”

This analysis implies that if the economy is subjected to some kind of
shock (a change in p, for example), the ratio of consumption to the cap-
ital stock jumps immediately to its new balanced-growth-path value, and
consumption, capital, and output all immediately begin growing at a con-
stant rate. Thus there are no transitional dynamics to reach the balanced
growth path. Intuitively, the fact that production is linear means that there
is nothing special about any particular level of the capital stock or of the

7In addition, one can show that this is the only equilibrium. To see this, suppose C(0)
exceeds (b — g)K(0). Then consumption must be higher at every poinf in time than under
(3.34) (since C must grow at rate g ), and capital must therefore be lower. This implies that
the present value of lifetime consumption is higher than before and that the present value
of lifetime labor income is lower. But this means that households are violating their budget
constraint, and thus that this path is not possible. A similar argument shows that if C(0) is
less than (b — @)K (0), the present value of lifetime consumption is less than lifetime wealth.
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capital-labor ratio. For example, if a war suddenly halves the capital stock,
households respond simply by halving their consumption at every date.

The growth rate of the economy, g, is (ab - p)/o. Since K (t)/K(t) = s(t)b,
where s(t) is the fraction of output that is saved, the fact that K(t)/K(t) is
constant and equal to (ab — p)/o implies that s(t) is constant and equal to
(ab — p)/ob. Thus, for example, a lower value of households’ discount rate,
p, raises the saving rate and thereby increases long-run growth. A higher
value of « also increases saving and growth: the higher the private marginal
product of capital («b) is relative to the social marginal product (b), the
more households save, and thus the higher growth is. One implication is
that unless o equals 1, the growth rate produced by the decentralized equi-
librium is less than the socially optimal growth rate: a social planner would
account for the full marginal product of capital rather than just the private
marginal product, and would thus choose a saving rate of (b — p)/ob, and
hence a growth rate of (b — p)/o.

3.6 Models of Knowledge Accumulation
and the Central Questions of
Growth Theory

Our analysis of economic growth is motivated by two issues: the growth
over time in standards of living, and their disparities across different parts
of the world. It is therefore natural to ask what the models of R&D and
knowledge accumulation have to say about these issues.

With regard to worldwide growth, it seems plausible that the forces that
the models focus on are important. At an informal level, the growth of
knowledge appears to be the central reason that output and standards of liv-
ing are so much higher today than in previous centuries. And as described in
Chapter 1, formal growth-accounting studies attribute large portions of the
increases in output per worker over extended periods to the unexplained
residual component, which may reflect technological progress.

It would of course be desirable to refine the ideas we have been consid-
ering by improving our understanding of what types of knowledge are most
important for growth, their quantitative importance, and the forces deter-
mining how knowledge is accumulated. But it seems likely that the kinds of
forces we have been considering are important. Thus, the general directions
of research suggested by these models seem promising for understanding
worldwide growth.

With regard to cross-country differences in real incomes, the relevance
of the models is less clear. There are two difficulties. The first is quantitative.
As Problem 3.11 asks you to demonstrate, if one believes that economies
are described by something like the Solow model but do not all have access
to the same technology, the lags in the diffusion of knowledge from rich to
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poor countries that are needed to account for observed differences in in-
comes are extremely long—on the order of a century or more. It is hard to
believe that the reason that some countries are so poor is that they do not
have access to the improvements in technology that have occurred over the
past century.

The second difficulty 1s conceptual. As emphasized in Section 3.5, tech-
nology is nonrival: its use by one firm does not prevent its use by others.
This naturally raises the question of why poor countries do not have ac-
cess to the same technology as rich countries. If the relevant knowledge is
publicly available, poor countries can become rich by having their workers
or managers read the appropriate literature. And if the relevant knowledge
is proprietary knowledge produced by private R&D, poor countries can be-
come rich by instituting a credible program for respecting foreign firms’
property rights. With such a program, the firms in developed countries with
proprietary knowledge would open factories in poor countries, hire their in-
expensive labor, and produce output using the proprietary technology. The
result would be that the marginal product of labor in poor countries, and
hence wages, would rapidly rise to the level of developed countries.

Although lack of confidence on the part of foreign firms in the security of
their property rights is surely an important problem in many poor countries,
it is difficult to believe that this alone is the cause of the countries’ poverty.
There are numerous examples of poor regions or countries, ranging from
European colonies over the past few centuries to many countries today,
where foreign investors can cstablish plants and use their know-how with
a high degree of confidence that the political environment will be relatively
stable, their plants will not be nationalized, and their profits will not be
taxed at exorbitant rates. Yet we do not see incomes in those areas jumping
to the levels of industrialized countries.

One may reasonably object to this argument on the grounds that the dif-
ficulty that such countries face is not lack of access to advanced technolo-
gies, but lack of ability to use that technology. But this objection implies that
the main source of differences in standards of living is not different levels
of knowledge or technology, but differences in whatever factors allow richer
countries to take better advantage of advanced technology. Understanding
differences in incomes therefore requires understanding the reasons for the
differences in these factors. This task is taken up in Part B of the chapter.

3.7 Empirical Application: Population
Growth and Technological Change
since 1 Million B.C.

The discussion in the previous section may seem to imply that models of en-
dogenous knowledge accumulation are almost untestable. The models’ pre-
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dictions concern worldwide growth; thus cross-country differences cannot
be used to test them. In addition, since many factors, such as wars and busi-
ness cycles, affect short-term growth substantially, short-run time-series
data are also of little value. Thus we are left only with long-run data for
the world as a whole, which one might expect to be insufficient to provide
strong tests between alternative views.

Kremer (1993) demonstrates, however, that the hypothesis that growth
arises from endogenous knowledge accumulation can be tested despite
these difficulties. He first notes that essentially all models of the endoge-
nous growth of knowledge predict that technological progress is an in-
creasing function of population size. The reasoning is simple: the larger the
population, the more people there are to make discoveries, and thus the
more rapidly knowledge accumulates.!8

Kremer then argues that over almost all of human history, technologi-
cal progress has led mainly to increases in population rather than increases
n output per person. Population grew hy several orders of magnitude be-
tween prehistoric times and the Industrial Revolution. But since incomes on
the eve of the Industrial Revolution were not far above subsistence levels,
it is not possible that output per person rose by anything close to the same
amount. Only in the past few centuries, Kremer argues, has the impact of
technological progress fallen to any substantial degree on output per per-
son. Putting these observations together, Kremer concludes that models of
endogenous technological progress predict that over most of human his-
tory, the rate of population growth should have been rising.!?

Kremer's formal model is a straightforward variation on the models we
have been considering. The simplest version consists of three equations.
First, output depends on technology, labor, and land:

Y(t) = RJAMLD) 7, (3.36)

where R denotes the fixed stock of land. (Capital is neglected for simplicity,
and land is included to keep population finite.) Second, the growth rate of
knowledge is proportional to population:

A(t)

A = BL(1). (3.37)

And third, population adjusts so that output per person equals the subsis-
tence level, denoted y:
Y{(t)

570} =Y. (3.38)

18This effect can be seen clearly in the models we have been considering in the case of
constant returns to produced inputs and no population growth.

19See Jones (1994) for tests of endogenous growth models that focus on recent history.



124 Chapter 3 BEYOND THE SOLOW MODEL: NEW GROWTH THEORY

Aside from this Malthusian assumption about the determination of popu-
lation, this model is similar to the model of Section 3.2 with y = § = 1.2¢

To solve the model, begin by noting that (3.38) implies Y(t) = YL(t). Sub-
stituting this into (3.36) yields

YL(t) = RETA(D LT, (3.39)

or

1 1/a
L(t) = (~> A(t)I-aVeR, (3.40)

Y

This equation states that the population that can be supported is decreas-
ing in the subsistence level of oulpul, increasing in technology, and propor-
tional to the amount of land.

Since ¥ and R are constant, (3.40) implies that the growth rate of L is
(1 — @)/ a times the growth rate of A. Expression (3.37) for the growth rate
of A therefore implies

Iy 1-«a

BL(¢). (3.41)

Thus, in this simple form, the model implies not just that the growth rate
of population is rising over time, but that it is proportional to the level of
population.?!

Kremer tests this prediction by using population estimates extending
back to 1 million s.c. that have been constructed by archaeologists and
anthropologists. Figure 3.11 shows the resulting scatterplot of population
growth against population. Each observation shows the level of population
at the beginning of some period and the average annual growth rate of popu-
lation over that period. The length of the periods considered falls gradually
from many thousand years early in the sample to 10 years at the end. Be-
cause the periods considered for the early part of the sample are so long,
even substantial errors in the early population estimates would have little
impact on the estimated growth rates.

The figure shows a strongly positive, and approximately linear, relation-
ship between population growth and the level of population. A regression
of growth on a constant and population (in billions) yields

= —-0.0023 + 0.524 L;, R*=0.92, DW.=1.10, (3.42)
(0.0355) (0.026)

20For other recent growth models that treat population growth as endogenous, see Barro
and Becker (1988, 1989) and Becker, Murphy, and Tamura (1990).

2lKremer considers numerous variations on this model. Many of the simplifying assump
tions prove not to be essential to the main results.
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FIGURE 3.11 The level and growth rate of population, 1 million sc. to 1990
(from Kremer, 1993; used with permission)

where n is population growth and L is population, and where the numbers
in parentheses are standard errors. Thus there is an overwhelmingly statis-
tically significant association between the level of population and its growth
rate.??

The argument that technological progress is a worldwide phenomenon
fails if there are regions that are completely cut off from one another.
Kremer uses this observation to propose a second test of theories of en-
dogenous knowledge accumulation. From the disappearance of the inter-
continental land bridges at the end of the last ice age to the voyages of the
European explorers, Eurasia-Africa, the Americas, Australia, and Tasmania
were almost completely isolated from one another. The model implies that
at the time of the separation, the populations of each region had the same
technology; thus the initial populations should have been approximately
proportional to the land areas of the regions (see equation [3.40]). The model
predicts that during the period that the regions were separated, technolog-
ical progress was faster in the regions with larger populations. The theory
thus predicts that, when contact between the regions was reestablished
around 1500, population density was highest in the largest regions. Intu-
itively, inventions that would allow a given area to support more people,
such as the domestication of animals and the development of agriculture,
were much more likely in Eurasia-Africa, with its population of millions,
than in Tasmania, with its population of a few thousand.

'The data confirm this prediction. The land areas of the four regions are
84 million square kilometers for Eurasia-Africa, 38 million for the Americas,

#?The relationship appears to break down somewhat for the last two observations in
the figure, which correspond to the period after 1970. For this period 1t is plausible that the
Malthusian model of population (equation [3.38]) 1s no longer a good first approximation.
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8 million for Australia, and 0.1 million for Tasmania. Population estimates
for the four regions in 1500 imply densities of approximately 4.9 people
per square kilometer for Eurasia-Africa, 0.4 for the Americas, and 0.03 for
both Australia and Tasmania.”?

Part B Human Capital

3.8 Introduction

The discussion in Section 3.6 suggests that theories based on knowledge
accumulation are unlikely to explain cross-country differences in incomes.
This part of the chapter therefore investigates another strand of the new
growth theory: models that emphasize the accumulation of human capital.

Although the acquisition of human capital by a worker involves learning,
there is a clear conceptual distinction between human capital and abhstract
knowledge. Human capital consists of the abilities, skills, and knowledge of
particular workers. Thus, like conventional economic goods, human capital
is rival and excludable. If, for example, an engineer’s full cffort is being
devoted to one activity, that precludes the use of his or her skills in another.
In contrast, if an algorithm is being used in one activity, that in no way
makes its use in another more difficult or less productive.

The models of this section therefore resemble the Solow model (and
the Ramsey and Diamond models) in assuming constant returns to scale.
Thus they do not provide candidate explanations for worldwide economic
growth. (An exception occurs in Section 3.10, where the case of increasing
returns is discussed briefly.) But the models differ from the Solow model
in implying that moderate changes in the resources devoted to physical
and human capital accumulation may lead to large changes in ocutput per
worker. As a result, they have the potential to account for large differences
across countries in incomes. )

To see why introducing human capital has the potential to greatly in-
crease our ability to account for cross-country differences, recall that in
models with only physical capital, the effect of a change in the saving rate
on output depends on capital’s share. In the Solow model, the long-run elas-
ticity of output with respect to the saving rate is « /(1 —a), where « is capital’s
share (see equation [1.22]). If capital’s share is moderate, this clasticity is
not large. In terms of our familiar Solow-model diagram, a moderate value
of capital’s share means that sf(k) is relatively curved, and thus that an in-

ZKremer argues that, since Australia is largely desert, these figures understate Aus-
tralia’s effective population density. He also argues that direct evidence suggests that Aus-
tralia was more technologically advanced than Tasmania. Finally, he notes that there was in
fact a fifth separate region, Flinders Island, a 680-square-kilometer island between Tasmania
and Australia. Humans died out entirely on Flinders Island around 3000 s.c.
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crease in s does not have a large impact on k *. This is shown in Panel (a) of
Figure 3.12. In addition, the moderate value of capital’s share means that
f(k*)is not very responsive to k*. The end result is that output is not greatly
affected by changes in the saving rate.

If capital’s share is close to 1, on the other hand, sf(k) is nearly linear;
thus a small increase in s causes a large increase in k*. This is shown in
Panel (b) of the figure. The increase in capital’s share also increases the
effect of k* on f(k*). Thus in this case the long-run elasticity of output with
respect to the saving rate is large. And in the extreme case where capital’s
share is 1 (such as in the linear growth models discussed in the first part
of the chapter), a change in s has a permanent effect on the growth rate of
output; thus'its effect on the level of output grows without bound.
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FIGURE 3.12 How capital’s share affects the impact of a change in the saving
rate in the Solow model
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Some of workers’ earnings reflect acquired skills rather than their inher-
ent abilities. Thus recognizing the existence of human capital implies that
we must raise our estimate of the share of income that is paid to capital of
all kinds. In addition, the accumulation of human capital is broadly similar
to the accumulation of physical capital: devoting more resources to the ac-
cumulation of either type of capital increases the amount of output that can
be produced in the future. Thus, as the analysis that follows shows, adding
human capital to our models increases the output effects of changes in the
resources devoted to capital accumulation, just as raising physical capital’s
share in the Solow model increases the output effects of changes in the
saving rate. It is this fact that makes the models able to account for large
cross-country differences in incomes.

3.9 A Model of Human Capital and
Growth

We now turn to a simple model of physical and human capital accumula-
tion and growth.?4 Aside from the inclusion of human capital, the model
resembles the Solow model with Cobb-Douglas production.

Assumptions
Output is given by
Y(t) = KO*HOPIAOLOI#,  «>0, B>0, a+B<1, (3.43)

where H is the stock of human capital. L continues to denote the number of
workers; thus a skilled worker supplies both 1 unit of L and some amount
of H.25 Note that (3.43) implies that there are constant returns to K, H, and
L together.

We make our usual assumptions about the dynamics of K and L:

K(t) = sg Y(1), (3.44)
L(t) = nL(t), (3.45)

where we now use sx to denote the fraction of output devoted to physi-

24The model follows Mankiw, D. Romer, and Weil (1992). For other models of human
capital and growth, see Lucas (1988); Azariadis and Drazen (1990); Becker, Murphy, and
Tamura (1990); Rebelo (1991); Kremer and Thomson (1994); and Problem 3.15.

25 A way of writing (3.43) that may be more intuitive is Y = K*(H /AL)*(AL)!~. This for-
mulation expresses output in terms of capital, labor, and human capital per worker.
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cal capital accumulation, and where we again assume no depreciation for
simplicity. In addition, because our goal here is not to explain worldwide
growth, the model follows the Solow model and assumes constant and ex-
ogenous technological progress:

A(t) = gA(t). (3.46)

Finally, for simplicity, human capital accumulation is modeled in the
same way as physical capital accumulation:

H(t) = sy Y(1), (3.47)

where sy is the fraction of resources devoted to human capital accumula-
tion.2%

This model can be generalized in several ways without affecting its cen-
tral messages. The Cobb-Douglas function can be replaced by a general pro-
duction function Y = F(K, H, AL) that exhibits constant returns to scale and
that, in intensive form, satisfies a two-variable analogue of the Inada condi-
tions. The assumption of exogenous technological progress can be replaced
by a model of endogenous growth of knowledge along the lines of the mod-
els in Part A of this chapter. And the assumption that the technology for
producing new human capital is the same as the technology for produc-
ing output can be relaxed. None of these changes affect the model’s central
messages about cross-country differences in incomes.

The Dynamics of the Economy

The analysis of the dynamics of this economy parallels the analysis of the
Solow model. The main difference is that, instead of just considering the dy-
namics of physical capital, we now consider the dynamics of both physical
and human capital. Specifically, define k = K/AL, h = H/AL andy = Y/AL.
These definitions and (3.43) imply

y(t) = k(t)*h(t)P. (3.48)

Consider k first. The definition of k and the equations of motion for K,
L, and A imply

261t is more appealing to interpret (3.47) as saying not that some output 1s “saved” in
the form of human capital, but that the technology for producing new human capital com-
bines physical capital, human capital, and raw labor in the same way as the technology
for producing goods. That is, suppose that H= K;‘HFB [AL;}'->#, where Kz, Hp, and Lg de-
note the quantities of physical capital, human capital, and raw labor devoted to education;
and suppose that Ky = syK, Hr = syH, and L; = syL. Then it immediately follows that
H = sy[K=HA(AL)' = #].
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FIGURE 3.13 The dynamics of physical capital per unit of effective labor
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k(t) = [A(DL(t) + LOA)]

(3.49)

= sgy(t) — (n + g)k(t)
= sgk(t)*h(t)? = (n + g)k(t).

Thus k is zero when skk®h? = (n + g)k. This condition is equivalent to
kl=e = [sg /(n + g)|hB, or k = [sg/(n + g)]'/1~® pB/(-®) The combinations
of h and k satisfying this condition are shown in Figure 3.13; since 8 < 1 —a,
the second derivative of k with respect to h along this locus is negative. In
addition, (3.49) implies that k is increasing in h. Thus to the right of the
k = 0locus k is positive, and to the left it is negative.

Now consider h. Reasoning parallel to that used to derive (3.49) yields

h(t) = suk(t)*h(t)? — (n + g)h(t). (3.50)

h is zero when sy keh8 = (n + g)h, or k = [(n + g)/sy]/® h1-P/«_ This set
of points is shown in Figure 3.14; since 1 — 8 > «, its second derivative is
positive, h is positive above this locus and negative below.

The initial values of K, H, A, and L determine the initial levels of k and
h, which then evolve according to (3.49) and (3.50). Figure 3.15 shows the
dynamics of k and h together. Point E is globally stable: whatever the econ-
omy’s initial position, it converges to Point E. Once it reaches E, it remains
there.2”

¢7As in Chapter 1, we ignore the possibility of beginning without capital. If the initial
value of k or h is zero, the economy converges to k = h = 0.
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FIGURE 3.14 The dynamics of human capital per unit of effective labor

FIGURE 3.15 The dynamics of k and h
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3.10 Implications
Qualitative Implications

When the economy reaches Point E, it is on a balanced growth path. On the
balanced growth path, k, k1, and y are constant; total physical capital, human
capital, and output (K, H, and Y) are growing at rate n + g; and physical
capital per worker, human capital per worker, and output per worker (K /L,
H/L, and Y/I) are growing at rate g. Thus, as in the Solow model, the long-
run growth rate of output per worker is determined by the exogenous rate
of technological progress.

To see how changes in saving affect the economy, suppose that initially
it is on a balanced growth path, and that sy increases. Equations (3.49) and
(3.50) imply that this change affects the k = 0 locus but not the h =0 lo-
cus. The k = 0 locus shifts up; this 1s shown in Figure 3.16. The old balanced
growth path, Point E, is on the h = 0 locus but is below the new k = 0 lo-
cus. Thus initially A is constant and k is rising, and so the economy moves
upward in (h, k) space. This moves the economy above the h = 0 locus, and
so h also begins to rise. Thereafter k and & both increase, and the economy
moves up and to the right in (h, k) space until it reaches the new balanced
growth path, Point E’.

We can write output per worker, Y /L, as A(Y/AL), or Ak®h?f. During
the transition between the two balanced growth paths, output per worker is

h
FIGURE 3.16 The effects of an increase in the saving rate
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rising both for the usual reason that A is rising and because k and h are
rising. Thus output per worker is growing at a rate greater than g. When
the economy reaches the new balanced growth path, k and h are again con-
stant, and so the growth rate of output per worker returns to g. Thus the
permancnt increase in the saving rate leads to a temporary increase in the
economy’s growth rate. In short, the model’s qualitative implications are
almost identical to the Solow model’s.

Quantitative Implications

The model does not, however, share the Solow model’s implications con-
cerning the magnitude of the effects of changes in saving rates and pop-
ulation growth. To see this, it is helpful to solve for the level of y on the
balanced growth path, y*.”8 Let k* and h* denote the values of k and h
on the balanced growth path. Since k = / = 0 on the balanced growth path,
(3.49) and (3.50) imply

skk**h*® _ (n + g)k*, (3.51)
suk**h*f = (n + g)h*. (3.52)
Taking logs of these two equations:
Insg + alnk™ + glnh* =In(n + g) + Ink*, (3.53)
Insy +alnk* + gInh* =In(n + g) + Inh*. (3.54)

We can solve these two linear equations for In k* and In h*; this yields

1-5 B 1 '
Ol A | Pk I
Ink 1—a-p nSK+1—a—,31nSH 1—a—[31n(n+g)’ (3.55)
nh* = —% s+-"% Iney-—  Inn+g. (356
_1—0(—[3 o l-e-8 H l-a-8 g)- ;

Finally, the production function (3.43) implies Iny* = aIlnk* + g In h*. Sub-
stituting (3.55) and (3.56) into this expression and combining terms yields:

ny*= —% g+ P Insy— 2P _Intn + ). 3.57)

l-a-8 l-a-8 l1-a-8

The analogous expression for the Solow model is the same as (3.57) with 8

28An alternative approach, paralleling the analysis in Section 1.5, is to assume a gen-
eral production function in place of (3.43) and then consider approximations around the
balanced growth path. This yields essentially the same results.
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set to zero (see Problem 1.2):

o
* = — o
Inys 0w = In s 7

® _In(n + g). (3.58)
1 -«

To assess the model’s quantitative implications, we need a rough esti-
mate of g, human capital’s share. There are various ways to obtain such a
figure. For concreteness, consider the United States. Kendrick’s (1976) es-
timates of the value of the human capital stock are slightly larger than es-
timates of the Value of the physical capital stock; this suggests that 8 is
slightly more than = 5. The wage earned by unskllled workers as approxi-
mated by the minimum wage, is typlcally between 3 and 2 5 of the average
wage. This suggests that between 4 3 and 2 5 of the total payments to labor
represent returns to human cap1ta1 or that 1 sl-a)<B <3 2(1 - @). This im-
plies a value of 8 between and .Inthe era before comprehensive coverage
of mlnlmum wage laws, unskrlled immigrants to the United States earned
roughly 7 of the average wage. This suggests g ~ 5 29

To see the importance of human capital, suppose that 8 is 0.4 and « is
0.35. Equation (3.57) implies that with these parameter values, output has
elasticities of 1.4 with respect to sk, 1.6 with respect to sy, and -3 with
respect to n + g. In the model without human capital, in contrast, a value
for o of 0.35 implies that output’s elasticity with respect to sx is 0.54 and
its elasticity with respect to n + g is —0.54.

Because of the large elasticities of output with respect to its underly-
ing determinants, the model has the potential to account for large cross-
country income differences. Consider, for example, two countries with the
same production function and technology, and continue to assume « = 0.35
and g = 0.4. Suppose that sx and sy are twice as large in the second coun-
try as in the first, and that n + g is 20 percent smaller; differences of these
magnitudes do not appear uncommon in practice. Equation (3.57) implies
that these differences lead to a difference in log oulput per worker on the
balanced growth path of

29There is a sense in which essentially all of the payments to labor must reflect return to
human capital: the marginal product of a person with no child-rearing or education would
be virtually zero. There are two possible responses to this observation. One, suggested by
Mankiw, Romer, and Weil (1992), is to argue that there is some minimum level of human
capital—the ability to talk, to read and write, and so on—that most individuals obtain more
or less automatically. This component of human capital accumulation would not be well de-
scribed by equation (3.47), but instead would simply grow with population. This component
could therefore be included in L. The second response, which is developed in Problem 3.15,
is to accept the argument that raw labor is not directly useful in producing output, but to
argue that it is useful in producing human capital: raw labor (that is, children and students)
is an important input into child-rearing and education.
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11’1)/; - lnyl* = ﬁ(lnSKZ —Insgi) + %’E(IHSHZ —Insy1)
N 3.59
- B inmy + ) - Ininy + g)) (3-59)
— o — B

=1.4(In2)+1.6(0n2) - (3In0.8) ~ 2.75.

Since e%75 ~ 15.6, output per worker is almost 16 times larger in the second
country. Thus differences in saving rates and population growth that are
not extraordinary give rise to differences in incomes comparable to the vast
gaps we are trying to understand.

The Solow model, as we saw in Chapter 1, cannot do this. For the same
parameter values (except with g8 set to zero), (3.58) implies that the gap in
log incomes is

InyS —Iny; = 1 f a(lnsKg ~Insg1) - 1 (_Ia[ll’l(l’lg +g) - In(m + g)l
(3.60)
0.35
= (—)5—5-(1n2 —1n0.8) ~ 0.49.

Since ¢%49 ~ 1.6, the Solow model implies only a 60 percent difference in
incomes.

Finally, because the model assumes diminishing marginal products of
physical and human capital, it implies that rates of return are lower in rich
than in poor countries. Thus the model does not answer the question of
why capital does not flow to poor countries. At the same time, because the
marginal products are only slowly diminishing, large differences in incomes
are not associated with vast differences in rates of return. One can show
that the marginal products of physical and human capital on the balanced
growth path are

MPK* = a(n + g)/sx, (3.61)
MPH* = g(n + g)/sy . (3.62)

(see Problem 3.16). Since the variation in population growth and saving rates
needed to account for large income differences is limited, large income dif-
ferences imply only moderate differences in rates of return.

In the example above, for instance, sx»> = 25k 1, Sy2 = 28y, and m + g =
0.8(n; + g); thus (3.61) and (3.62) imply MPK;* = 0.4MPK;* and MPH," =
0.4MPH;*. Although these differences are substantial, it is not out of the
question that tax policies, the possibility of expropriation, capital-market
imperfections, and so on could cause capital not to flow to poorer coun-
tries in the face of such differentials. And if g is larger, the differences
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in saving and population growth, and hence the differences in rates of re-
turn, needed to account for large income differences are even smaller. In
the Solow model with a conventional value of capital’s share, in contrast,
we know from Chapter 1 that large income differences require vast differ-
ences in saving rates and rates of population growth, and thus that they
imply vast differences in rates of return.

The Case of Increasing Returns

All of the analysis in this part of the chapter has assumed diminishing re-
turns to physical and human capital together. But it is possible that there
are constant or increasing returns to capital. There are several reasons that
this might occur. First, as in the learning-by-doing model of Section 3.4,
learning can occur as a by-product of capital accumulation. Second, there
can be some other source of external economies of scale.’® For example, the
presence of other firms producing similar products can foster the devel-
opment of a skilled labor force and of specialized support firms, and can
therefore make production at a given firm more efficient. And third, there
can be internal economies of scale: methods of production that are highly
efficient at high levels of output may be impractical at low levels.

Relaxing the assumption of diminishing returns to physical and human
capital together would have important implications for the analysis. As in
the models of Part A of this chapter, growth rates would become endoge-
nous and potentially ever-increasing. Changes in the resources devoted to
capital accumulation could lead not just to large differences in the level of
output per worker, but to permanent differences in growth rates. A simple
example of such a model arises in the model we have been considering in the
special case of « + g = 1. This model, which is similar to the linear growth
models of Part A, is analyzed in Problem 3.17. More elaborate models of con-
stant or increasing returns to capital include P. Romer (1986); Lucas (1988);
Rebelo (1991); and Murphy, Shleifer, and Vishny (1989a, 1989b).

Increasing returns to capital provide a candidate explanation other than
knowledge accumulation of worldwide economic growth. But, as with the
endogenous growth models of Part A of this chapter, there is reason to be
skeptical of the importance of increasing returns for cross-country income
differences. The key issue is the area over which the increasing returns oc-
cur. Clearly they must occur at least at the scale of entire economies if they
are to be the driving force of economy-wide growth. And there is no reason
for them to be limited by political boundaries: surely firms in Luxembourg
can take advantage of increasing returns as well as firms in Germany can.

30External economies of scale occur when a doubling of inputs by a single firm only
doubles its output, but a doubling of inputs by all firms together more than doubles their
output. Internal economies of scale occur when a doubling of inputs by a single firm more
than doubles its output.
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If outputs are approximately linear in capital with little or no role for
raw labor, then only by accident would total output (not output per worker)
be higher in areas with larger populations. If there are constant or increas-
ing returns to capital and a role for labor, there must be increasing returns
to capital and labor together. But then, unless the increasing returns are
worldwide, it is puzzling why output per unit of input is not much lower
in such places as New Zealand and Hawaii, which are far removed from the
rest of the world, than in such places as Western Europe and the Eastern
United States. A final possibility is that the increasing returns are poten-
tially worldwide but that economies differ in their ability to tap into those
increasing returns. But then (just as with the argument that economies differ
in their success in using worldwide knowledge) the source of cross-country
income differences is not increasing returns, but whatever determines the
differences in this success. Thus it appears to be difficult to use increas-
ing returns to capital to account for income differences across parts of the
world.

3.11 Empirical Application: Physical
and Human Capital Accumulation
and Cross-Country Differences in
Incomes .

The previous section shows that, when we allow for human capital, varia-
tions in population growth and capital accumulation have the potential to
account for large cross-country differences in incomes. Mankiw, Romer, and
Weil (1992) address the question of whether those variations in fact account
for the differences.3!

As described in Section 1.7, Mankiw, Romer, and Weil find that the esti-
mated impact of saving and population growth on income is far larger than
predicted by the Solow model with a capital share in the vicinity of one-
third. Since the model with human capital predicts much larger impacts of
saving and population growth on output than the Solow model does, this
finding is encouraging for the human-capital model.

Mankiw, Romer, and Weil’s strategy is to estimate equation (3.57),
Iny* =[a/(1~a-B)nsg +{B/(1-a-B)lInsg —{(a+B)/(1-a-pg)]in(n +
g). Their measures of y, sg, and n are discussed in Chapter 1. As be-
fore, g is set to 0.05 for all countries.?? They measure sy as the average

31There is a large empirical literature on cross-country income differences. Among the
tactors that have been identified as potentially important to income are political stability
1Barro, 1991), equipment investment (De Long and Summers, 1991, 1992), the financial sys-
tem (King and Levine, 1993a, 1993b; Jappelli and Pagano, 1994), microeconomic distortions
iEasterly, 1993), corruption (Mauro, 1993), and inflation (Fischer, 1991, 1993).

32When depreciation is included in the model, g + § appears in place of g in (3.57). The
value of 0.05 is thus intended as an estimate of g + 8 rather than of g.
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fraction of the population of working age that is in secondary school over
the years 1960-1985. This is clearly an imperfect measure of the fraction
of a country’s resources devoted to human capital accumulation. Because
sy enters (3.57) logarithmically, if the true sy is proportional to this mea-
sure, only the constant term of the regression will be affected. Nonetheless,
measurement error in sy is a concern.

Rewriting (3.57) slightly, the equation that Mankiw, Romer, and Weil es-
timate is

Iny; = a + bllnsk; — In(n; + 0.05)] + clinsy; — In(n; + 0.05)] + &;, (3.63)

where i indexes countries. The results for the broadest sample of countries
are

Iny; = 7.86 + 0.73 [Insg; — In(n; + 0.05)]
(0.14) (0.12)

+ 0.67 [Insyg — In(x; + 0.05)], (3.64)
(0.07)

N=98 R°=078  see =051,

where the numbers in parentheses are standard errors. The values of «
and B implied by these estimates of b and ¢ (again with standard errors
in parentheses) are ¢ = 0.31(0.04) and 8 = 0.28(0.03). In addition, when
In(n; + 0.05) is entered separately, its coefficient is approximately equal to
minus the sum of the coefficients on In sg; and In sy;, as the model predicts,
and this restriction is not rejected statistically. Thus the model fits the data
remarkably well: the implied shares of physical and human capital are rea-
sonable, and the regression accounts for almost 80 percent of cross-country
variation in output per worker.

A natural concern is that the saving rates, particularly sy, are endoge-
nous: it may be that in countries that are wealthy for reasons not captured
by the model, a larger fraction of the population is in school. But, as Mankiw,
Romer, and Weil observe, this would cause upward bias in the estimate of
B; the fact that the estimated g is if anything somewhat below direct esti-
mates of human capital’s share is therefore inconsistent with this possible
explanation of the results.

Mankiw, Romer and Weil then turn to the issue of convergence, which
we discussed in Chapter 1. They begin by noting that the model implies that
countries with different levels of sk, sy, and n have different levels of out-
put per worker on their balanced growth paths; thus there is a component
of cross-country income differences that persists over time. But differences
that arise because countries are initially at different points in relation to
their balanced growth paths gradually disappear as the countries converge
to those balanced growth paths. The model therefore predicts convergence
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controlling for the determinants of income on the balanced growth path, or
conditional convergence.33

Specifically, one can show that the model implies that, in the vicinity of
the balanced growth path, y converges to y* atrate (1 —a — 8)(n + g) = A:3*

d lr;ty“) ~ —Allny(t) - Iny*]. (3.65)

Equation (3.65) implies that Iny approaches In y* exponentially:
Iny(t) - Iny* =~ e *[lny(0) — Iny*], (3.66)

where y(0) is the value of y at some initial date. (By differentiating [3.66], it
15 straightforward to check that it implies that y(t) obeys [3.65].) If « and 8
are each % and n + g is 6 percent, A is 2 percent; this implies that a country
moves halfway to its balanced growth path in 35 years.

Adding Iny* —In y(0) to both sides of (3.66) yields an expression for the
growth of income:

Iny(t) - Iny(0) = —(1 — e *)[In y(0) — In y*]. (3.67)

Note that (3.67) implies conditional convergence: countries with initial in-
comes that are low relative to their balanced growth paths have higher
growth. Finally, using equation (3.57) to substitute for In y* yields:

Iny(t)-Iny©0) = (1 - e )Iny* - (1 — e *)Iny(0)

=(1-eM—2 [Insg - In(n + g)]
l1-a-8
(3.68)

+{1 - e‘”)di—ﬁ[lnsH —1In(n + g)l

—(1 - e )Iny0).

Mankiw, Romer, and Weil estimate this equation, using the same data as
before. The results are

Iny;(t) - Iny;(0) = 2.46 + 0.500 [Insg; — In(n; + g)]
(0.48) (0.082)

+ 0.238 [Insg; —In(n; + g)l - 0.299 Iny;(0), (3.69)
(0.060) (0.061)

N =98 R’ =046, s.ee =0.33.

$3Barro and Sala-i-Martin (1991, 1992) also investigate conditional convergence empirically.
34Gee Problem 3.19.
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The implied values of the parameters are o = 0.48(0.07), 8 = 0.23(0.05),
and A = 0.0142(0.0019). The estimates are broadly in line with the predic-
tions of the model: countries converge toward their balanced growth paths
at about the rate that the model predicts, and the estimated capital shares
are broadly similar to what direct evidence suggests.

Overall, the evidence suggests that a model that maintains the assump-
tion of diminishing returns to capital but that adopts a broader definition
of capital than traditional physical capital, and therefore implies a total cap-
ital share closer to 1 than to %, provides a good first approximation to the
cross-country data.

Problems

3.1.

3.2.

3.3.

3.4.

Consider the model of Section 3.2 with 8 < 1.

(@) On the balanced growth path, A = giA(t), where g¥ is the balanced-
growth-path value of g4. Use this fact and equation (3.7) to derive an
expression for A(t) on the balanced growth path in terms of B, a, v, 6,
and L(t).

(b) Use your answer to part (a) and the production function, (3.6), to obtain
an expression for Y (t) on the balanced growth path. Find the value of g,
that maximizes output on the balanced growth path.

Consider two economies (indexed by i = 1, 2) described by Y, (t) = K, (t)? and
K, (t) = s, Y,(t), where 6 > 1. Suppose that the two economies have the same
initial value of K, but that s; > s,. Show that Y; /Y, is continually rising.

Lags in a model of growth with an explicit knowledge-production sector.
Assume that final-goods production is given by Y (t) = A(t)(1 — a;)L, where a;
is the fraction of the population engaged in knowledge production and L is
population. a; and L are exogenous and constant.

Suppose that knowledge becomes useful in generating new knowledge
only with a lag, so that A(t) = Ba;LJ(t), where J is the stock of knowledge
useful in generating new knowledge. J(t} is given by f:io(l — e A(t ~ 7)dr,
where v > 0. A simple way to check if there is a balanced growth path is to
guess that it is possible for A to follow A(t) = Ce9, and look for candidate
values of g.

(a) Show that the equation for J(t) and the guess that A(t) = Ce? imply J(t) =
(v/(v + glA).

(b) Is there any positive value of g such that, with J(t) given by the expression
in part (a) and A(t) given by Ba, L (1), A(t) in fact follows A(t) = Ce9?
How does that value of g depend on v? What is its value as v approaches
infinity? Explain intuitively how it is possible for a temporary delay in the
availability of knowledge to permanently reduce the growth rate of the
economy.

Consider the economy analyzed in Section 3.3. Assume that 6 + 8 < 1 and
n > 0, and that the economy is on its balanced growth path. Describe how
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3.7.

3.8.
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each of the following changes affects the g4 = 0 and gx = O lines and the
position of the economy in (g4, gx) space at the moment of the change:

(a) An increase in n.
(b) An increase in ag.

(c¢) An increase in 6.

. Consider the economy described in Section 3.3, and assume g8 + 8 < 1 and

n > 0. Suppose the economy is initially on its balanced growth path, and that
there is a permanent increase in s.

(a) How, if at all, does the change affect the g4 = 0 and gx = 0 loci? How, if
at all, does it affect the location of the economy in (ga, gx) space at the
time of the change?

(b) What are the dynamics of g4 and gx after the increase in s? Sketch the
path of log output per worker.

(¢) Intuitively, how does the effect of the increase in s compare with its effect
in the Solow model?

Consider the model of Section 3.3 withg + 6 =1and n = 0.

(a) Using (3.14) and (3.15), find the value that A/K must have for gx and gu
to be equal.

(b) Using your result in part (a), find the growth rate of A and K when gx =
ga.

(c) How does an increase in s affect the long-run growth rate of the economy?

(d) What value of ax maximizes the long-run growth rate of the economy?
Intuitively, why is this value not increasing in 8, the importance of capital
in the R&D sector?

Learning-by-doing. Suppose that output is given by equation (3.22), Y(t) =
K(t)*[A()L(] -2, that L is constant and equal to 1, that K(t) = sY(t), and
that knowledge accumulation occurs as a side effect of goods production:
A(t) = BY (1)

(a) Find expressions for g(t) and gk (t) in terms of A(t), K(t), and the param-
eters.
(b) Sketch the g4 = 0 and gx = 0 lines in (g4, gk) space.

(c) Does the economy converge to a balanced growth path? If so, what are
the growth rates of K, A4, and Y on the balanced growth path?

(d) How does an increase in s affect long-run growth?

Suppose that output at firm i is given by Y; = K#L} "*[K¢L~¢], where K, and
L, are the amounts of capital and labor used by the firm, K and L are the
aggregate amounts of capital and labor, and a« > 0, ¢ > 0,and 0 < a + ¢ <
1. Assume that factors are paid their private marginal products; thus r =
Y, /oK,. Assume that the dynamics of K and L are given by K = sY and L =
nL, and that K, /L, is the same for all firms.

(a) What is r as a function of K/L?



142

3.9.

3.10.

Chapter 3 BEYOND THE SOLOW MODEL: NEW GROWTH THEORY

(b) What is K/L on the balanced growth path? What is r on the balanced
growth path?

(c) “If an increase in domestic saving raises domestic investment, positive ex-
ternalities from capital would mitigate the decline in the private marginal
product of capital. Thus the combination of positive externalities from
capital and moderate barriers to capital mobility may be the source of
Feldstein and Horioka's findings about saving and investment described
in Chapter 1.” Does your analysis in parts (a) and (b) support this claim?
Explain intuitively.

(This follows Rebelo, 1991.) Assume that there are two factors of production,
capital and land. Capital is used in both sectors, whereas land is used only
in producing consumption goods. Specifically, the production functions are

C(t) = Kc(t)*R1-« and K(t) = BKx(t), where K. and Ky are the amounts of

capital used in the two sectors (so K¢ (t) + Kx(t) = K(t)) and R is the amount

of land, and 0 < « < 1 and B > 0. Factors are paid their marginal products,
and capital can move freely between the two sectors. R is normalized to 1 for
simplicity.

(a) Let Pg(t) denote the price of capital goods relative to consumption goods
at time t. Use the fact that the earnings of capital in units of consumption
goods in the two sectors must be equal to derive a condition relating P (t),
K¢ (1), and the parameters « and B. If K¢ is growing at rate gx(t), at what
rate must Px be growing (or falling)? Let gp(t) denote this growth rate.

(b) The real interest rate in terms of consumption is B +gp(t).>> Thus, assum-
ing that households have our standard utility function, (3.28), the growth
rate of consumption must be (B + gp — p)/o = gc. Assume p < B.

(i) Use your results in part (a) to express gc(t) in terms of gk(t) rather
than gp(t).

(ii) Given the production function for consumption goods, at what rate
must K¢ be growing for C to be growing at rate g¢(t)?

(ifi ) Combine your answers to (i) and (ii) to solve for gx(t) and gc(t) in
terms of the underlying parameters.

(c) Suppose that investment income is taxed at rate 7, so that the real interest
rate households face is (1 — 7}(B + gp). How, if at all, does r affect the
equilibrium growth rate of consumption?

(This follows Krugman, 1979; see also Grossman and Helpman, 1991b.)
Suppose the world consists of two regions, the “North” and the “South.”
Output and capital accumulation in region i (i = N, S) are given by Y, (1) =
K (O [A, ()1 ~ ar)L 117, K (t) = 5 Y, (t). New technologies are developed
in the North. Specifically, Ax(t) = Bapy Ly An(t). Improvements in Southern
technology, on the other hand, are made by learning from Northern technol-
ogy: As(t) = pars Ls[An(t) — As(D)] if An(t) > Ag(t); otherwise Ag(t) = 0. ainy

35To see this, note that capital in the investment sector produces new capital at rate B
and changes in value relative to the consumption good at rate gp. (Because the return to
capital is the same in the two sectors, the same must be true of capital in the consumption
sector.)
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is the fraction of the Northern labor force engaged in R&D, and a;s is the frac-
tion of the Southern labor force engaged in learning Northern technology; the
rest of the notation is standard. Note that Ly and Lg are assumed constant.

(a) What is the long-run growth rate of Northern output per worker?

(b) Define Z(t) = Ags(t)/An(t). Find an expression for 7 as a function of Z
and the parameters of the model. Is Z stable? If so, what value does it
converge to? What is the long-run growth rate of Southern output per
worker?

(c) Assume a;y = ars and sy = ss. What is the ratio of output per worker in
the South to output per worker in the North when both economies have
converged to their balanced growth paths?

Delays in the transmission of knowledge to poor countries.

(a) Assume that the world consists of two regions, the North and the South.
The North is described by Yy (t) = AnN(t)X1 - ar)Ly and An(t) = ar Ly An(t).
The South does not do R&D but simply uses the technology developed in
the North; however, the technology used in the South lags the North's by
7 years. Thus Yg(t) = As(t)Ls and Ag(t) = An(t — 7). If the growth rate of
output per worker in the North is 3 percent per year, and if a; is close to
0, what must 7 be for output per worker in the North to exceed that in
the South by a factor of 10?

(b) Suppose instead that both the North and the South are described by
the Solow model: y, (t) = f(k,(t)), where y,(t) = Y, (t)/ A, (t)L,(t) and k, (t) =
K.()/ A, (H)L;(t) (i = N, S). As in the Solow model, assume K, (t) = sY,(t) -
8K;(t) and 1, (1) = nL,(t); the two countries are assumed to have the same
saving rates and rates of population growth. Finally, Ax(f) = gAx(t) and
As(t) = An(t — 7).

(i) Show that the value of k on the balanced growth path, k*, is the same
for the two countries.

(i) Does introducing capital change the answer to part (a)? Explain.
(Continue to assume g = 3%.)

Consider an economy described by the model of Part B of this chapter that
is on its balanced growth path. Suppose there is a permanent increase in the
rate of population growth. How does this affect output per worker over time?

Consider the model of Part B of the chapter. '

(a) What is consumption per unit of effective labor on the balanced growth
path?

(b) What values of sx and sy maximize this value?

Suppose that, despite the political obstacles, the United States permanently

reduces its budget deficit from 3 percent of GDP to zero. Suppose that the

economy is described by the model of Part B of the chapter, and that « = 0.35

and 8 = 0.4. Suppose that initially sy = sy = 0.15, and that s rises by the full
amount of the fall in the deficit.



144  Chapter 3 BEYOND THE SOLOW MODEL: NEW GROWTH THEORY

(a) By how much does output eventually rise relative to what it would have
been without the deficit reduction?

(b) By how much does consumption rise relative to what it would have been
without the deficit reduction?

(c) What is the immediate effect of the deficit reduction on consumption?
About how long does it take for consumption to return to what it would
have been without the deficit reduction?

(d) Compare your results with the results of Problem 1.6.
3.15. Consider the following variant of our model with physical and human capital:
Y = [(1 — ag)K(O1*[(1 — ag)H®O]' "9, O<a<xl, O<agx<l1l, O<ay<l,
K(t) = sY(t) - 8¢ K (1),
H(t) = Blax K (O lap HOP[ADLDO "¢ —85H(t), »>0, ¢>0, y+o<1,
Lty = nL(t),
A(t) = gA(D),

where ag and ay are the fractions of the stocks of physical and human capital
used in the education sector.

This model assumes that human capital is produced in its own sector
with its own production function. Bodies (L) are useful only as something to
be educated, not as an input into the production of final goods. Similarly,
knowledge (A) is useful only as something that can be conveyed to students,
not as a direct input into goods production.

(a) Define k = K /AL and h = H/AL. Derive equations for k and h.

(b) Find an equation describing the set of combinations of h and k such that
k = 0. Sketch in (h, k) space. Do the same for h = 0.

(c) Does this economy have a balanced growth path? If so, is it unique? Is it
stable? What are the growth rates of output per person, physical capital
per person, and human capital per person on the balanced growth path?

(d) Suppose the economy is initially on a balanced growth path, and that
there is a permanent increase in s. How does this change affect the path
of output per person over time?

3.16. Use the production function, (3.43), and equations (3.55) and (3.56) to derive
the expressions in equations (3.61) and (3.62) for the marginal products of
physical and human capital on the balanced growth path of the model of
Part B of this chapter.

3.17. Constant returns to physical and human capital together. Suppose the pro-
duction function is Y(t) = K{t)“H(t)I*“ (0 < @ < 1), and that K and H evolve
according to K(t) = sg Y(0), H(t) = sy Y(t).

(a) Show that regardless of the initial levels of K and H (as long as both are
positive), the ratio K /H converges to some balanced-growth-path level,
(K/H)*.
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(b) Once K /H has converged to (K /H)*, what are the growth rates of K, H,
and Y?

(c) How, if at all, does the growth rate of Y on the balanced growth path
depend on sx and sy?

(d) Suppose K /H starts off at a level that is smaller than (K /H)*. Is the initial
growth rate of Y greater than, less than, or equal to its growth rate on
the balanced growth path?

3.18. Increasing returns in a model with human capital. (This follows Lucas,
1988.) Suppose that Y(t) = K(1)*[(1 — ag)H(6)IF, H(t} = BagH(t), and K(t) =
sY(t), and assume « + 8 > 1.36

(a) What is the growth rate of H?

(b) Does the economy converge to a balanced growth path? If so, what are
the growth rates of K and Y on the balanced growth path?

3.19. The speed of convergence in the model of Part B of this chapter.

(a) Use the production function, (3.48), and the equations of motion for k
and h, (3.49) and (3.50), to find an expression for d[In y(t)}/dt.

(b) Take a first-order Taylor approximation of the expression in part (a) in
InkandInh around Ink =Ink*,Inh = Inh*.

(c) Using the expressions for Ink* and In h* in equations (3.55) and (3.56),
show that the expression you obtained in part (b) can be simplified to
yield (3.65) in the text.

$Lucas’s model differs from this formulation by letting a;; and s be endogenous and po-
-entially time-varying, and by assuming that the social and private returns to human capital
duffer.



Chapter 4
REAL-BUSINESS-CYCLE THEORY

4.1 Introduction: Some Facts about )
Economic Fluctuations

Modern economies undergo significant short-run variations in aggregate
output and employment. At some times, output and employment are falling
and unemployment is rising; at others, output and employment are ris-
ing rapidly and unemployment is falling. Consider, for example, the United
States in the early 1980s. Between the third quarter of 1981 and the third
quarter of 1982, real GDP fell by 2.8%, the fraction of the adult population
employed fell by 1.3 percentage points, and the unemployment rate rose
from 7.3% to 9.9%. Then over the next two years, real GDP grew by 11.0%,
the fraction of the adult population employed rose by 1.9 percentage points,
and the unemployment rate fell back to 7.3%.

Understanding the causes of aggregate fluctuations is a central goal of
macroeconomics. This chapter and the two that follow present the leading
theories concerning the sources and nature of macroeconomic fluctuations.
Before turning to the theories, this section presents a brief overview of some
major facts about short-run fluctuations. For concreteness, and because of
the central role of the U.S. experience in shaping macroeconomic thought,
the focus is on the United States.

A first important fact about fluctuations 1s that they do not exhibit
any simple regular or cyclical pattern. Figure 4.1 plots seasonally adjusted
real GDP quarterly since 1947, and Table 4.1 summarizes the behavior
of real GDP in the nine postwar recessions.! The figure and table show
that output declines vary considerably in size and spacing. The falls in
real GDP range from 0.8% in 1960 to 4.1% in 1973-1975; the times be-
tween the end of one recession and the beginning of the next range from

tThe formal dating of recessions for the United States 1s not based solely on the behavior
of real GDP. Instead, recessions are 1identified judgmentally by the National Bureau of Eco-
nomic Research (NBER) on the basis of various indicators. For that reason, the dates of the
official NBER peaks and troughs differ shghtly from the dates shown in Table 4.1. Burns and
Mitchell (1944) and Moore and Zarnowitz (1986) describe the modern NBER methodology.
C. Romer (1994) describes the NBER methodology for the pre-World War II era.

146
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FIGURE 4.1 U.S. real GDP, 1947-1994 (data from Citibase)

five quarters in 1980-1981 to nine years in 1960-1969 and in 1982-1991.
The patterns of the output declines also vary greatly. In the 1980 recession,
the full decline of 2.6% took place in a single quarter; in the 1990-1991
recession, the decline of 1.6% took place gradually over three quarters; and
in the 1973-1975 recession, output fell irregularly by a total of 1.9% over
four quarters and then dropped 2.2% in the final quarter of the recession.
Because output movements are not regular, modern macroeconomics
has generally turned away from attempts to interpret fluctuations as
combinations of deterministic cycles of different lengths; efforts to discern
regular Kitchin (3-year), Juglar (10-year), Kuznets (20-year), and Kondratiev
(50-year) cycles have been largely abandoned as unproductive.? Instead,

TABLE 4.1 Recessions in the United States since World War II

Year and quarter Number of quarters until  Change in real GDP,

of peak in real GDP trough in real GDP peak to trough
1948:4 4 -1.1%
1953:2 4 2.2
1957:3 2 -3.3
1960:1 3 -0.8
1969:3 3 -0.9
1973:4 5 -4.1
1980:1 1 —-2.6
1981:3 4 -2.8
1990:2 3 -1.6

Source: Citibase.

°There is an important exception to the claim that fluctuations are irregular: there are
large scasonal fluctuations that are similar in many ways to conventional business-cycle
fluctuations. See Barsky and Miron (1989).
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TABLE 4.2 Behavior of the components of output in recessions

Average share in fall

Average share in GDP in recessions

Component of GDP in GDP relative to normal growth
Consumption

Durables 6.9% 8.7%

Nondurables 24.8 14.3

Services 31.3 7.2
Investment

Residential 5.1 14.7

Fixed nonresidential 10.1 21.1

Inventories 0.6 30.7 -
Net Exports -0.6 -6.1 N
Government purchases 21.8 9.4

Source: Citibase.

the prevailing view is that the economy is perturbed by disturbances of
various types and sizes at more or less random intervals, and that those
disturbances then propagate through the economy. Where the major macro-
economic schools of thought differ is in their hypotheses concerning these
shocks and propagation mechanismes.

A second important fact is that fluctuations are distributed very un-
evenly over the components of output. Table 4.2 shows both the average
shares of each of the components in total output and their average shares
in the declines in output (relative to its normal growth) in recessions. As
the table shows, even though inventory investment on average accounts for
only a trivial fraction of GDP, its fluctuations account for almost one-third
of the shortfall in growth relative to normal in recessions: inventory accu-
mulation is on average large and positive at peaks, and large and negative at
troughs. Residential investment (that is, housing) and nonresidential fixed
investment (that is, business investment other than inventories) also ac-
count for disproportionate shares of output fluctuations; the same is true,
to a lesser extent, of consumer purchases of durable goods. Finally, con-
sumer purchases of nondurables and services, government purchases, and
net exports are relatively stable.? Although there is some variation across
recessions, the general pattern shown in Table 4.2 holds in most. And the
same components that decline disproportionately when aggregate output is
falling also rise disproportionately when output is growing at above-normal
rates.

A third set of facts involves asymmetries in output movements. There
are no large asymmetries between rises and falls in output; that is, output
growth is distributed roughly symmetrically around its mean. There does,

3The entries for net exports indicate that they are on average negative over the postwar
period, and that they typically grow—that is, become less negative—during recessions.

~
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however, appear to be asymmetry of a second type: output seems to be
characterized by relatively long periods when it is slightly above its usual
path, interrupted by brief periods when it is relatively far below.*

A fourth set of facts concerns the nature of output fluctuations before
the postwar era. In a series of papers, C. Romer (1986a, 1986b, 1989, 1994)
demonstrates that there are important biases in traditional estimates of ma-
jor macroeconomic time series for the period before World War II. She shows
that once those biases are accounted for, aggregate fluctuations do not ap-
pear dramatically different before the Great Depression than after World
War II. Output movements in the era before the depression appear slightly
larger, and slightly less persistent; but there has been no sharp change in
the character of fluctuations. Since such features of the economy as the sec-
toral composition of output and role of government were very different in
the two eras, this suggests either that the character of fluctuations is de-
rermined by forces that have changed much less over time, or that there
have been a set of changes to the economy that have had roughly offsetting
effects on overall fluctuations.”

A corollary of these findings about output movements before the Great
Depression is that the collapse in the depression and the rebound of the
1930s and World War II dwarf any fluctuations before or since. Real GDP in
the United States fell by 30% between 1929 and 1933, with estimated un-
employment reaching 25% in 1933. Over the next 11 years, real GDP rose
at an average annual rate of 10%; as a result, unemployment in 1944 was
1.2%. Finally, real GDP declined by 23% between 1944 and 1947, and unem-
ployment rose to 3.9%. In contrast, Romer’s (1989) estimates imply that the
largest decline in real GNP in the period 1869-1929 was a fall of 4.2% from
1907 to 1908. And as described above, the largest postwar decline has been
4.1% in 1973-1975. Likewise, the tremendous output gains of 1933-1944,
and the remarkable unemployment rates of both the early 1930s and the
mid-1940s, are unparalleled in the historical record.®

Finally, Table 4.3 summarizes the behavior of some important macroeco-
nomic variables during recessions. Not surprisingly, employment falls and
unemployment rises during recessions. The table shows that, in addition,
the length of the average workweek falls. The declines in employment and
hours are generally small relative to the falls in output. Thus productivity
—output per worker-hour—generally declines during recessions. The con-
junction of the declines in productivity and hours implies that movements

‘More precisely, periods of extremely low growth quickly followed by extremely high
growth are much more common than periods exhibiting the reverse pattern. See, for exam-
ple, De Long and Summers (1986a); Sichel (1993); Beaudry and Koop (1993); and McQueen
and Thorley (1993).

>See Balke and Gordon (1989) and Sheffrin (1988) for further discussion of pre-
Depression versus post-World War II fluctuations.

8For two recent discussions of the status of our understanding of the Great Depression,
see C. Romer (1993) and Bernanke’s (1993) review of Eichengreen (1992).
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TABLE 4.3 Behavior of some important macroeconomic variables in
recessions

Average change  Number of recessions

Variable in recessions in which variable falls
Real GDP* —-4.7% 9/9
Employment* —-2.2% 9/9
Unemployment rate (percentay " points) +2.1 0/9
Average weekly hours, production -0.9% 9/9
workers, manufacturing
Output per hour, nonfarm business* —1.4% 8/9
Inflation (GDP deflator; percentage points) -0.9 5/8%
Real compensation per hour, nonfarm -0.5% 7/9
business*
Interest rate on 3-month Treasury bills -1.9 9/9
(percentage points) N
Real money stock (M-2/GDP deflator)*# —1.4% S 5/6

*Change in recessions is computed relative to the variable’'s average growth over the full postwar
period, 1947-1992.

fInflation was zero at both the peak and the trough of the 1948-49 recession.
fAvailable only beginning in 1959.
Source: Citibase.

in the unemployment rate are generally smaller than the movements in out-
put. The relationship between movements in output and the unemployment
rate is known as Okun'’s law. As originally formulated by Okun (1962), the
“law” stated that a shortfall in GDP of 3% relative to normal growth pro-
duces a 1 percentage point rise in the unemployment rate; a more accurate
description of the current relationship is 2 to 1.

The remaining lines of Table 4.3 summarize the behavior of various price
and financial variables. Inflation generally (but not always) falls.” The real
wage, at least as measured in aggregate data, tends to fall slightly in reces-
sions. And nominal interest rates and the real money stock both generally
decline. i

a

4.2 Theories of Fluctuations

It is natural to begin by asking whether aggregate fluctuations can be un-
derstood using a Walrasian model—that is, a competitive model without
any externalities, asymmetric information, missing markets, or other im-
perfections. If they can, then the analysis of fluctuations may not require
any fundamental departure from conventional microeconomic analysis.

7Other ways of summarizing the cyclical behavior of inflation and the price level give
different results. Because of this, the cyclical behavior of inflation and the price level, and the
implications of that behavior, are controversial. See Kydland and Prescott (1990); Cooley and
Ohanian (1991); Backus and Kehoe (1992}; Ball and Mankiw (1994); and Rotemberg (1994).
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As emphasized in Chapter 2, the Ramsey model is the natural Walrasian
baseline model of the aggregate economy: the model excludes not only mar-
ket imperfections, but also all issues raised by heterogeneity among house-
holds. This chapter is therefore devoted to extending a variant of the Ramsey
model to incorporate aggregate fluctuations.? This requires modifying the
model in two ways. First, there must be a source of disturbances: without
shocks, the Ramsey model converges to a balanced growth path and then
grows smoothly. The initial extensions of the Ramsey model to include fluc-
tuations emphasized shocks to the economy’s technology—that is, changes
in the production function from period to period.? More recently, work in this
area has also emphasized changes in government purchases.!% Both types of
shocks represent real—as opposed to monetary, or nominal—disturbances:
technology shocks change the amount that is produced from a given quantity
of inputs, and government-purchases shocks change the quantity of goods
available to the private economy for a given level of production. For this rea-
son, the models are known as real-business-cycle (or RBC) models.

The second change that is needed to the Ramsey model is to allow for
variations in employment. In all the models we have seen, labor supply is ex-
ogenous and either constant or growing smoothly. Real-business-cycle the-
ory focuses on the question of whether a Walrasian model provides a good
description of the main features of observed fluctuations. Models in this lit-
erature therefore allow for changes in employment by making households’
utility depend not just on their consumption but also on the amount they
work; employment is then determined by the intersection of labor supply
and labor demand.

As discussed in the final section of this chapter, there is considerable de-
bate about whether fluctuations can in fact be understood using Walrasian
models. In particular, a large number of macroeconomists believe that the
technology shocks and the propagation mechanisms of real-business-cycle
models are of little relevance to actual fluctuations, and that nominal dis-
turbances and a failure of nominal prices and wages to adjust fully to those
disturbances are central to fluctuations.

Chapters 5 and 6 are therefore devoted to Keynesian theories of fluc-
tuations. To keep the analysis tractable, and to do justice to how macroe-
conomics is actually done, Chapters 5 and 6 do not pursue the strategy of
adding incomplete nominal adjustment to a Ramsey-style model. Instead, to
focus on the consequences and causes of incomplete nominal adjustment,
they investigate price stickiness in models that are dramatically simplified
on the real side. Chapter 5 takes nominal stickiness as given and investigates

BKing, Plosser, and Rebelo (1988, Section 3) and King and Rebelo (1986) investigate the
consequences of using an endogenous growth model rather than the Ramsey model as the
starting point for analyzing fluctuations.

9The seminal papers include Kydland and Prescott (1982); Long and Plosser (1983);
Prescott (1986); and Black (1982).

19See Aiyagari, Christiano, and Eichenbaum (1992); Baxter and King (1993); and Chris-
tiano and Eichenbaum (1992a).
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its effects. Chapter 6 tackles the questions of why nominal prices might not
respond fully to disturbances.

One conclusion of Chapter 6 is that significant nominal stickiness is
much more likely to arise if there are departures from a Walrasian model in
addition to some type of direct impediment to instantaneous nominal ad-
justment: imperfections in the goods, credit, and labor markets may greatly
magnify the consequences of barriers to nominal flexibility. Thus modern
Keynesian theories differ 1,om real-business-cycle models not only by in-
cluding barriers to complete nominal adjustment, but also in their analysis
of how the economy would operate in the absence of those barriers.

This division of theories of fluctuations into ones focusing on real
shocks impinging on a Walrasian economy and ones focusing on nominal
disturbances affecting an economy with significant imperfections omits the
possibility of real non-Walrasian theories. That is, it may be that nominal
shocks and nominal stickiness are not important to fluctuations, but that
there are other departures from the Walrasian baseline that are central to
fluctuations. There are a host of possible non-Walrasian features of the
economy—such as imperfect competition, externalities, asymmetric infor-
mation, departures from rationality, and failures of markets to clear—and
thus a host of possible real non-Walrasian theories of fluctuations. Thus we
will not attempt to discuss them comprehensively. Instead, we will consider
them briefly at the end of Chapter 6.

4.3 A Baseline Real-Business-Cycle
Model

We now turn to a specific real-business-cycle model. The assumptions and
functional forms are similar to those used in most such models (see, for ex-
ample, Prescott, 1986; Christiano and Eichenbaum, 1992a; Baxter and King,
1993; and Campbell, 1994). The model is a discrete-time variation of the
Ramsey model of Chapter 2. Because our goal is to describe the quantita-
tive behavior of the economy, we will assume specific functional forms for
the production and utility functions.

The economy consists of a large number of identicai, price-taking firms
and a large number of identical, price-taking households. As in the Ramsey
model, households are infinitely-lived. The inputs to production are again
capital (K), labor (L)}, and “technology” (A). The production function is Cobb-
Douglas; thus output in period t is

Y = KAL)V, O<a<l. 4.1)

Output is divided among consumption (C), investment (I), and govern-
ment purchases (G ). Fraction § of capital depreciates each period. Thus the
capital stock in period t + 1 is
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Kt+1 = K( + It - 5Kt
(4.2)
=K + Y — C — Gy — 8K;.

The government’s purchases are financed by lump-sum taxes.!! Be-
cause households are infinitely-lived and there are no capital-market im-
perfections, the precise timing of the tax levies does not affect household
behavior—that is, Ricardian equivalence holds.

Labor and capital are paid their marginal products. Thus the real wage
and the real interest rate in period t are

we = (1 — @)K (A L) " A

(4.3)
K; )”
=(1-~ A
(1-a (5] A

"= (ég)““_a (4.4)

=« K, . .

The representative household maximizes the expected value of

U=> e ulc,l- 3,)%. 4.5)

t=0

i

u(e) is the instantaneous utility function of the representative member of
the household, and p is the discount rate.!? N; is population and H is the
number of households; thus N;/H is the number of members of the house-
hold. Population grows exogenously at rate n:

InN; =N + ni, n < p. (4.6)

Thus the level of N, is given by N; = eN*1t, : Co

The instantaneous utility function, u(s), has two arguments. The first is
consumption per member of the household, ¢. The second is leisure per
member, which is the difference between the time endowment per member
(normalized to 1 for simplicity) and the amount each member works, £.
Since all households are the same, ¢ = C/N and ¢ = L/N. For simplicity,
u(e) is log-linear in the two arguments:

u; =Inc + bIn(1 - £p), b>0. 4.7

The final assumptions of the model concern the behavior of the two driv-
ing variables, technology and government purchases. Consider technology

USection 4.9 briefly discusses real-business-cycle models with distortionary taxes.

12The usual way to express discounting in a discrete-time model is as 1/(1 + p)' rather
than as e~*. But because of the log-linear structure of this model, the exponential formu-
lation is more natural here. There is no important difference between the two approaches,
however; specifically, if we define p’ = e# — 1, then e »* = 1/(1 + p')'.
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first. To capture trend gzowth, the model assumes that in the absence of any
shocks, In A; would be A + gt, where g is the rate of technological progress.
But technology is also subject to random disturbances. Thus,

lnAt = Z + gt + A[ , (48)

where A reflects the effects of the shocks. A is assumed to follow a first-
order autoregressive process. That is,

Ar = PAAt—l + &4ty -1<pa<xl, (4.9)

where the &4,;’s are white-noise disturbances—a series of mean-zero shocks
that are uncorrelated with one another. Equation (4.9) states that the ran-
dom component of In A;, A;, equals fraction p4 of its previous period’s value
plus a random term. If p4 is positive, this means that the effects of a shock
to technology disappear gradually over time.

We make similar assumptions about government purchases. The trend
growth rate of per capita government purchases equals the trend growth
rate of technology; if this were not the case, over time government pur-
chases would become arbitrarily large or arbitrarily small relative to the
economy. Thus,

InG =G +(n+g)t+ G, (4.10)
Gr = PG Gy + Gty -1 <pg <1, (4.11)

where the £;’s are white-noise disturbances that are uncorrelated with the
£4’s. This completes the description of the model.

4.4 Household Behavior

The two most important differences between this model and the Ramsey
model are the inclusion of leisure in the utility function and the introduc-
tion of randomness in technology and government purchases. Before ana-
lyzing the model’s general properties, this section therefore discusses these
features’ implications for households’ behavior.

Intertemporal Substitution in Labor Supply

To see what the utility function implies for labor supply, consider first the
case where the household lives only for one period and has no initial wealth.
In addition, assume for simplicity that the household has only one member.
In this case, the household’s objective function is simply Inc + bIn(1 — ),
and its budget constraint is simply ¢ = w¥.
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The Lagrangian for the household’s maximization problem is
L=Inc+bln(l -+ xwl - 0). 4.12)

The first-order conditions for ¢ and £, respectively, are

-A=0, (4.13)

O | -

—% +aw = 0. (4.14)
Since the budget constraint requires ¢ = w¥, (4.13) implies A = 1/w¥. Sub-
stituting this into (4.14) yields
b 1
1_€+€—0. (4.15)
The wage does not enter (4.15). Thus labor supply (the value of £ that sat-
isfies [4.15]) is independent of the wage. Intuitively, because utility is loga-
rithmic in consumption and the household has no initial wealth, the income
and substitution effects of a change in the wage offset each other.

The fact that the level of the wage does not affect labor supply in the
static case does not mean that variations in the wage do not affect labor
supply when the household’s horizon is more than one period. This can
be seen most easily when the household lives for two periods. Continue to
assume that it has no initial wealth and that it has only one member; in
addition, assume that there is no uncertainty about the interest rate or the
second-period wage.

The household’s lifetime budget constraint is now

wa b, (4.16)

1 o =wl + 1
1+r 2" "My

G+

where r is the real interest rate. The Lagrangian is

L=Ina+bIn(l - +e?[lnc + bIn(l — £5)]

woly — €1 —

+/\[w€+ !
LAE N 1+r

cz]. (4.17)

The household’s choice variables are ci, ¢z, 1, and ¥>. Only the first-
order conditions for £; and £> are needed, however, to show the effect of the
relative wage in the two periods on relative labor supply. These first-order
conditions are

v, b

m = Awy, (418)
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e *b
L @19

To see the implications of (4.18)-(4.19), divide both sides of (4.18) by w;
and both sides of (4.19) by w»/(1 + r), and equate the two resulting expres-
sions for A. This yields

¢ b 1+r b 1

1 —{}2 Wo N 1 —#1 —W‘ly (4.20)

or

1-4; 1 w2

1-4» B e Pl +r)wy’

(4.21)

Equation (4.21) implies that relative labor supply in the two periods re-
sponds to the relative wage. If, for example, w; rises relative to w», the
household decreases first-period leisure relative to second-period leisure;
that is, it increases first-period labor supply relative to second-period sup-
ply. Because of the logarithmic functional form, the elasticity of substitution
between leisure in the two periods is 1.

Equation (4.21) also implies that a rise in the interest rate raises first-
period labor supply relative to second-period supply. Intuitively, a rise in r
increases the attractiveness of working today and saving relative to working
tomorrow. As we will see, this effect of the interest rate on labor supply is
crucial to employment fluctuations in real-business-cycle models. These re-
sponses of labor supply to the relative wage and the interest rate are known
as intertemporal substitution in labor supply (Lucas and Rapping, 1969).

Household Optimization under Uncertainty

The second way that the household’s optimization problem differs from its
problem in the Ramsey model is that it faces uncertainty about rates of re-
turn and future wages. Because of this uncertainty, the household does not
choose deterministic paths for consumption and labor supply. Instead, its
choices of ¢ and £ at any date potentially depend on all of the shocks to tech-
nology and government purchases up to that date. This makes a complete
description of the household’s behavior quite complicated. Fortunately, we
can describe key features of its behavior without fully solving its optimiza-
tion problem. Recall that in the Ramsey model, we were able to derive an
equation relating present consumption to the interest rate and consumption
a short time later (the Euler equation) before imposing the budget constraint
and determining the level of consumption. With uncertainty, the analogous
equation relates consumption in the current period to expectations concern-



4.4 Household Behavior 157

ing interest rates and consumption in the next period. We will derive this
equation using the informal approach we used in equations (2.20)-(2.21) to
derive the Euler equation.!3

Consider the household in period t. Suppose it reduces current con-
sumption per member by a small amount Ac and then uses the resulting
greater wealth to increase consumption per member in the next period
above what it otherwise would have been. If the household is behaving opti-
mally, a marginal change of this type must leave expected utility unchanged.

Equations (4.5) and (4.7) imply that the marginal utility of consump-
tion per member in period t is e ?'(N¢/H)X1/c¢:). Thus the utility cost of
this change is e *'(N;/H)(Ac/¢;). Since the household has e¢” times as many
members in period t+1 as in period t, the increase in consumption per mem-
ber in period t+1 is e " (1 +r¢;1)Ac. The marginal utility of period-t +1 con-
sumption per member is e Pt *Y(N,, 1 /H)1/cr+1). Thus the expected utility
benefit as of period t is Ei[e P (N;p1/H)e (1 + rre1)/ Cre1lAC, where E;
denotes expectations conditional on what the household knows in period
t (that is, given the history of the economy up through period t). Equating
the costs and expected benefits implies

N ac
H Ct

=E [e*”(”“he‘” L(l + rm)] Ac. 4.22)

e Ft
H Cr+1

Since e P+ U(N;, | /H)e " is not uncertain and since N;,; = Nye", this sim-
plifies to

1 1
= eprt[
Ct Ct+1

1+ re)l 4.23)

This is the analogue of equation (2.19) in the Ramsey model.

Note that the expression on the right-hand side of (4.23) is not the same
as e PEJ1l/c+1]E[1 + reyq]. That is, the tradeoff between present and fu-
ture consumption depends not just on the expectations of future marginal
utility and the rate of return, but also on their interaction. Specifically, the
expectation of the product of two variables equals the product of their ex-
pectations plus their covariance. Thus (4.23) implies

1 1 1
== e (BI IR + real = Covo— T+ re)) (424
Cr Cr+1 Cr+1

where Cov(1/c¢ry1,1 + 1) denotes the covariance of 1/¢;,1 and 1 + #:41.
Suppose, for example, that when r;,; is high, ¢;+; is also high. In this
case, Cov(1/cr11,1 + rey1) is negative—that is, the return to saving is high in

13The household’s problem can be analyzed more formally using dynamic programming
(see Section 10.4, below; Dixit, 1990, Chapter 11; or Kreps, 1990, Appendix 2). This also yields
(4.23), below.
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the times when the marginal utility of consumption is low, This makes sav-
g less attractive than it 1s if 1/¢i+1 and r¢yy are uncorrelated, and thus
tends to raise current consumption.

Chapter 7 discusses the impact of uncertainty on optimal consumption
further.

The Tradeoff between Consumption and Labor Supply

The household chooses not only consumption at each date, but also labor
supply. Thus a second first-order condition for the household’s optimiza-
tion problem relates its current consumption and labor supply. Specifically,
imagine the household increasing its labor supply per member in period t
by a small amount A¢ and using the resulting income to increase its con-
sumption in that period. Again if the household is behaving optimally, a
marginal change of this type must leave expected utility unchanged.

From equations (4.5) and (4.7), the marginal disutility of working in
period t is e P(N;/H)[b/(1 — ¥;)]. Thus the change has a utility cost of
e PUN: /H)b/(1 — £;)]A¢f. And since the change raises consumption by
weAd, it has a utility benefit of e=?/(N; /H)(1/¢;)weAL. Equating the cost and
benefit gives us

N b Ny 1

-t 2 —p Pt 2t
e 1 _&Aﬁ e o o wi AL, (4.25)
or
G _ W™
7= b (4.26)

Equation (4.26) relates current leisure and consumption given the wage. Be-
cause it involves current variables, which are known, uncertainty does not
enter. Equations (4.23) and (4.26) are the key equations describing house-
holds’ behavior. -

4.5 A Special Case of the Model
Simplifying Assumptions

The model of Section 4.3 cannot be solved analytically. The basic problem,
as Campbell (1994) emphasizes, is that it contains a mixture of ingredients
that are linear—such as depreciation and the division of output mnto con-
sumption, investment, and government purchases—and ones that are log-
linear—such as the production function and preferences. In this section, we
therefore investigate a simplified version of the model.
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Specifically, we make two changes to the model: we eliminate govern-
ment and we assume 100% depreciation each period.'* Thus equations
(4.10) and (4.11) are dropped from the model, and equations (4.2) and (4.4)
become

Kier =Y - G, (4.27)

l-a
%> . (4.28)

l+r =
re o ( Kt
The elimination of government can be justified on the grounds that do-
ing so allows us to isolate the effects of technology shocks. The grounds for
the assumption of complete depreciation, on the other hand, are only that
it allows the model to be solved.

Solving the Model

Because markets are competitive, externalities are absent, and individuals
are infinitely-lived, the model’s equilibrium must correspond to the Pareto
optimum. Because of this, we can find the equilibrium either by ignoring
markets and finding the social optimum directly, or by solving for the com-
petitive equilibrium. We will take the second approach, on the grounds that
it is easier to apply to variations of the model where Pareto optimality fails.
Finding the social optimum is sometimes easier, however; as a result, many
real-business-cycle models are solved that way.!®

The solution to the model focuses on two variables, labor supply per per-
son, £, and the fraction of output that is saved, s. The basic strategy is to
rewrite the equations of the model in log-linear form, substituting (1 - s)Y
for C whenever it appears. We will then determine how £ and s must de-
pend on the current technology and on the capital stock inherited from the
previous period to satisfy the equilibrium conditions. We will focus on the
two conditions for household optimization, (4.23) and (4.26); the remaining
equations follow mechanically from accounting and from competition.

We will find that s is independent of technology and the capital stock. In-
tuitively, the combination of logarithmic utility, Cobb-Douglas production,
and 100% depreciation causes movements in both technology and capital to
have offsetting income and substitution effects on saving. It is the fact that
s is constant that allows the model to be solved analytically.

l4with these changes, the model corresponds to a one-sector version of Long and
Plosser’'s (1983) real-business-cycle model. McCallum (1989) investigates this model. In
addition, except for the assumption of § = 1, the model corresponds to the basic case
considered by Prescott (1986). It is straightforward to assume that a constant fraction of
output is purchased by the government instead of eliminating government altogether.

15See Problem 4.11 for the solution using the social-optimum approach.
A
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Consider (4.23) first; this condition1s 1/¢; = e PE (1 + #:+1)/ ¢ +1]. Since
¢ = (1 — s;)Y;/Ng, rewriting (4.23) along the lines just suggested gives us

~In [(1 - s,)%] = —p+InkE 1t r”; 4.29)
t (1 —8+1) el
Nen

Since the production function is Cobb-Douglas and depreciation 1s 100%,
1+ rii1 = aYey1 /Ky In addition, 100% depreciation implies that K;yq =
Y; — C¢ = ¢ Y¢. Substituting these facts into (4.29) yields

- h’l(l - Sr) —In Y[ + lnN[

= —p+Ink (4.30)

i alN¢ i1 ]
=—p+Ink | ——mm—
P ‘ LSe{1 — $e+1)Ye

1
=—p+lna+1nNr+n—lnsr~lnYt+1nEt|: ],
1-841

where the final line uses the facts that o, N; 1, S¢, and Y; are known at date
t and that N 1s growing at rate n. Equation (4.30) simplifies to

Inss -In(l —s;)=-p+n+Ina+Ink [#] (4.31)
1—-s84

A and K —technology and capital—do not enter (4.31). Thus there is a
constant value of s that satisfies this condition. To see this, note that if s
is constant at some value §, $¢, is not uncertain, and so E;[1/(1 — s¢,1}] is
simply 1/(1 — §). Thus (4.31) becomes .

In§=Ina+n —p, (4.32)
or
§ = ae"?, (4.33)

Thus the saving rate is constant.
Now consider (4.26), which states ¢;/(1 - €¢) = wy/b. Since ¢; = C;/N; =
(1 - 3)Y;/N;, we can rewrite this condition as

In[(1 - 38)Y;/N:J-In(1 =€) =Inw, —Inb. (4.34)

Since the production function 1s Cobb-Douglas, w; = (1 — a)Y; /(£;N;). Sub-
stituting this fact into (4.34) yields
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In1-8)+InY:—InN; —In(1 — €;)

4.35)
=In(l —a)+InY;—In¥l; —InN; —Inb.
Canceling terms and rearranging gives us
Inf; —In(1 - €;) =In(1 — ) —In(1 —3) ~Inb. (4.36)
Finally, straightforward algebra yields
4 = L ~a (4.37)

(I-a)+ b(1-3)
= 0.

Thus labor supply is also constant. The reason this occurs despite house-
holds’ willingness to substitute their labor supply intertemporally is that
movements in either technology or capital have offsetting impacts on the
relative-wage and interest-rate effects on labor supply. An improvement in
technology, for example, raises current wages relative to expected future
wages, and thus acts to raise labor supply. But, by raising the amount saved,
it also lowers the expected interest rate, which acts to reduce labor supply.
In the specific case we are considering, these two effects exactly balance.

The remaining equations of the model do not involve optimization; they
follow from technology, accounting, and competition. Thus we have found
a solution to the model with s and £ constant.

As described above, any competitive equilibrium of this model is also
a solution to the problem of maximizing the expected utility of the repre-
sentative household. Standard results about optimization imply that this
problem has a unique solution (see Stokey, Lucas, and Prescott, 1989, for
example). Thus the equilibrium we have found must be the only one.

Discussion

This model provides an example of an economy where real shocks drive
output movements. Because there are no market failures, the movements
are the optimal responses to the shocks. Thus, contrary to the conventional
wisdom about macroeconomic fluctuations, here fluctuations do not reflect
any market failures, and government interventions to mitigate them can
only reduce welfare. In short, the implication of real-business-cycle mod-
els, in their strongest form, is that observed aggregate output movements
simply represent the time-varying Pareto optimum.

The specific form of the output fluctuations implied by the model is
determined by the dynamics of technology and the behavior of the capital
stock.!® In particular, the production function, Y; = K*(A;L)'~, implies

16The discussion that follows is based on McCallum (1989).
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InY,=alnk; +(1 —a)InA; +InL;). (4.38)
We know that K; = 3Y,_; and L; = ?N,; thus
InY; =alnd+alnYe; +(1 - o)InA, +Inf + InNy)

=aln§+alnYi_; + (1 - a)A+ gt) (4.39)

§

+(1-a)A; + (1 - a)Inf + N + no),

where the last line uses the facts that InA; = A+ gt + A, and InN; = N + nt
(see [4.6] and [4.8]).

The two components of the right-hand side of (4.39) that do not follow
deterministic paths are «In Y;_; and (1 — a)A,. It must therefore be possible
to rewrite (4.39) in the form

?t = aYt_] +(1 - a)At, (4.40)

where Y, is the difference between In Y; and the value it would take if In A;
equaled A + gt each period (see Problem 4.14 for details).

To see what (4.40) implies concerning the dynamics of output, note that
since it holds each period, it implies Y;—1 = a¥i—» + (1 — a)A;-1, Or

~ 1 ~ ~
At—l = 1—_*{; (Y[_l - CYYI_2> . (441)

Recall that (4.9) states that A, = pyA, 1 + £4. Substituting this fact and
(4.41) into (4.40), we obtain

Vi =aV1 + (1 - a)padi + €ay)

aYioy +paVior —a¥ep) + (1 — ey (4.42)

(@ +pa) Vi1 - OéPAYt—Z + (1 - a)eay. -

Thus, departures of log output from its normal path follow a second-order
autoregressive process—that is, Y can be written as a linear combination of
its two previous values plus a white-noise disturbance.!”

17Readers who are familiar with the use of lag operators can derive (4.42) using that
approach. In lag-operator notation, Y;_, is LY, where L maps variables to their previous
period’s value. Thus (4.40) can be written as ¥; = aL¥; + (1 — a)A,, or (1 — al)¥; = (1 — a)A,.
Similarly, we can rewrite (4.9) as (1 — psL)A; = £4,, OF A =(1- pal)"le4,. Thus we have
A -al)¥: = 1 —a)(1 - pal) e, “Multiplying” through by 1 — p4L vields (1 — aL)(1 — psL)¥; =
(1 — a)eay, or [1 = (a + p)L + apal21¥, = (1 - a)e,,. This is equivalent to ¥; = (a + pa)LY; —
apal? Y, + (1 — a)ea,, which corresponds to (4.42). (See Section 6.8 for a discussion of lag
operators and of the legitimacy of manipulating them in these kinds of ways.)
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The combination of a positive coefficient on the first lag of ¥; and a
negative coefficient on the second lag can cause output to have a “hump-
shaped” response to disturbances. Suppose, for example, that « = % and
p4 = 0.9. Consider a one-time shock of 1/(1 - «) to £4. Using (4.42) iteratively
shows that the shock raises log output relative to the path it would have
otherwise followed by 1 in the period of the shock (1 — « times the shock),
1.23 in the next period (a + p4 times 1), 1.22 in the following period (o + pa
times 1.23, minus « times p4 times 1), then 1.14, 1.03, 0.94, 0.84, 0.76, 0.68,

. in subsequent periods.

Because « is not large, the dynamics of output are determined largely by
the persistence of the technology shocks, ps. If pa = 0, for example, (4.42)
simplifies to ¥; = a¥Vi_ +(1 —a)ea. If a = %, this implies that almost nine-
tenths of the initial effect of a shock disappears after only two periods. Even
if pa = %, two-thirds of the initial effect is gone after three periods. Thus the
model does not have any mechanism that translates transitory technology
disturbances into significant long-lasting output movements. We will see
that the same is true of the more general version of the model.

Nonetheless, these results show that this model yields interesting out-
put dynamics. Indeed, if actual U.S. log output is detrended linearly, it fol-
lows a process similar to the hump-shaped one described above (Blanchard,
1981).!8

In other ways, however, this special case of the model does not do a
good job of matching major features of fluctuations. Most obviously, the
saving rate is constant—so that consumption and investment are equally
volatile—and labor input does not vary. In practice, as we saw in Section
4.1, investment varies much more than consumption, and employment and
hours are strongly procyclical—that is, they move in the same direction as
aggregate output. In addition, the model predicts that the real wage is highly
procyclical. Because of the Cobb-Douglas production function, the real wage
is (1-a)Y/L; since L does not respond to technology shocks, this means that
the real wage rises one-for-one with Y. In actual fluctuations, in contrast,
the real wage appears to be at most only moderately procyclical.

Thus the model must be modified if it is to capture many of the major
features of observed output movements. The next section shows that intro-
ducing depreciation of less than 100% and shocks to government purchases
improves the model’s predictions concerning movements in employment,
saving, and the real wage.

To see intuitively how lower depreciation improves the fit of the model,
consider the extreme case of no depreciation and no growth, so that invest-
ment is zero in the absence of shocks. In this situation, a positive technology
shock, by raising the marginal product of capital in the next period, makes
it optimal for households to undertake some investment. Thus the saving

18This result is sensitive to the detrending, however.
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rate rises. The fact that saving is temporarily high means that expected con-
sumption growth is higher than it would be with a constant saving rate; from
consumer’s intertemporal optimization condition, (4.23), this requires the
interest rate to be higher. But we know that a higher interest rate increases
current labor supply. Thus introducing incomplete depreciation causes in-
vestment and employment to respond more to shocks.

The reason that introducing shocks to government purchases improves
the fit of the model is straightforward: it breaks the tight link between
output and the real wage. Since an increase in government purchases in-
creases households’ lifetime tax lability, it reduces their lifetime wealth.,
This causes them to consume less leisure—that is, to work more. When la-
bor supply rises without any change in technology, the real wage falls; thus
output and the real wage move in opposite directions. With output fluctu-
ations coming from changes in L instead of changes in A, real wages move
in the opposite direction from output. It follows that with shocks to both
government purchases and technelogy, the model can generate an overall
pattern of real wage movements that is not strongly procyclical or counter-
cyclical.

4.6 Solving the Model in the General
Case

Overview

As discussed above, the full model of Section 4.3 cannot be solved analyt-
ically. This is true of almost all real-business-cycle models. Papers in this
area generally address this difficulty by solving the models numerically.
That is, once a model is presented, parameter values are chosen, and the
model’'s quantitative implications for the variances and correlations of var-
ious macroeconomic variables are discussed.

As Campbell (1994) emphasizes, this procedure provides little guidance
concerning the sources of the models’ implications. He argues that one
should instead take first-order Taylor approximations of the equations of
the models in the logs of the relevant variables around the models’ balanced
growth paths in the absence of shocks, and then investigate the properties
of these approximate models.1? He also argues that one should focus on
how the variables of a model respond to shocks instead of merely describ-
ing the model’s implications for variances and correlations.

This section applies Campbell’s method to the model of Section 4.3. Un-
fortunately, even though taking a log-linear approximation to the model
allows it to be solved analytically, the analysis remains cumbersome. For
that reason, we will only describe the broad features of the derivation and
results without going through the specifics in detail.

YKimball {1991) employs a similar approach.
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Log-Linearizing the Model around the Balanced
Growth Path?0

In any period, the state of the economy is described by the capital stock
inherited from the previous period and by the current values of technology
and government purchases. The two variables that are endogenous each
period are consumption and employment,

If we log-linearize the model around the nonstochastic balanced growth
path, the rules for consumption and employment must take the form

C( =~ aCKIZ[ + aCAA[ + (JICGG(, v (443)
Ly = aLKK[ + aLAAt + aLGGt, (4.44)

where the a’s will be functions of the underlying parameters of the model.
As before, a tilde (™) over a variable denotes the difference between the
log of that variable and the log of its balanced-growth-path value. Thus,
for example, A, denotes In A, — (A + gt). Equations (4.43) and (4.44) state
that log consumption and log employment are linear functions of the logs
of K, A, and G, and that consumption and employment are equal to their
balanced-growth-path values when K, A, and G are all equal to theirs. Since
we are building a version of the model that is log-linear around the balanced
growth path by construction, we know that these conditions must hold. To
solve the model, we must determine the values of the a’s.

As with the simple version of the model, we will focus on the two condi-
tions for household optimization, (4.23) and (4.26). For a set of a’s to be a
solution to the model, they must imply that households are satisfying these
conditions. It turns out that the restrictions that this requirement puts on
the a’s fully determine them, and thus tell us the solution to the model.

This solution method is known as the method of undetermined coeffi-
cients. The idea is to use theory (or, in some cases, educated guesswork)
to find the general functional form of the solution, and then to determine
what values the coefficients in the functional form must take to satisfy the
equations of the model. This method is useful in many situations.

The Intratemporal First-Order Condition

To see how the method works in this case, begin by considering house-
holds’ first-order condition for the tradeoff between current consumption
and labor supply, ¢; /(1 — ;) = w,/b (equation [4.26]). Using equation (4.3)
to substitute for the wage and taking logs, we can write this condition as

l-«a
b

Inc ~In(1 = £,) = 1In ( ) (1 -a)nA, +alnk —alnl,. (4.45)

20See Problem 4.10 for the balanced growth path of the model 1n the absence of shocks.
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We want to find a first-order Taylor-series approximation to this ex-
pression in the logs of the variables of the model around the balanced
growth path the economy would follow if there were no shocks. Approx-
imating the right-hand sidc is straightforward: the difference between the
actual value of the right-hand side and its balanced-growth-path value is
(1 -a)A; + aK; — al;. To approximate the left-hand side, note that since pop-
ulation growth is not affected by the shocks, C; = &: log total consumption
differs from its balanced-growth-path value only to the extent that log con-
sumption per worker differs from its balanced-growth-path value. Similarly,
#; = L. The derivative of the left-hand side of (4.45) with respect to In ¢ is
simply 1. The derivative with respect to In-#; at £, = £* is £* /(1 —£*), where
£* is the value of £ on the balanced growth path. Thus, log-linearizing (4.45)
around the balanced growth path yields

*
Ct + f—wit =(1- a)At + Oékt - Oli,t. (4.46)

We can now use the fact that C; and I, are linear functions of K;, A;, and
G;. Substituting (4.43) and (4.44) into (4.46) yields

£ . . s
-t 01) (aKe + acaAe + agGr)

aCKKt + aCAA[ + aCGGt + (l——T

=ak +( - 0)4;. (4.47)

Equation (4.47) must hold for all values of K, A, and G. If it does not, then
for some combinations of K, A, and G, households can raise their utility
by changing their current consumption and labor supply. Thus the coeffi-
cients on K on the two sides of (4.47) must be equal, and similarly for the
coefficients on A and on G. Thus the a’s must satisfy:

e*

ack + (—r y + a) aK = o, . (4.48)
#*

aca + (m + Cl) aia = 1-a (449)
‘g*

acg + (m@ + a> ag = 0. (4.50)

To understand these conditions, consider first (4.50), which relates the
responses of consumption and employment to movements in government
purchases. Government purchases do not directly enter (4.45); that is, they
do not affect the wage for a given level of labor supply. If households
increase their labor supply in response to an increase in government pur-
chases, the wage falls and the marginal disutility of working rises. Thus,
they will do this only if the marginal utility of consumption is higher—that
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is, if consumption is lower. Thus if labor supply and consumption respond
to changes in government purchases, they must move in opposite direc-
tions. Equation (4.50) tells us not only this qualitative result, but also how
the movements in labor supply and consumption must be related.

Now consider an increase in A (equation [4.49]). An improvement in tech-
nology raises the wage for a given level of labor supply. Thus if neither la-
bor supply nor consumption respond, households can raise their utility by
working more and increasing their current consumption. Thus households
must increase either labor supply or consumption (or both); this is what is
captured in (4.49).

Finally, the restrictions that (4.45) puts on the responses of labor supply
and consumption to movements in capital are similar to the restrictions it
puts on their responses to movements in technology. The only difference
is that the elasticity of the wage with respect to capital, given I, is a rather
than 1 — «. This is what is shown in (4.48).

The Intertemporal First-Order Condition

The analysis of the first-order condition relating current consumption and
next period’s consumption, 1/¢; = e PE[(1 + r¢1+1)/ce+1] (equation [4.23]), is
more complicated. The basic idea is the following. Begin by defining Z;,; as
the difference between the log of (1 + 711}/ ¢r+1 and the log of its balanced-
growth-path value. Now note that since (4.43) holds at each date, it implies

Cr+1 = ackKis1 + dcaAin + accGrat. (4.51)

We can then use this expression for C;.; and equation (4.4) for r;,; to ex-
press Z.,; in terms of K1, A1, and Gy, 1.2! Since K., is an endogenous
variable, we need to eliminate it from this expression. Speciﬁcally, we can
log-linearize the equation of motion for capital, (4.2), to write K;., in terms
of Ki, A;, G, L;, and C;; we can then use (4.43) and (4.44) to substitute for
L; and C;. This yields an expression of the form

Kioq = K + bKAAt + bk G, (4.52)

where the b’s are complicated functions of the parameters of the model and
of the a’s.??

Subsututmg (4.52) into the expressmn for Z;,1 in terms of K1, Are1,
and G,H then gives us an expression for Z;,; in terms of A, 1, G[+1, K, A,
and G;. The final step is to use this to find E;[Z;,] in terms of K, A, and
G¢.?% Substituting this into (4.23) gives us three additional restrictions on

A Equation (4.44) for L is used to substitute for I, in the expression for r,,;.
22See Problem 4.15.

ZThere is one complication here. As emphasized in Section 4.4, (4.23) involves not just
the expectations of next-period values, but their entire distribution. That is, what is appro-
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the a’s; this is enough to determine the a’s in terms of the underlying pa-
rameters.

Unfortunately, the model is sufficiently complicated that solving for
the a’s is tedious, and the resulting expressions for the a’s in terms of
the underlying parameters of the model are complicated. Even if we wrote
down those expressions, the effects of the parameters of the model on
the a’s, and hence on the economy’s response to shocks, would not be
transparent.

Thus, despite the comparative simplicity of the model and our use of
approximations, we must still resort to numerical methods to describe the
model’s properties. What we will do is choose a set of baseline parameter
values and discuss their implications for the a’s in (4.43)-(4.44) and the
b’s in (4.52). Once we have determined the values of the a’s and b’s, equa-
tions (4.43), (4.44), and (4.52) specify (approximately) how consumption,
employment, and capital respond to shocks to technology and government
purchases. The remaining equations of the model can then be used to de-
scribe the responses of the model’s other variables—output, investment, the
wage, and the interest rate. For example, we can substitute equation (4.44)
for L into the log-linearized version of the production function to find the
model’s implications for output:

Y

i

aKy + (1 — o) + Ap)

0([2{ + (1 — a)(aLKK[ + aLAA[ -+ aLGG[ + At) (453)

e+ (1 —a)aklK: + (1 — o) + ara)A; + acGy.

4.7 Implications

Following Campbell, assume that each period corresponds to a quarter, and
take for baseline parameter values a = %, g = 0.5%, n = 0.25%, § = 2.5%,
pa = 0.95, pc = 0.95, and G, p, and b such that (G/Y)* = 0.2, r* = 1.5%,
and £* = 1.24

3

priate in the log-linearized version of (4.23) is not E[Z;.], but In E;[e%+']. Campbell (1994)
addresses this difficulty by assuming that Z is normally distributed with constant variance;
that is, eZ has a lognormal distribution. Standard results about this distribution then imply
that In E;[eZ+1] equals E[Z:,,] plus a constant (see, for example, Mood, Graybill, and Boes
[1974] or any other statistics textbook). Thus we can express the log of the right-hand side
of (4.23) in terms of F,[Z;.] and constants. Finally, Campbell notes that given the log-linear
structure of the model, if the underlying shocks—the £4’s and £ ’s in (4.9) and (4.11)—are
normally distributed with constant variance, his assumption about the distribution of Z,.,
is correct.

24Gee Problem 4.10 for the implications of these parameter values for the balanced
growth path.
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FIGURE 4.2 The effects of a 1% technology shock on the paths of technology,
capital, and labor ez,

The Effects of Technology Shocks

One can show that these parameter values imply aa = 0.35, aix = —0.31,
dca = 0.38, acg = 0.59, bga = 0.08, and bgx ~ 0.95. These values can be
used to trace out the effects of a change in technology. Consider, for ex-
ample, a positive 1% technology shock. In the period of the shock, capital
which is inherited from the previous period) is unchanged, labor supply
rises by 0.35%, and consumption rises by 0.38%. Since the production func-
tionis K 1/3(AL)?/3, output increases by 0.90%. In the next period, technology
is 0.95% above normal (since ps = 0.95), capital is higher by 0.08% (since
bxa =~ 0.08), labor supply is higher by 0.31% (0.35 times 0.95, minus 0.31
times 0.08), and consumption is higher by 0.41% (0.38 times 0.95, plus 0.59
times 0.08); the effects on A, K, and L imply that output is 0.86% above
normal. And so on.

Figures 4.2 and 4.3 show the shock’s effects on the major quantity vari-
ables of the model. By assumption, the effects on the level of technology
die away slowly. Capital accumulates gradually and then slowly returns to
normal; the peak effect is an increase of 0.60% after 20 quarters. Labor sup-
ply jumps by 0.35% in the period of the shock and then declines relatively
rapidly, falling below normal after 15 quarters. It reaches a low of —0.09%
after 33 quarters, and then slowly comes back to normal. The net result of
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FIGURE 4.3 The effects of a 1% technology shock on the paths of output and
consumption

the movements in A, K, and L is that output increases in the period of the
shock and then gradually returns to normal. Consumption responds less,
and more slowly, than output; thus investment is more volatile than con-
sumption.

Figure 4.4 shows the percentage movement in the wage and the change
in percentage points in the interest rate at an annual rate. The wage rises and
then returns very slowly to normal. Because the changes in the wage (after
the unexpected jump at the time of the shock) are small, wage movements
contribute little to the variations in labor supply. The annual interest rate
increases by about one-seventh of a percentage point in the period of the
shock and then returns to normal fairly quickly. Because the capital stock
moves more slowly than labor supply, the interest rate dips below normal
after 14 quarters. These movements in the interest rate are the main source
of the movements in labor supply.

To understand the movements in the interest rate and consumption,
consider for simplicity the case where labor supply is inelastic, and recall
that r = o(AL/K)! " — 6. The immediate effect of the increase in A is to
raise r. Since the increase in A dies out only slowly, ¥ must remain high
unless K increases rapidly. But since depreciation is low, a rapid rise in K
would require a large increase in the fraction of output that is invested. But
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FIGURE 4.4 The effects of a 1% technology shock on the paths of the wage
and the interest rate

£ the saving rate were to rise by so much that ¢ returned immediately to
its usual level, this would mean that consumption was expected to grow
rapidly even though r equaled its normal value; this would violate house-
aolds’ intertemporal first-order condition, (4.23). Thus, instead, households
raise the fraction of their income that they save, but not by enough to return
» immediately to its usual level. And since the increase in A is persistent,
-he increase in the saving rate is also persistent. As technology returns to
normal, the slow adjustment of the capital stock eventually causes A/K to
fall below its initial value, and thus causes r to fall below its usual value.
“hen this occurs, the saving rate falls below its balanced-growth-path level.

When we allow for variations in labor supply, some of the adjustments
of the capital stock occur through changes in labor supply rather than the
saving rate: households build up the capital stock during the early phase
partly by increasing labor supply, and bring it back to normal in the later
phase partly by decreasing labor supply.

The parameter that the results are most sensitive to is ps. When tech-
nology shocks are less persistent, the wealth effect of a shock is smaller
‘because its impact is shorter-lived), and its intertemporal-substitution
effect is larger. As a result, aca is increasing m pu, and apa and bga
are decreasing; ack, aix, and bk are unaffected. If p4 declines from the
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baseline value of 0.95 to 0.5, for example, aca falls from 0.38 to 0.11, ara
rises from 0.35 to 0.66, and bga rises from 0.08 to 0.12. The result is sharper,
shorter output fluctuations. In this case, a 1% technology shock raises out-
put by 1.11% in the period of the shock, but only by 0.30% two periods later.
If psa = 1, aca rises to 0.63, apa falls to 0.05, and bga falls to 0.04. The result
is that employment fluctuations are small and output fluctuations are much
more gradual. For example, a 1% shock causes output to increase by 0.70%
immediately (only slightly larger than the direct effect of 0.67%), and then
to rise very gradually to 1% above its initial level.

In addition, suppose we generalize the way that leisure enters the instan-
taneous utility function, (4.7), to allow the intertemporal elasticity of substi-
tution in labor supply to take on values other than 1.2°> With this change, this
elasticity also has important effects on the economy’s response to shocks:
the larger the clasticity, the more responsive labor supply is to technology
and capital. If the elasticity rises from 1 to 2, for example, ar s increases
from 0.35 to 0.48, and ak increases from —0.31 to —0.41 (in addition, aca,
ack, bxa, and by all change moderately). As a result, fluctuations are larger
when the intertemporal elasticity of substitution is higher.%®

The Effect's of Changes in Government Purchases

Our baseline parameter values imply acg = —-0.13, aig = 0.15, and bgg =
—0.004; acx, aix, and bgx are as before. Intuitively, an increase in govern-
ment purchases causes consumption to fall and labor supply to rise because
of its negative wealth effects. And because the rise in government purchases
is not permanent, agents also respond by decreasing their capital holdings.

Since the elasticity of output with respect to L is two-thirds, the value
of ag of 0.15 means that output rises by about 0.1% in response to a 1%
government-purchases shock. Since output on the balanced growth path is
five times government purchases, this means that Y rises by about one-half
as much as G. And since one can show that consumption on the balanced
growth path is about two-and-one-half times government purchases, the
value of acg of —0.13 means that C falls by about one-third as much as
G increases. The remaining one-sixth of the adjustment takes the form of
lower investment.

Figures 4.5-4.7 trace out the effects of a positive 1% government-
purchases shock. The capital stock is only slightly affected; the maximum
impact is a decline of 0.03% after 20 quarters. Employment increases and
then gradually returns to normal; in contrast to what occurs with tech-

%5See Campbell (1994) and Problem 4.4.

26in addition, Kimball (1991) shows that if we relax the assumption of a Cobb-Douglas
production function, the elasticity of substitution between capital and labor has important
effects on the economy’s response to shocks.
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FIGURE 4.7 The effects of a 1% government-purchases shock on the paths of
the wage and the interest rate

nology shocks, there is no overshooting. Because technology is unchanged
and the capital stock moves little, the movements in output are small and
track the changes in employment fairly closely. Consumption declines at
the time of the shock and then gradually returns to normal. The increase in
employment and the fall in the capital stock cause the wage to fall and the
interest rate to rise. The anticipated wage movements after the period of the
shock are small and positive; thus, as before, the source of the increases in
labor supply are the increases in the interest rate.

As with technology, the persistence of movements in government pur-
chases has important effects on how the economy responds to shocks. If p¢
falls to 0.5, for example, acg falls from —0.13 to —0.03, ai ¢ falls from 0.15 to
0.03, and bg¢ increases from —0.004 to —0.020: because movements in pur-
chases are much shorter-lived, much more of the response takes the form
of reductions in capital holdings. These values imply that output rises by
about one-tenth of the increase in government purchases, that consump-
tion falls by about one-tenth of the increase, and that investment falls by
about four-fifths of the increase. In response to a 1% shock, for example,
output increases by just 0.02% in the period of the shock and then falls
below normal, with a low of —0.004% after seven quarters.
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4.8 Empirical Application: The
Persistence of Output Fluctuations

Introduction

Real-business-cycle models emphasize shifts in technology as a central
source of output fluctuations. The specific model analyzed in this chapter
assumes that technology fluctuates around a deterministic trend; as a re-
sult, the effects of a given technological shock eventually approach zero.
But this assumption is made purely for convenience. It seems plausible
that changes in technology have a significant permanent component. For
example, an innovation today may have little impact on the likelihood of
additional innovations in the future, and thus on the expected behavior of
the growth of technology in the future. In this case, the innovation raises the
expected path of the level of technology permanently. Thus real-business-
cycle models are quite consistent with a large permanent component of
output fluctuations. In traditional Keynesian models, in contrast, output
movements are largely the result of monetary and other aggregate demand
disturbances coupled with sluggish adjustment of nominal prices or wages.
Since the models assume that prices and wages adjust eventually, under
natural assumptions they imply that changes in aggregate demand have no
long-run effects. For this reason, natural baseline versions of these models
predict that output fluctuates around a deterministic trend path. These
considerations have sparked a considerable literature on the persistence of
output movements.

Nelson and Plosser’s Test

The persistence of fluctuations was first addressed by Nelson and Plosser
11982), who consider the question of whether fluctuations have a permanent
component (see also McCulloch, 1975). The idea behind their test is concep-
tually simple, though it turns out to involve some econometric complica-
tions. If output movements are fluctuations around a deterministic trend,
then output growth will tend to be less than normal when output is above
its trend and more than normal when it is below its trend. That is, consider
a regression of form

Alny; =a + b{lny,_ — la + B(t — )]} + &, (4.54)

where In y is log real GDP, « + Bt is its trend path, and ¢; is a mean-zero dis-
turbance uncorrelated with In y; 1 — [a + 8(t — 1)]. (The regression can also
mnclude other variables that may affect output growth.) The term Iny; ; —
la + B(t — 1)] is the difference between log output and the trend in period
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t —1. Thus if output tends to revert toward the trend, b is negative; if it does
not, b is zero.
We can rewrite (4.54) as

All’ly[ :(Y/+,3,t+blnyt>1+ft, w (455)

where o' = a -~ ba + bg and B’ = —bg. Thus to test for trend-reversion
versus permanent shocks, we need only estimate (4.55) and test whether
b = 0. Note that with this formulation, the null hypothesis is that output
does not revert toward a trend. Formally, the null hypothesis is that out-
put is nonstationary or has a unit root; the alternative is that it is trend-
stationary.?’

There is, however, an important econometric complication in carrying
out this test: under the null hypothesis, ordinary least squares (OLS) esti-
mates of b are biased toward negative values. 'l'o see why, consider the case
of B = 0; thus (4.55) becomes

Alny; =o' + blny,_1 + &. (4.56)

Assume for simplicity that the €’s are independent, identically distributed,
mean-zero disturbances. The Iny;_;’s are combinations of the &’s. Specifi-
cally, under the null hypothesis of b = 0,Iny; 1 isInyg+(t —1)a’ + &, + &2 +
-+ + &_1. Since the ¢'s are not correlated with one another, &; is uncorre-
lated with Iny;_;. It might therefore appear that OLS is unbiased. But the
requirement for OLS to be unbiased is not just that the disturbance term
is uncorrelated with the contemporaneous value of the right-hand-side vari-
able, but that it is uncorrelated with the right-hand-side variable at all leads
and lags. The fact that the past &’s enter positively into Iny,_; means that
Iny, | is positively correlated with past values of the error term. One can
show that this causes the estimates of b from OLS to be biased toward neg-
ative values.?® That is, even when the null hypothesis that output has no
tendency to revert toward a trend is true, OLS tends to suggest that output
is trend-reverting. .

This econometric complication is an example of a more general diffi-
culty: the behavior of statistical estimators when variables are highly per-

2"The term trend-stationary means that the difference between actual output and a de-
terministic trend is not explosive. The term unit root arises from the lag-operator method-
ology (see n. 17, above, and Section 6.8). If output has a permanent component, it must
be differenced to produce a stationary series. In lag-operator notation, Iny; _, is written as
Liny,, and thus Alny; is written as (1 — L)Iny;. The polynomial 1 - L is equal to zero for
L = 1; that is, it has a “unit root.” For comparison, consider, for example, the stationary
process Iny, = plny, | + &, |p| < 1. In lag-operator notation, this is (1 — pL)Iny, = &. The
polynomial 1 —plL is equal to zero for L = 1/p, which is greater than 1 in absolute value. More
generally, stationary processes have roots outside the unit circle.

28For a simple case, see Problem 4.16.
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sistent is often complex and unintuitive. Care needs to be taken in such
situations, and conventional econometric tests often cannot be used.??

Because of the negative bias in estimates of b under the null hypothe-
sis, one cannot use conventional t-tests of the significance of the OLS esti-
mates of b from (4.55) or (4.56) to test whether output is trend-stationary.
Nelson and Plosser therefore employ a Dickey-Fuller unit-root test (Dickey
and Fuller, 1979). Dickey and Fuller use a Monte Carlo experiment to deter-
mine the distribution of the t-statistic on b from OLS estimates of equations
like (4.55) and (4.56) when the true value of b is zero. That is, they use a
random-number generator to choose ¢’s; they then generate a time series for
Iny using (4.55) or (4.56) with b set to zero; and then they estimate (4.55)
or (4.56) by OLS and find the t-statistic on b. They repeat this procedure
many times. The resulting distribution of the t-statistic, instead of being
symmediric around zero, is considerably skewed toward negative values. For
example, Nelson and Plosser report that for the case of 100 observations
with true parameter values of «’ = 1 and b = 0, the average value of the
t-statistic on b is —2.22. The t-statistic is greater in absolute value than the
standard 5% critical value of —1.96 65% of the time, and it is greater than
—3.45 5% of the time. Thus an investigator who is unaware of the economet-
ric complications and therefore uses standard critical values is more likely
than not to reject the hypothesis of nonstationarity at the 5% level even if
it is true. In a Dickey-Fuller test, however, one compares the t-statistic on
b not with the standard t-distribution, but with the distribution produced
by the Monte Carlo experiment. Thus, for example, a t-statistic greater than
—3.45 in absolute value is needed to reject the null hypothesis of b = 0 at
the 5% level.

With this lengthy econometric preface, we can now describe Nelson and
Plosser’s results. They estimate equations slightly more complex than (4.55)
for U.S. real GNP, real GNP per capita, industrial production, and employ-
ment; they find that the OLS estimates of b are between —0.1 and —0.2, with
t-statistics ranging from —2.5 to —3.0. All of these are comfortably less than
the correct 5% critical value of —3.45. Based on this and other evidence, Nel-
son and Plosser conclude that one cannot reject the null hypothesis that
fluctuations have a permanent component.

Campbell and Mankiw’s Test

An obvious limitation of simply testing for the existence of a permanent
component of fluctuations is that it cannot tell us anything about how
big such a permanent component might be. The literature since Nelson and

29See Stock and Watson (1988) and Campbell and Perron (1991) for introductions to the
issues arising in time-series econometrics when series are highly persistent.
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Plosser has therefore focused on determining the extent of persistence in
output movements. Campbell and Mankiw (1987) propose a natural mea-
sure of persistence. They consider several specific processes for the change
in log output. To take one example, they consider the third-order auto-
regressive (or AR-3) case:

Alny,=a+bAlny,_1 + bbAlny;> + bsAlny;_3 + &. (4.57)

Campbell and Mankiw estimate (4.57) and compute the implied response of
the level of Iny to a one-unit shock to £.3% Their measure of persistence is
the value that this forecast converges to. Intuitively, this measure is the an-
swer to the question: If outputis 1 percent higher this period than expected,
by what percent should I change my forecast of output in the distant future?
If output is trend-stationary, the answer to this question is zero. If output
is a random walk (so Alny; is simply a + &), the answer is 1 percent.
Campbell and Mankiw’s results are surprising: this measure of persis-
tence generally exceeds 1. That is, shocks to output are generally followed
by further output movements in the same direction. For the AR-3 case con-
sidered in (4.57), the estimated persistence measure is 1.57. Campbell and
Mankiw consider a variety of other processes for the change in log output;
for most of them (though not all), the persistence measure takes on similar

values. .

Discussion

There are two major problems with the general idea of investigating the
persistence of fluctuations, one statistical and one theoretical. The statis-
tical problem is that it is difficult to learn about long-term characteristics
of output movements from data from limited time spans. The existence
of a permanent component to fluctuations and the asymptotic response
of output to an innovation concern characteristics of the data at infinite
horizons. As a result, no finite amount of data can shed any light on these
issues. Suppose, for example, output movements are highly persistent in
some sample. Although this is consistent with the presence of a permanent
component to fluctuations, it is equally consistent with the view that output
reverts extremely slowly to a deterministic trend. Alternatively, suppose we
observe that output returns rapidly to some trend over a sample. Such a
finding is completely consistent not only with trend stationarity, but also
with the view that a small portion of output movements are not just perma-

301f ¢ is perturbed by 1 in a single period, (4.57) implies that Alny is changed by 1 in
that period, b, in the next period, b{ + b, in the following period, and so on. In y is therefore
changed by 1 in the period of the shock, 1 + by n the next period, 1 + b, + b + b, in the
following period, and so on.
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nent, but explosive—so that the correct reaction to an output innovation is
to drastically revise one’s forecast of output in the distant future.3!

Thus at the very least, the appropriate questions are whether output
fluctuations have a large, highly persistent component, and how output
forecasts at moderately long horizons should be affected by output inno-
vations, and not questions about characteristics of the data at infinite hori-
zons. Clearly, similar modifications are needed in any other situation where
researchers claim to be providing evidence about the properties of series at
infinite horizons.

Even if we shift the focus from infinite to moderately long horizons, the
data are unlikely to be highly informative. Consider, for example, Campbell
and Mankiw’s procedure for the AR-3 case described above. Campbell and
Mankiw are using the relationship between current output growth and its
three most recent lagged values to make inferences about output’s long-run
behavior. This is risky. Suppose, for example, that output growth is actually
AR-20 instead of AR-3, and that the coefficients on the 17 additional lagged
values of Aln y are all small, but all negative. In a sample of plausible size,
it is difficult to distinguish this case from the AR-3 case. But the long-run
effects of an output shock may be much smaller.

This difficulty arises from the brevity of the sample, not from the
specifics of Campbell and Mankiw’s procedure. The basic problem is that
samples of plausible length contain few independent, long subsamples.
As a result, no procedure is likely to provide decisive evidence about the
long-term effects of shocks. Various approaches to studying persistence
have been employed. The point estimates generally suggest considerable
persistence (though probably somewhat less than Campbell and Mankiw
found). At horizons of more than about five years, however, the estimates
are not very precise. Thus the data are also consistent with the view that
the effects of output shocks die out gradually at moderate horizons.3?

The theoretical difficulty with this literature is that there is only a weak
case that the persistence of output movements, even if it could be measured
precisely, provides much information about the driving forces of economic
fluctuations. Since technology may have an important trend-reverting com-
ponent, and since real-business-cycle models allow for shocks coming from
sources other than technology, these models are consistent with low as well
as high persistence. And Keynesian models do not require that persistence
be low. To begin with, although they attribute the bulk of short-run fluc-
tuations to aggregate demand disturbances, they do not assume that the
processes that drive long-run growth follow a deterministic trend; thus they
allow at least one part of output movements to be highly persistent. More

31See Blough (1992a, 1992b) and Campbell and Perron (1991).

32See, for example, Cochrane (1988, 1994); Christiano and Eichenbaum (1990); Perron
(1989); Watson (1986); and Beaudry and Koop (1993). Campbell and Mankiw (1989b) and
Cogley (1990) present evidence for countries other than the United States.
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importantly, the part of fluctuations that is due to aggregate demand move-
ments may also be quite persistent. A shift by the Federal Reserve to a pol-
icy of extended gradual disinflation, for example, may reduce output over a
long period if nominal prices and wages adjust only gradually. And if tech-
nological progress results in part from learning-by-doing (see Section 3.4),
output changes caused by aggregate demand movements affect technology.

Thus in the end, the main contribution of the literature on persistence
is to sound some warnings about time-series econometrics: mechanically
removing trends or otherwise ignoring the potential complications caused
by persistent movements can cause statistical procedures to yield highly
misleading results.

N

4.9 Additional Empirical Applications
Calibrating a Real-Business-Cycle Model

How should we judge how well a real-business-cycle model fits the data?
The standard approach is calibration (Kydland and Prescott, 1982). The ba-
sic idea of calibration is to choose parameter values on the basis of microe-
conomic evidence, and then to compare the model’s predictions concerning
the variances and covariances of various series with those in the data.

Calibration has two potential advantages over estimating models econo-
metrically. First, because parameter values are selected on the basis of
microeconomic evidence, a large body of information beyond that usually
employed can be brought to bear, and the models can therefore be held to a
higher standard. Second, the economic importance of a statistical rejection,
or lack of rejection, of a model is often hard to interpret. A model that fits
the data well along every dimension except one unimportant one may be
overwhelmingly rejected statistically. Or a model may fail to be rejected
simply because the data are consistent with a wide range of possibilities.?3

To see how calibration works in practice, consider the baseline real-
business-cycle model of Prescott (1986) and Hansen (1985). This model
differs from the model we have been considering in two ways. First, govern-
ment is absent. Second, the trend component of technology is not assumed
to follow a simple linear path; instead, a smooth but nonlinear trend is re-
moved from the data before the model’s predictions and actual fluctuations
are compared.3*

We consider the parameter values proposed by Hansen and Wright
(1992), which are similar to those suggested by Prescott and by Hansen.

1See Altug (1989) and Christiano and Eichenbaum (1992a) for examples of traditional
econometric estimation of real-business-cycle models.

34The detrending procedure that is used is known as the Hodrick-Prescott filter (Hodrick
and Prescott, 1980). As the discussion of permanent shocks and detrending in the previous
section suggests, this procedure may not be innocuous (Cogley and Nason, 1995).
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TABLE 4.4 A calibrated real-business-cycle model vs.
actual data

U.S.data Baseline real-business-cycle model

oy 1.92 1.30
ac /O‘y 045 031 P
(T]/O'y 278 315
ooy 0.96 0.49
Corr(L, Y /L) -0.14 0.93

Source: Hansen and Wright (1992).

Based on data on factor shares, the capital-output ratio, and the investment-
output ratio, Hansen and Wright set o = 0.36, § = 2.5% per quarter, and
p = 1% per quarter. Based on the average division of discretionary time be-
tween work and nonwork activities, they set b to 2. They choose the param-
eters of the process for technology on the basis of the empirical behavior
of the Solow residual, nR; = InY; — [eInK; + (1 — «)InL¢]. As described
in Chapter 1, the Solow residual is a measure of all influences on output
growth other than the contributions of capital and labor through their pri-
vate marginal products. Under the assumptions of real-business-cycle the-
ory, the only such other influence on output is technology, and so the Solow
residual is a measure of technological change. Based on the behavior of the
Solow resiaual, Hansen and Wright set p4 = 0.95 and the standard deviation
of the quarterly £4’s to 1.1%.3°

The model’s implications for some key features of fluctuations are
shown in Table 4.4. The figures in the first column are from actual U.S.
data; those in the second column are from the model. All of the numbers
are based on the deviation-from-trend components of the variables, with
the trends found using the nonlinear procedure employed by Prescott and
Hansen.

The first line of the table reports the standard deviation of output. The
model produces output fluctuations that are only moderately smaller than
those observed in practice. This finding is the basis for Prescott’s (1986)
famous conclusion that aggregate fluctuations are not just consistent with
a competitive, neoclassical model, but are in fact predicted by such a model.
The second and third lines of the table show that both in the United States
and in the model, consumption is considerably less volatile than output,
and investment is considerably more volatile.

°In addition, Prescott argues that, under the assumption that technology multiplies an
expression of form F(K, L), the absence of a strong trend in capital’s share suggests that F(e)
is approximately Cobb-Douglas. Similarly, he argues on the basis of the lack of a trend in
leisure per person and of studies of substitution between consumption in different periods
that (4.7) provides a good approximation to the instantaneous utility function. Thus the
choices of functional forms are not arbitrary.
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The final two lines of the table show that the baseline model is less suc-
cessful in its predictions about the contributions of variations i labor input
and in output per unit of labor input to aggregate fluctuations. In the U.S.
economy, labor input is nearly as volatile as output; in the model it is much
less so. And in the United States, labor input and productivity are essentially
uncorrelated; in the model they move together closely.

Thus a simple calibration exercise can be used to identify a model's ma-
jor successes and failures. 1.2 doing so, 1t suggests ways in which the model
might be modified to improve its fit with the data. For example, additional
sources of shocks would be likely to increase output fluctuations and to re-
duce the correlation between movements in labor input and in productivity.
Indeed, Hansen and Wright show that, for their suggested parameter values,
adding government-purchases shocks along the lines of the model of this
chapter lowers the correlation of L and Y /L from 0.93 to 0.49; the change
has little effect on the magnitude of output fluctuations, however.

Productivity Movements in the Great Depression

Technological shocks are one of the key ingredients of real-business-cycle
models. The main piece of macroeconomic evidence for the presence of
substantial technological shocks is the considerable short-term variation in
the Solow residual. For example, as described above, Prescott and Hansen
and Wright estimate the magnitude of technology shocks from the behavior
of the Solow residual.

The alternative to the view that variations in the Solow residual largely
reflect shifts in technology is that output fluctuations arising from other
sources affect the measured Solow residual. If there are increasing returns
to scale, for example, an increase in output occurring for reasons other than
technological change will cause a Solow residual computed under the as-
sumption of constant returns to rise. Similarly, if firms use their labor and
capital more ntensively when output is high, a Solow residual calculated
assuming constant utilization will rise when output increases.

If we can identify a source of output movements other than changes in
technology, we can test between these two views of the source of short-run
variation in the Solow residual. The real-business-cycle view predicts that
the Solow residual will not move systematically in the face of output fluctu-
ations that do not result from technology shocks. The alternative view—that
the variation is caused by output movements and that technology shocks
have little to do with short-run output fluctuations—predicts that the Solow
residual will move just as much with aggregate output when the output
movements are known not to be duc to technology shocks as it does at
other times.

Bernanke and Parkinson (1991) carry out a simple test along these lines.
Given that output per person fell sharply in the Great Depression, and given
that substantial technological regress is unlikely, the output movements in
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the Great Depression were probably not due to technology shocks. Bernanke
and Parkinson therefore propose to compare how the measured Solow resid-
ual moves with output in the Great Depression with how it moves with
output in the postwar period. If technology shocks are a central source
of fluctuations in the postwar period but not in the depression, the Solow
residual and output will move together only in the postwar period.

Because of a lack of reliable data on capital, Bernanke and Parkinson
do not follow precisely this procedure. Instead of looking at the relation
between movements in the Solow residual and in output, they look at the
relation between movements in output and in labor input. Their basic re-
gression is

Alnyy =a + b AlnLy + &, (4.58)

where Alny is the change in log output, Aln L is the change in the log of the
number of person-hours, and i indexes industries and ¢t indexes time.

If the capital stock exhibits little short-run variation (which is true in
the postwar period), then the Solow residual is approximately equal to the
percentage change in output minus the product of labor’s share and the
percentage change in person-hours (see equation [1.29]). Since the real-
business-cycle view is that output movements not arising from technology
shocks do not affect the Solow residual, it therefore predicts that the esti-
mated b,'s for the depression sample will roughly equal labor’s share (which
averages about 0.5 for the industries considered by Bernanke and Parkin-
son). For a period like the postwar sample, where the real-business-cycle
view is that the fluctuations in labor input arise largely from technology
shocks, the estimated b,’s should be higher. The alternative view predicts
that the estimated b,’s will be roughly the same in the two periods.

Bernanke and Parkinson estimate (4.58) using quarterly data for each of
ten industries for two sample periods, 1929-1939 and 1955-1988. Table
4.5 summarizes their results. In the depression sample, the estimated b,’s
exceed 1 for eight of the ten industries, with an average value of 1.07. The
average for the postwar sample is 0.96. Fight of the ten b,’s are actually
larger in the depression than in the postwar period. Thus it appears that
supporters of real-business-cycle theory must argue either that the depres-
sion was caused by large negative technological shocks, or that for some
reason the Solow residual is a poor measure of technological change in the
depression but not in other periods.

4.10 Extensions and Limitations
Extensions
This chapter focuses on a specific real-business-cycle model. Research in

this area, however, has considered many variations and extensions of this
basic model. Here we discuss a few of the most important.
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TABLE 4.5 Bernanke and Parkinson’s

results
Estimate of b
Industry 1929-1939 1955-1988
Steel 1.51 1.66
(0.17) (0.10)
Lumber 1.07 0.86
(0.05) (0.05)
Autos 1.21 1.05
(0.15) (0.06)
Petroleum 0.42 -0.04
(0.07) (0.03)
Textiles 1.09 1.03
0.17) (0.13)
Leather 0.58 0.83
(0.08) (0.03)
Rubber 1.21 0.98
(0.07) (0.06)
Pulp 1.11 1.04
(0.10) (0.38)
Stone, clay, and glass 1.11 0.94
(0.07) (0.10)
Nonferrous metals 1.38 1.23
(0.03) (0.07)

Standard errors are 1n parentheses.
Source’ Bernanke and Parkmson (1991).

i

One variation of the model that has attracted considerable attention is
the indivisible-labor version. Changes in labor input come not just from con-
tinuous changes in hours, but also from movements into and out of em-
ployment. To investigate the implications of this fact, Rogerson (1988) and
Hansen (1985) consider the extreme case where £ for each individual has
only two possible values, zero (which corresponds to not being employed)
and some positive value, £y (which corresponds to being employed). Roger-
son and Hansen justify this assumption by arguing that there are fixed costs
of working.

This change in the model greatly increases the responsiveness of labor
input to shocks; this in turn increases both the size of output fluctuations
and the share of changes in labor input in those fluctuations. From the re-
sults of the calibration exercise described in the previous section, we know
that these changes improve the fit of the model.

To see why assuming all-or-nothing employment increases fluctuations
in labor input, assume that once the number of workers employed is de-
termined, individuals are divided between employment and unemployment
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randomly. The number of workers employed in period t, E;, must satisfy
Ely = L; thus the probability that any given individual is employed in pe-
riod t is (L¢/ €p)/ Ny. Each individual’s expected utility from leisure in period
t is therefore

Lt]\/jyo bIn(l — £o) + M@bln 1. (4.59)

t t

This expression is linear in L;: individuals are not averse to employment
fluctuations. In contrast, when all individuals work the same amount, utility
from leisure in period t is bIn[1 — (L;/N;)|. This expression has a negative
second derivative with respect to L;: there is increasing marginal disutil-
ity of working. As a result, L, varies less in response to a given amount
of variation in wages in the conventional version of the model than in the
indivisible-labor version. Hansen and Wright (1992) report that introducing
indivisible labor into the Prescott model discussed in the previous section
raises the standard deviation of output from 1.30% to 1.73% (versus 1.92%
in the data), and the ratio of the standard deviation of total hours to the
standard deviation of output from 0.49 to 0.76 (versus 0.96 in the data).?¢

A second major extension is to include distortionary taxes (see Green-
wood and Huffman, 1991; Baxter and King, 1993; Campbell, 1994; Braun,
1994; and McGrattan, 1994). A particularly appealing case is proportional
output taxation, so T; = 7;Y;, where 7 is the tax rate in period t. Qutput
taxation corresponds to equal tax rates on capital and labor, which is a
reasonable first approximation for many countries. With output taxation,
a change in 1 — 7 is, from the point of view of private agents, just like a
change in technology, A'~¢: it changes the amount of output they obtain
from a given amount of capital and labor. Thus for a given process for 1 -,
after-tax output behaves just as total output does in a model without tax-
ation in which A! @ follows that same process. This makes the analysis of
distortionary taxation straightforward (Campbell, 1994).

Since tax revenues are used to finance government purchases, it is nat-
ural to analyze the effects of distortionary taxation and government pur-
chases together. Doing this can change our earlier analysis of the effects of
government purchases significantly. Baxter and King (1993) show, for ex-
ample, that in response to a temporary increase in government purchases
financed by a temporary increase in distortionary taxation, the tax-induced
incentives for intertemporal substitution typically outweigh the interest-
rate effects, so that aggregate output falls rather than rises.

*Because the instantaneous utility function, (4.7), is separable between consumption
and leisure, expected utility is maximized when employed and unemployed workers have
the same consumption. Thus the indivisible-labor model implies that the unemployed are
better off than the employed. See Problem 10.6 and Rogerson and Wright (1988).
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Another important extension of real models of fluctuations is the inclu-
sion of multiple sectors and sector-specific shocks. Long and Plosser (1983)
develop a multisector model similar to the model of Section 4.5 and inves-
tigate its implications for the transmission of shocks among sectors. Lilien
(1982), building on the theoretical work of Lucas and Prescott (1974), pro-
poses a distinct mechanism through which sectoral technology or relative-
demand shocks can cause employment fluctuations. The basic idea is that
if the reallocation of labor «~ross sectors is time-consuming, employment
falls more rapidly in the sectors suffering negative shocks than it rises in
the sectors facing favorable shocks. As a result, sector-specific shocks cause
temporary increases in unemployment. Lilien found that a simple measure
of the size of sector-specific disturbances appeared to account for a large
fraction of the variation in aggregate employment. Subsequent research,
however, has shown that Lilien’s original measure is flawed and that his
results are almost surely too strong. This work has not reached any firm
conclusions concerning the contribution of sectoral shocks to fluctuations
or to average unemployment, however.3”

These are only a few of a large number of extensions of real-business-
cycle models. At this point, these models are an active and rapidly evolving
subject of research.38

Objections

The real-business-cycle approach to analyzing economic fluctuations is con-
troversial. Four objections have received particular attention.3?

The first criticism concerns the technology shocks. Real-business-cycle
models posit technology shocks with a standard deviation of about 1 per-
cent each quarter. It seems likely that such large technological innovations
would often be readily apparent. Yet it is usually difficult to identify spe-
cific innovations associated with the large quarter-to-quarter swings in the
Solow residual.

7See Abraham and Katz (1986); Murphy and Topel (1987a); Lougani, Rush, and Tave
(1990); Davis and Haltiwanger (1990); and Brainard and Cutler (1993).

38Some of the other factors that have been incorporated into the models include: lags in
the investment process, or time-to-build (Kydland and Prescott, 1992); non-time-separable
utility (so that instantaneous utility at t does not depend just on ¢; and #;) (Kydland
and Prescott, 1982); home production (Benhabib, Rogerson, and Wright, 1991); roles for
government-provided goods and capital in utility and production (for example, Christiano
and Eichenbaum, 1992a, and Baxter and King, 1993); multiple countries (for example, Baxter
and Crucini, 1993); embodied technological change and variable capital utilization (Green-
wood, Hercowitz, and Huffman, 1988); and labor hoarding (Burnside, Eichenbaum, and
Rebelo, 1993).

39Most of these objections are raised by Summers (1986a) and Mankiw (1989).
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More importantly, there is significant evidence that short-run variations
in the Solow residual reflect more than changes in the pace of technological
innovation. As described above, Bernanke and Parkinson find that the Solow
residual moves just as much with cutput in the Great Depression as it does
in the postwar period, even though it seems unlikely that the depression
was caused by technological regress. This is just one example of a broader
pattern. Mankiw (1989) shows that the Solow residual behaves similarly in
the World War II boom—which was also probably not due to technology
shocks—as it does during other periods. Hall (1988a) demonstrates that
movements in the Solow residual are correlated with the political party of
the President, changes in military purchases, and oil-price movements; yet
none of these variables seem likely to affect technology significantly in the
short run.*® If true technology shocks are considerably smaller than the
variation in the Solow residual suggests, real-business-cycle models’ ability
to account for fluctuations is much smaller than the calibration exercise of
the previous section implies.

The second criticism of these models concerns not their shocks but one
of their central propagation mechanisms, intertemporal substitution in la-
bor supply. Variations in the incentives to work in different periods drive
employment fluctuations in the models. Thus a significant willingness to
substitute labor supply between periods is needed for important employ-
ment fluctuations in the models. Microeconomic studies, however, have had
little success in detecting significant intertemporal elasticities of substitu-
tion in labor supply. The results of Ball (1990) are typical (see also Altonji,
1986, and Card, 1991). Ball divides the workers in a panel data set into those
who say that their labor-supply decisions are constrained by the availability
of jobs or hours and those who say they are unconstrained. He then inves-
tigates the predictions of a model where fluctuations in work are driven
by intertemporal optimization for each of the two groups. The results are
consistent with what the workers report: the model is rejected for the ones
who say they are constrained, and not rejected for the ones who say they
are unconstrained. More tellingly, for the workers who say they are uncon-
strained, the estimated labor-supply elasticities in response to transitory
wage changes are small. Thus Ball’s results suggest that fluctuations in over-
all labor supply are driven primarily by forces other than intertemporal sub-
stitution.

The third criticism concerns real-business-cycle models’ omission of
monetary disturbances. A central feature of the models is that fluctuations
are due to real rather than monetary shocks. Yet, as described at the be-
ginning of the chapter, Keynesian macroeconomists argue that monetary
disturbances are central to understanding aggregate fluctuations.

*0As Hall explains, oil-price movements should not affect productivity once oil’s role in
production is accounted for.
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If monetary shocks have important real effects, this would mean more
than just that real-business-cycle models omit one source of output move-
ments. As described in the next two chapters, the leading candidate expla-
nations of real effects of monetary changes rest on incomplete adjustment
of nominal prices or wages. But, as we will see there, incomplete nominal
adjustment implies a new channel through which other disturbances, such
as changes in government purchases, have real effects. We will also see that
incomplete nominal adjustirent is most likely to arise when labor, credit,
and goods markets depart significantly from the competitive assumptions
of real-business-cycle theory. Thus if there is substantial monetary non-
neutrality, many of the central features of the real-business-cycle approach
might need to be abandoned or greatly modified.*!

The final criticism of the approach concerns its empirical philosophy
rather than the specifics of its models. As described in Section 4.9, the
empirical fit of real-business-cycle models is evaluated mainly through
calibration exercises. Although calibration has some advantages, it has dis-
advantages as well. First, as our discussion of extensions of the basic model
suggests, there are now many potential ingredients for real-business-cycle
models, and a large number of potential ways of combining them. Moreover,
not all of the functional forms and parameter values of these ingredients
are pinned down by microeconomic evidence. Thus the models have some
flexibility in matching characteristics of the data. How much flexibility they
have is, at this point, not known. Thus we do not know how informative it
is that there are real-business-cycle models that can match important mo-
ments of the data relatively well. Nor, because the models are generally not
tested against alternatives, do we know whether there are other, perhaps
completely different, models that can match the moments just as well.

Second, given the state of economic knowledge, it is not clear that match-
ing the major moments of the data should be viewed as a desirable feature
of a model.#? Even the most complicated real-business-cycle models are
grossly simplified descriptions of reality. They generally omit such consid-
erations as heterogeneity in goods, capital, and labor; adjustment costs; and
departures from simple functional forms. And, as later chapters describe,
consumption and investment behavior and the characteristics of financial,
labor, and goods markets may depart significantly from the simple assump-
tions made in real-business-cycle models. It would be remarkable if none of
these potential complications (or any others) have quantitatively important
effects on the properties of fluctuations. But given this, it is hard to see how
the fact that real-business-cycle models do or do not match aggregate data
is informative about their overall usefulness.

41Section 5.6 discusses some of the empirical evidence concerning the effects of mone-
tary shocks.

42The argument that follows is due to Matthew Shapiro.
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These potential problems with calibration suggest that focusing on the
components of a model individually may be a better strategy than trying
to evaluate its overall fit with macroeconomic data. That is, the most use-
ful way to evaluate real-business-cycle models may be to examine the ev-
idence concerning their assumptions of significant technological shocks,
substantial short-run elasticities of labor supply, consumption and labor-
supply decisions driven by intertemporal optimization, and so on. If the
evidence supports these assumptions, then we should investigate their im-
plications for aggregate fluctuations even if a model based on them alone
does not match important features of the data. And if the evidence fails to
support the assumptions, the issue of whether a model constructed from
them matches the data does not appear particularly important.*3

Convergence?

It is natural to conclude that real-business-cycle models probably provide
the explanation of some but not all of observed macroeconomic fluctu-
ations. In this view, the appropriate next step is to attempt to integrate
real-business-cycle models with other views of fluctuations. Similarly, it is
natural to say that both calibration and traditional econometric tests are
useful ways of evaluating models, and that we should therefore employ
both.

Cho and Cooley (1990) and King (1991) take the first steps toward in-
tegrating real-business-cycle and Keynesian models of fluctuations. These
papers introduce rigid nominal prices or wages and monetary disturbances
mto real-business-cycle models and analyze the resulting models’ successes
and failures in matching major features of fluctuations. The papers con-
clude that the models’ performance is mixed. But they may represent a first
step toward a synthesis of real-business-cycle and Keynesian models.

It is possible, however, that attempting to integrate the competing the-
ories is a recipe for obscuring rather than uncovering the truth. To take
one extreme, if quarter-to-quarter technology shocks are small, if there is
little intertemporal substitution in labor supply, and if markets are highly
non-Walrasian—all of which are possible—then real-business-cycle mod-
els are essentially irrelevant to actual fluctuations. In this case, by insisting

43There are other important objections to real-business-cycle theory. For example, Barro
and King (1984) and Mankiw, Rotemberg, and Summers (1985) observe that times of high
consumption are typically also times of low leisure. But households’ first-order condition
relating current labor supply and consumption (equation [4.26]) implies that this can occur
only if the real wage is high. Thus, even when there are sources of shocks other than technol-
ogy, the models appear to require a highly procyclical real wage. To give another example,
Rotemberg and Woodford (1994) argue that the size and characteristics of predictable move-
ments in output differ sharply from the predictions of real-business-cycle models.
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on incorporating real-business-cycle ingredients into our models, we would
only be making it more difficult to identify the forces that actually drive
economic fluctuations. At the other extreme, if the assumptions of, say,
the Prescott model are approximately correct—which is also possible—then
that model provides a parsimonious representation of the central features
of most actual fluctuations. By insisting on complexity we would again be
missing the essence of fluctuations. Similar comments apply to the issue
of calibration versus traditional statistical procedures: if one approach is
more informative than the other, pursuing both is costly.

It is of course possible that actual fluctuations are complicated and in-
volve important elements of both real-business-cycle and Keynesian theo-
ries. Thus we cannot rule out the real-business-cycle view, the Keynesian
view, or intermediate views of the sources and nature of aggregate fluctua-
tions. As a result, macroeconomists have little choice but to make tentative
judgments, based on the currently available models and evidence, about
what lines of inquiry are most promising. And they must remain open to
the possibility that those judgments will need to be revised.

!

Problems

4.1. Redo the calculations reported in Table 4.1 for any country other than the
United States.

4.2, Redo the calculations reported in Table 4.3 for the following:*4
(a) Employees’ compensation as a share of national income.
(b) The labor force participation rate.
(c) The federal government budget deficit as a share of GDP.
(d) The Standard and Poor 500 composite stock price index.
(e) The difference in yields between Moody’s BAA and AAA bonds.

(f) The difference in yields between 10-year and 3-month U.S. Treasury se-
curities.

(g9) The weighted average exchange rate of the U.S. dollar against the curren-
cies of other G-10 countries.

4.3. Let In Ay denote the value of A in period 0, and let the behavior of In A be
given by equations (4.8)-(4.9).

(a) Express In A1, In A, and In A3 in terms of In Ag, €41, £42, €43, A, and g.

(b) In light of the fact that the expectations of the EA'E are zero, what are the
expectations of In A;,In A», and In A; given In Ap, A, and g?

44 Annual values for all of these series are published in the Economic Report of the Pres-
ident. Quarterly values are available from the Citibase data bank.
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Suppose the period-t utility function, u,, is u; = Inc, + b(1 — €177/ — ),
b > 0, y > 0, rather than by (4.7).

(a) Consider the one-period problem analogous to that investigated in (4.12)-
(4.15). How, if at all, does labor supply depend on the wage?

(b) Consider the two-period problem analogous to that investigated in (4.16)-
(4.21). How does the relative demand for leisure in the two periods de-
pend on the relative wage? How does it depend on the interest rate?
Explain intuitively why y affects the responsiveness of labor supply to
wages and the interest rate.

Consider the problem investigated in (4.16)-(4.21).

(a) Show that an increase in both w; and w, that leaves w;/w; unchanged
does not affect £; or £>.

(b) Now assume that the household has initial wealth of amount Z > 0.
(i) Does (4.23) continue to hold? Why or why not?
(if) Does the result in (a) continue to hold? Why or why not?

Suppose an individual lives for two periods and has utility In C; + In G,.

(a) Suppose the individual has labor income of Y; in the first period of
life and zero in the second period. Second-period consumption is thus
(1 + )Yy — C1); r, the rate of return, is potentially random.

(i) Find the first-order condition for the individual’s choice of C;.

(if) Suppose r changes from being certain to being uncertain, without
any change in E[r]. How, if at all, does C; respond to this change?

(b) Suppose the individual has labor income of zero in the first period and
Y> in the second. Second-period consumption is thus Y, — (1 + r)(;.Y; is
certain; again, r may be random.

(i) Find the first-order condition for the individual’s choice of C;.

(if} Suppose r changes from being certain to being uncertain, without
any change in E[r]. How, if at all, does C; respond to this change?

(a) Use an argument analogous to that used to derive equation (4.23) to show
that household optimization requires b/(1 — ;) = e PE;[wi(1 + r;.1)b/
Wee1 (X = €e)]l.

(b) Show that this condition is implied by (4.23) and (4.26). (Note that [4.26]
must hold in every period.)

A simplified real-business-cycle model with additive technology shocks.
(This follows Blanchard and Fischer, 1989, pp. 329-331.) Consider an econ-
omy consisting of a constant population of infinitely-lived individuals. The
representative individual maximizes the expected value of >, u(Cy)/(1+p)",
p > 0. The instantaneous utility function, u(Cy), is u(C) = C; — BCf, 6 > 0. As-
sume that C is always in the range where u’'(C) is positive.

Output is linear in capital, plus an additive disturbance: Y; = AK; + e;.
There is no depreciation; thus K;,1 = K; + Y; — (¢, and the interest rate is A.
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Assume A = p. Finally, the disturbance follows a first-order autoregressive
process: e; = ¢peq_; + &, where —1 < ¢ < 1 and where the &;’s are mean-zero,
ii.d. shocks.

(a) Find the first-order condition (Euler equation) relating C; and expecta-
tions of Cy, ).

(b) Guess that consumption takes the form C; = o + BK; + vye;. Given this
guess, what is Ky, as a function of K; and e;?

(c) What values must the parameters «, 8, and y have for the first-order con-
dition in part (a) to be satisfied for all values of K; and e,?

(d) What are the effects of a one-time shock to € on the paths of ¥, K, and C?

4.9. A simplified real-business-cycle model with taste shocks. (This follows Blan-
chard and Fischer, 1989, p. 361.) Consider the setup in Problem 4.8. Assume,
however, that the technological disturbances (the e’s) are absent, and that the
instantaneous utility functionis u(C;) = C;—60(C; +v¢)?. The v’s are mean-zero,
i.i.d. shocks.

(a) Find the first-order condition (Euler equation) relating C; and expecta-
tions of C;,1.

(b) Guess that consumption takes the form C; = « + BK; + yv;. Given this
guess, what is K;,; as a function of K; and »;?

(c) What values must the parameters «, 8, and y have for the first-order con-
dition in (a) to be satisfied for all values of K; and »,?

(d) What are the effects of a one-time shock to » on the paths of Y, K, and C?

4.10. The balanced growth path of the model of Section 4.3. Consider the model
of Section 4.3 without any shocks. Let y*, k*, ¢*, and G* denote the values
of Y/AL, K /AL, C/AL, and G /AL on the balanced growth path; w* the value
of w/A; £* the value of L/N; and r* the value of r.

(a) Use equations (4.1)-(4.4), (4.23), and (4.26) and the fact that y*, k*, c*,
w*, £* and r* are constant on the balanced growth path to find six equa-
tions in these six variables. (Hint: the fact that ¢ in (4.23) is consumption
per person, C /N, and c* is the balanced-growth-path value of consump-
tion per unit of effective labor, C /AL, implies that ¢ = ¢*£* A on the bal-
anced growth path.)

(b) Consider the parameter values assumed in Section 4.7. What are the im-
plied shares of consumption and investment in output on the balanced
growth path? What is the implied ratio of capital to annual output on the
balanced growth path?

4.11. Solving a real-business-cycle model by finding the social optimum.*> Con-
sider the model of Section 4.5. Assume for simplicitythatn =g = A= N = 0.
Let V(K;, A¢), the value function, be the expected present value from the cur-

45This problem uses dynamic programming and the method of undetermined coeffi-
cients. These two methods are explained in Section 10.4 and Section 4.6, respectively.
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rent period forward of lifetime utility of the representative individual as a
function of the capital stock and technology.

(a) Explain intuitively why V(s) must satisfy

V(K:, Ar) = lg'la?X{[ln Cr + bIn(1 — €)] + e PE[V(K¢+1, Arr D]
bt

This condition is known as the Bellman equation.

Given the log-linear structure of the model, let us guess that V() takes
the form V(K;, A;) = Bo+ Bk InK; + B4 In A;, where the values of the 8’s are
to be determined. Substituting this conjectured form and the facts that
Kiv1 =Y, — G and E[In A;41] = paln A, into the Bellman equation yields

VK, Af) = rCna?x{[ln Cr + bIn(l — €)1 + e ?[Bo + B In(Y; — Cp) + Bapaln A;]}.

(b) Find the first-order condition for C;. Show that it implies that C;/Y; does
not depend on K; or A;.

(c¢) Find the first-order condition for ;. Use this condition and the result in
part (b) to show that #; does not depend on K; or A;.

(d) Substitute the production function and the results in parts (b) and (c) for
the optimal C; and ¥, into the equation above for V(s), and show that the
resulting expression has the form V(K;, A;) = B; + Bx InK; + g1 In A;.

(e) What must B¢ and B4 be so that 8y = Bk and B = 4?40

(f) What are the implied values of C/Y and £? Are they the same as those
found in Section 4.5 for the case of n = g = 0?

4.12. Suppose the behavior of technology is described by some process other than
(4.8)~(4.9). Do s; = § and #; = ¢ for all t continue to solve the model of Section
4.5? Why or why not?

4.13. Consider the model of Section 4.5. Suppose, however, that the instantaneous
utility function, uy, is given by u, = Inc, + b(1 — €)' 7/(1 = v),b > 0,y > 0,
rather than by (4.7) (see Problem 4.4).

(a) Find the first-order condition analogous to equation (4.26) that relates
current leisure and consumption given the wage.

(b) With this change in the model, is the saving rate (s) still constant?
(c) Is leisure per person (1 — {) still constant?

1.14. (a) If the A;’s are uniformly zero and if In Y; evolves according to (4.39), what
path does In Y; settle down to? (Hint: note that we can rewrite (4.39) as
InY,-(n+g)t=Q+allnY; —(n+g)t — 1 +(1-a)A, where Q =
aln§+(1 -a)[A+Inf+ N}-an +g))

(b) Defining Y, as the difference between InY; and the path found in (a),
derive (4.40).

#6The calculation of g, is tedious and is therefore omitted.
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4.15. The derivation of the log-linearized equation of motion for capital, (4.52).
Consider the equation of motion for capital, K;.1 = K¢ + K;’(A,Lt)*“ -G -
G — 8K;.

(a) (i} Show that ¢InkK;.;/dInkK, (holding A, L;, C;, and G, fixed) is (1 +
Yoo Ke /Ki1).

(ii) Show that this implies that §In K; 1 /Jd1n K; evaluated at the balanced
growth path is (1 + r*)/en+9 .47

(b} Show that
Koy = MK + 00(A + L)+ A5G + (1 — Ay = ho — )Gy,

where A} = (1 + r*)/e" 9,4 = (1 — a)(r* + 8)/ae" 9, and A3 = —(r* + §8)
(G/Y)*/ae"*9; and where (G /Y )* denotes the ratio of G to Y on the bal-
anced growth path without shocks. (Hints: 1. Since the production func-
tionis Cobb-Douglas, Y* = {(#r*+8)K* /«; 2. On the balanced growth path,
Ki+1 = e""9K;, which implies that C* = Y* — G* — 86K* — (e"*9 — 1)K *.)

(c) Use the result in (») and equations (4.43)-(4.44) to derive (4.52), where
bk = A +Aoarg +(1—A = A2 —A3)dck, bka = Ap(l+aia)+(1 = A1~ A2 —A3)dca,
and bxg = Aparg + A3 + (1 — Ay — A2 ~ A3)ace.

4.16. A Monte Carlo experiment, and the source of bias in OLS estimates of
equation (4.56). Suppose output growth is described simply by Alny; = &,
where the ¢'s are independent, mean-zero disturbances. Normalize the ini-
tial value of Iny, Inyy, to zero for simplicity. This problem asks you to con-
sider what occurs in this situation if one estimates equation (4.56), Alny; =
a’' + blny,_; + &, by ordinary least squares.

(a) Suppose the sample size is 3, and suppose each ¢ is equal to 1 with prob-
ability % and —1 with probability % For each of the eight possible realiza-
tions of (&1, €,,€3)((1,1,1),(1,1, 1), and so on), what is the OLS estimate
of b? What is the average of the estimates? Explain intuitively why the
estimates differ systematically from the true value of b = 0.

(b

~

Suppose the sample size is 200, and suppose each ¢ is normally dis-
tributed with a mean of 0 and a variance of 1. Using a random-number
generator on a computer, generate 200 such ¢’s; then generate Iny’s using
Alny; = & and Inyy = 0; then estimate (4.56) by OLS; finally, record the
estimate of b. Repeat this process 500 times. What is the average estimate
of b? What fraction of the estimated b’s are negative?

470ne could express r* in terms of the discount rate p. Campbell (1994) argues, however,
that it is easier to discuss the model’s implications in terms of »* instead of p.



Chapter 5
TRADITIONAL KEYNESIAN
THEORIES OF FLUCTUATIONS

5.1 Introduction

This chapter and the next develop models of fluctuations based on the as-
sumption that there are barriers to the instantaneous adjustment of nom-
inal prices and wages. As we will see, sluggish nominal adjustment causes
changes in the aggregate demand for goods at a given level of prices to af-
fect the amount that firms produce. As a result, it causes purely monetary
disturbances (which affect only demand) to change employment and out-
put. In addition, many real shocks, including changes in government pur-
chases, investment demand, and technology, affect aggregate demand at
a given price level; thus sluggish price adjustment creates a channel other
than the intertemporal-substitution mechanism of real-business-cycle mod-
els through which these shocks affect employment and output.

This chapter takes nominal stickiness as given. It has two main goals.
The first is to investigate aggregate demand. We will examine the determi-
nants of aggregate demand at a given price level and the effects of changes
in the price level. The second is to consider alternative assumptions about
the form of nominal rigidity. We will investigate different assumptions’ im-
plications for firms’ willingness to change output in response to changes
in aggregate demand and for the behavior of real wages, markups, and in-
flation. Chapter 6 then turns to the questions of why nominal prices and
wages might not adjust immediately to disturbances.

The Keynesian Approach to Modeling

As will quickly become clear, Keynesian models differ from real-business-
cycle models not just in substance, but also in style. Real-business-cycle
models typically begin with microeconomic assumptions about households’
preferences, firms’ production functions, the structure of markets, and
the evolution of quantities over time. Thus the models are fully specified

195
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dynamic general equilibrium models. Keynesian models, in contrast, often
begin by directly specifying relationships among aggregate variables. The
relationships are often static, and the models’ implications for the behavior
of some variables (such as the capital stock) are often omitted from the
analysis. Even versions of the models that build up the behavior of some
variables from microeconomic foundations often specify the behavior of
others directly.

The idea behind this shortcut aggregate approach to modeling is three-
fold. First, it is simple. The solutions to even relatively basic real-business-
cycle models are complicated, and usually require numerical methods. Basic
Keynesian models, in contrast, can be analyzed graphically.

Second, many features of the economy are likely to be robust to the
details of the microeconomic environment. For example, the opportunity
cost of holding non-interest-bearing money is the nominal interest rate.
Thus, regardless of the precise reasons that people hold money, the quan-
tity ol money demanded is likely to be decreasing in the nominal interest
rate. Building a model of money demand from microeconomic foundations
would probably add little insight on this issue.

And third, by insisting on microeconomic foundations we could in fact
miss important effects. In the case of money demand, for example, begin-
ning with microeconomic foundations could lead us to a specific functional
form for the money demand function; yet that functional form would proba-
bly not be robust to reasonable changes in the microeconomic assumptions.
To give a more significant example, traditional Keynesian models give cur-
rent income a particularly important role in consumption demand. If we
build up consumer behavior from intertemporal optimization with free-
dom to borrow against future income, we find that current income is no
more important than discounted future income in determining households’
consumption. But, as we saw in the discussion of Ricardian equivalence in
Section 2.9, there are microeconomic models that imply a greater role for
current income. Yet these models are often complicated, and thus difficult
to embed in models of the entire economy. Thus we may get greater insight
by specifying directly that consumption depends particularly on current in-
come.

Of course, there are also disadvantages to the Keynesian approach to
modeling. Without microeconomic foundations, welfare analysis is not pos-
sible. More importantly, specifying aggregate relationships directly may
cause us to overlook important effects. For example, stating directly that
consumption depends on current disposable income neglects the possibil-
ity that temporary and permanent income movements may have different
effects; similarly, it neglects the possibility of Ricardian equivalence. When
consumption behavior is derived from microeconomic foundations, in con-
trast, these possibilities are immediately apparent.

Finally, aggregate relationships may change when the structure of the
economy or the nature of policy changes. Thus, working with aggregate re-
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lationships rather than microeconomic assumptions may lead us astray in
assessing the likely consequences of changes in policy. This is the basis
of the Lucas critique of traditional macroeconomic models, which we will
discuss in Chapter 6.

Overview

The remainder of the chapter consists of five sections. Sections 5.2 and 5.3
develop the aggregate demand side of the standard Keynesian model. These
sections take as given that nominal prices and wages are not completely
flexible, and that firms change their output in response to changes in de-
mand. Section 5.2 assumes a closed economy, and Section 5.3 considers the
open-economy case.

Sections 5.4 and 5.5 consider aggregate supply. Section 5.4 shows how
different combinations of wage rigidity, price rigidity, and non-Walrasian
features of the labor and goods markets yield different implications about
the effect of shifts in aggregate demand on output, unemployment, the real
wage, and the markup. Section 5.5 discusses short-run and long-run output-
inflation tradeoffs.

Finally, Section 5.6 discusses some empirical evidence about the real
effects of monetary changes.

5.2 Review of the Textbook Keynesian
Model of Aggregate Demand

The textbook Keynesian model is traditionally summarized by two curves
in output-price or output-inflation space, an aggregate demand (AD) curve
and an aggregate supply (AS) curve.! The AD curve slopes down and the
AS curve slopes up. 'These curves are shown in Figure 5.1.

The fact that the aggregate supply curve is upward-sloping rather than
vertical is the critical feature of the model. If the AS curve is vertical,
changes on the demand side of the economy affect only prices. But if it
is merely upward-sloping, changes in aggregate demand affect both prices
and output.

The AD curve summarizes the demand side of the economy. It is derived
from two familiar curves in output-interest rate space, the IS and LM curves.
These are shown in Figure 5.2. The curves are drawn for a given price level;
as we will see shortly, considering different values of the price level allows

ITextbook treatments of the Keynesian model of aggregate demand include Abel and
Bernanke (1992, Chapters 12-13); Dornbusch and Fischer (1994, Chapters 3-7); Gordon
(1993, Chapters 3-6); Hall and Taylor (1991, Chapters 6-7); and Mankiw (1994, Chapters
8-10, 13). The presentation in Sections 5.2 and 5.3 is most similar to Mankiw’s.
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FIGURE 5.1 The AS-AD diagram

M

IS

\ FIGURE 5.2 The IS-LM diagram
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us to use the IS and LM curves to derive the AD curve. Although there
are innumerable variations and extensions of the IS-LM model, here we
consider a standard version.

The LM Curve

The LM curve shows the combinations of output and the interest rate that
lead to equilibrium in the money market for a given price level. It is simplest
to think of money as high-powered money—currency and reserves—issued
by the government. Since high-powered money pays no nominal interest,
the opportunity cost of holding it is the nominal interest rate. The demand
for real money balances is therefore a decreasing function of the nominal
interest rate. In addition, since the volume of transactions is greater when
output is higher, the demand for real balances is increasing in output. The
nominal money supply is set by the government. Putting all this together,
the condition for the supply and demand of real balances to be equal at a
given price level is

I—VIP— = I, Y), Li <0, Ly >0. (5.1)

Since I{+) is decreasing in i and increasing in Y, the set of combinations
of i and Y that satisfy (5.1) is upward-sloping. Formally, differentiating both
sides of (5.1) with respectto Y,

di
0=1L, (a‘f LM) + Ly, (5.2)
or
di Ly
av s - L > 0, (5.3)

where L, and Ly denote the partial derivatives of L(s) and g’y M denotes
di /dY along the LM curve. Thus increases in the income elasticity of money
demand, and decreases in the interest elasticity (in absolute value) make the
LM curve steeper.

Implicitly, the IS-LM model treats all assets other than money as perfect
substitutes. The market for these other assets is then suppressed by Wal-
ras’s law. Specifically, total wealth in the economy equals the total value of
all assets, and the total value of any individual’s asset holdings must equal
his or her total wealth; thus if the market for every asset but one clears, the
market for the remaining asset must clear as well. In the IS-LM model there
are only two assets (money and everything else), and so only one asset-
market equilibrium condition is needed. Many important extensions of the
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IS-LM model investigate the consequences of relaxing the assumption that
all assets other than money are perfect substitutes.?

The IS Curve

The IS curve shows the output-interest rate combinations such that planned
and actual expenditures on output are equal.’ Planned real expenditure de-
pends positively on real income, negatively on the real interest rate, posi-
tively on government purchases of goods and services, and negatively on
taxes:

E =E(Y,i — =% G,T), O0<Ey <1, E_z <0, E;>0, Er<0. (54)

7¢ is expected inflation, G is government purchases, and T is taxes; all
of these are taken as given.* The negative effect of the real interest rate
on planned expenditure operates through firms’ investment decisions and
consumers’ purchases of durable goods. Planned expenditure is assumed
to increase less than one-for-one with income; that is, 0 < Ey < 1.

In textbook treatments, E is often expressed in terms of its component
parts and strong assumptions are made about how the determinants of
planned expenditure enter. A standard formulation is

E=C(Y-T)+Ili - 7% +G, ” (5.5)

where C(+) is consumption and I(+) is investment. The restrictions imposed
in this specification may be highly unrealistic. For example, there is consid-
erable evidence that the real interest rate affects consumption, and almost
overwhelming evidence that income influences investment. To give another
example, if Ricardian equivalence holds (see Section 2.9), taxes have no ef-
fect on demand; more generally, there is little basis for assuming that in-
come and taxes have equal and opposite effects on spending. Since the gen-
eral formulation in (5.4) is only slightly more difficult, we will use it in what
follows.

If one treats goods that a firm produces and then holds as inventories
as purchased by the firm, then all output is purchased by someone. Thus

2Two classic references are Tobin and Brainard (1963) and Tobin (1969). A large recent
literature relaxes the assumption that assets held by banks, particularly their loans, are
perfect substitutes for other interest-bearing assets. See Bernanke and Blinder (1988) and
Kashyap and Stein (1994).

3The IS curve is often described as showing equilibrium in the goods market. But since
supply is ignored, this is not an accurate description.

“Properly speaking, expected inflation should be determined within the model rather
than taken as given, since the path of the price level will be determined within the model.
Taking ¢ as given here simplifies the discussion without altering the model’s main impli-
cations, however.
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E=E(Y,i-#% G, T)

A
l/ E=E(Y,i“7% G, T)

-

45

FIGURE 5.3 The Keynesian cross
actual expenditure equals the economy’s output, Y. In equilibrium, planned
and actual expenditures must be equal. If planned expenditure falls short
of actual expenditure, for example, firms are accumulating unwanted in-
ventories; they will respond by cutting their production. Thus equilibrium
requires

E=Y. (5.6)
Substituting (5.6) into (5.4) yields
Y =E(Y,i —7°,G,T). (5.7)

Figure 5.3, the Keynesian cross, depicts equations (5.4) and (5.6) in (Y, E)
space for a given level of the interest rate. Equation (5.6) is just the 45-degree
line. Since planned expenditure increases less than one-for-one with Y, the
set of points satisfying (5.4) is less steep than the 45-degree line. The point
where the planned expenditure curve crosses the 45-degree line (Point A)
shows the unique level of income where actual and planned expenditures
are equal for the given interest rate.”

5The Keynesian cross is sometimes described as a theory of income determination. But
this is correct only if the interest rate can be treated as fixed, which is often inappropriate.
Thus it is better to think of the Keynesian cross as an ingredient of a larger model.
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An increase in the interest rate shifts the planned expenditure line down
(since E(*) is decreasing in i — 7¢), and thus reduces the level of income at
which actual and planned expenditures are equal; in terms of the diagram,
an increase in the interest rate from i to i’ shifts the intersection of the two
lines from Point A to Point A’. Thus the IS curve slopes down.

Differentiating (5.7), one can show

» day E e

Fle =T (5.8)

Since this 1s an expression for dY /di (rather than di /dY), it implies that the
IS curve is flatter when cither E, _ . or Ey is larger. Intuitively, the larger the
effect of the interest rate on planned expenditure, the larger the downward
shift of the planned expenditure line, and thus the larger the fall in output.
Similarly, the steeper the planned expenditure line, the more output must
fall in response to a given downward shift of the planned expenditure line to
reach a point where planned and actual expenditures are again in balance,
and thus the larger the fall in output. This last effect is the famous multi-
plier: because E depends on Y, the fall in Y needed to restore the equality
of E and Y is larger than the amount that E falls at a given Y.

The AD Curve

The intersection of the IS and LM curves shows the values of i and Y such
that the money market clears and actual and planned expenditures are equal
for given levels of P, #¢, G, and T. To see how the IS and LM curves imply
the existence of a downward-sloping relationship between P and Y, consider
the effects of assuming a higher value of P. Since the price level does not
enter the planned expenditure function, E(+), the IS curve is unaffected. The
rise in the price level reduces the supply of real money balances, however.
Thus a higher interest rate is needed to clear the money market for a given
level of income, and so the LM curve shifts up. As a result, i rises and Y
falls. This 1s shown in Figure 5.4. Thus the level of output at the intersection
of the IS and LM curves is a decreasing function of the price level. This is
what is shown by the aggregate demand curve.

To find the slope of the AD curve, differentiate (5.1) and (5.7) with re-
spect to P. This yields two equations in two unknowns:

M di day

" @t ap | 9
ay ay di
21 s & I 1
dP | ap Yodp AD +E dP | ap (5.10

These can be solved to obtain
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Y
FIGURE 5.4 The effects of an increase in the price level

dy -M/P?
= = . 5.11
dP lap  [(1 = Ey)Li/E—qe] + Ly 1D

This expression is unambiguously negative, and it shows the determinants
of the slope of the aggregate demand curve.

Example: The Effects of an Increase in Government
Purchases

The IS and LM curves provide a simple model of aggregate demand that
can be used to analyze many issues. Suppose, for example, that government
purchases rise. The increase in G raises planned expenditure for a given
level of output and the interest rate. The planned expenditure line in Figure
5.3 therefore shifts up, and so the level of Y such that actual and planned
expenditures are equal is higher for a given level of the interest rate. Thus
the IS curve shifts to the right; this is shown in Panel (a) of Figure 5.5. The
shift in the IS curve raises Y (and i) for a given price level, and thus moves
the AD curve outward; this is shown in Panel (b) of the figure.5

6The IS-LM diagram is drawn for a given value of P. Thus the amount that output in-
creases in the IS-LM diagram is the same as the amount that the aggregate demand curve
shifts to the right at the value of P assumed in the IS-LM diagram.
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(@

(b)
FIGURE 5.5 The effects of an increase in government purchases

The impact of this change in aggregate demand on output and the price
level depends on the aggregate supply curve. If it is vertical, only the price
level increases. If 1t is horizontal, only output increases. And if it is upward-
sloping but not vertical, both output and the price level increase.

Thus, incomplete adjustment of nominal prices introduces a new chan-
nel through which shocks affect output. For some reason, which we have
not yet specified, nominal prices do not adjust fully in the short run. As

-
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a result, any change in the demand for goods at a given price level affects
output. In contrast, the intertemporal-substitution and wealth effects that
drive employment fluctuations in real-business-cycle models would corre-
spond to effects of government purchases on the aggregate supply curve—
that is, they would affect not the quantity of output that households and
firms want to buy at a given price level, but the quantity that firms want to
produce at a given price level.

The Keynesian View of Fluctuations

The IS-LM model suggests many potential sources of fluctuations: there
can be changes in monetary and fiscal policy, shocks to investment de-
mand, shifts in the money demand function, and so on. And in the com-
plete IS-LM-AS model, there can be disturbances to aggregate supply as
well. Standard Keynesian accounts of macroeconomic fluctuations (such as
descriptions of the macroeconomic history of the United States over the last
several decades) typically assign important roles to many different kinds
of shocks. Thus, in contrast to the real-business-cycle approach, Keynesian
analyses typically do not attribute the bulk of fluctuations to a small num-
ber of types of disturbances.”

The fact that Keynesian analyses allow for many different shocks means
that they generally do not deliver specific predictions about the relative
magnitudes of movements in different variables or about how the move-
ments in the variables are related: in the models, different shocks cause
different patterns of changes. Because of this, Keynesian models are typi-
cally not evaluated using the calibration approach described in Section 4.9.
Instead, they are usually judged by their success in describing the effects of
specific kinds of shocks. For example, there is a large literature testing the
models’ implications concerning the effects of monetary shocks; we will dis-
cuss some of this work in Section 5.6. To give another example, the models
are often judged by their success in accounting for the behavior of output
and inflation in the United States over the past several decades given the
major shocks that appear to have occurred. As we will see in Section 5.5,
some versions of Keynesian models seem to be contradicted by this evi-
dence, whereas others appear broadly consistent with it.

5.3 The Open Economy

In most practical applications, the exchange rate and international trade
are important to short-run fluctuations. This section therefore extends the
IS-LM model to the case of an open economy.

7An important exception is the monetarist view that monetary policy shocks are the
driving force of most fluctuations.
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The Real Exchange Rate and Planned Expenditure

It is simplest to think of the rest of the world as consisting of a single coun-
try. Let € denote the nominal exchange rate—specifically, the price of a unit
of foreign currency in terms of domestic currency. With this definition, a
rise in the exchange rate means that foreign currency has become more ex-
pensive, and therefore corresponds to a weakening, or depreciation, of the
domestic currency. Similarly, a fall in & corresponds to an appreciation of
the domestic currency. Let P* denote the price level abroad (that is, the
price of foreign goods in units of foreign currency). These definitions imply
that the real exchange rate—the price of foreign goods in units of domestic
goods—is eP*/P.

A higher real exchange rate implies that foreign goods have become
more expensive relative to domestic goods. Both domestic residents and for-
eigners are therefore likely to increase their purchases of domestic goods
relative to foreign ones. Thus planned expenditure rises. Mathematically,
equation (5.7) becomes

Y =E(Y,i —#° G, T,eP*/P), (5.12)

with E(+) increasing in eP*/P.8 Money demand is likely to be largely un-
affected by the exchange rate; thus the LM curve is the same as before.

Since any individual country is small relative to the entire rest of the
world, it is reasonable to take the foreign price level as given. But it is not
reasonable to take the exchange rate as given. Equations (5.1) and (5.12),
together with the AS curve, are thus not a complete model.

At this point one can make different assumptions about the exchange-
rate regime (floating or fixed), capital mobility (perfect or imperfect), and
exchange-rate expectations (static or rational). What set of assumptions is
appropriate depends on the economy being studied and the questions being
asked. Here we discuss some of the most important possibilities.

The Mundell-Fleming Model

The simplest assumptions about capital movements are that there are no
barriers to capital mobility and that investors are risk-neutral; we will re-
fer to this case as perfect capital mobility. Barriers to foreign investment in
most industrialized countries are small, and many investors appear willing
to make large changes in their portfolios in response to small rate-of-return
differences. As a result, perfect capital mobility is likely to be a good approx-
imation for many purposes.

8The function 1s often assumed to take the specific form C(Y - T) +I(i — 7¢) + G +
NX(eP*/P), where NX denotes net exports.
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For exchange-rate expectations, the simplest assumption is that in-
vestors do not expect the exchange rate to change. This assumption can be
justified both on the grounds of ease and on the grounds that it is difficult
to find evidence of predictable exchange-rate movements (Meese and Ro-
goff, 1983). These assumptions about capital mobility and exchange-rate
expectations lead to the famous Mundell-Fleming model (Mundell, 1968;
Fleming, 1962).

Perfect capital mobility implies that if there were any difference in the ex-
pected rate of return between domestic and foreign assets, investors would
put all of their wealth into the asset with the higher yield. Since both types
of assets must be held by someone, it follows that the expected rates of re-
turn on the two assets must be equal. The expected rate of return on foreign
assets in terms of domestic currency is the foreign interest rate plus any ex-
pected increase in the price of foreign currency. With static exchange-rate
expectations, the expected change in the price of foreign currency is zero.
Thus the requirement that the expected rates of return are equal is simply

i=i*, - (5.13)

where i * is the foreign interest rate; i * is taken as given.

At this point it is necessary to distinguish between floating and fixed ex-
change rates. With a floating exchange rate, aggregate demand is described
by the three equations (5.1), (5.12), and (5.13) in the three unknowns i, Y,
and &. Since i is determined trivially by the requirement that it equals i*,
the system immediately reduces to two equations in Y and &:

B =1ivy) (5.14)
Y = E(Y,i* — %%, G, T,cP*/P). (5.15)

Figure 5.6 plots the sets of points satisfying (5.14) and (5.15) in output-
exchange rate space. Since an increase in eP* /P raises planned expendi-
ture, the set of solutions to (5.15) is upward-sloping; this is shown as the
IS* curve in the figure. And since the exchange rate does not affect money
demand, the set of solutions to (5.14) is vertical; this is shown as the LM*
curve.

The fact that the LM * curve is vertical means that output for a given
price level—that is, the position of the AD curve—is determined entirely in
the money market. To take the same example as in the previous section,
suppose that government purchases rise. This change shifts the IS* curve
to the right. As shown in Figure 5.7, however, at a given price level this leads
only to appreciation of the exchange rate and has no effect on output. Thus
the aggregate demand curve is unaffected.

Assuming a fixed rather than a floating exchange rate requires two
changes to the model. First, the exchange rate is now pegged at some level €:

£=¢ (5.16)
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FIGURE 5.6 The Mundell-Fleming model with a floating exchange rate
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FIGURE 5.7 The effects of an increase in government purchases with a floating
exchange rate
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Second, the money supply becomes endogenous rather than exogenous. For
the government to fix the exchange rate, it must stand ready to buy or sell
domestic currency in exchange for foreign currency at the rate €. It there-
fore cannot independently set M, but must let it adjust to ensure that the
exchange rate remains at .

The aggregate demand side of the model with a fixed exchange rate
therefore consists of the LM equation, (5.1); the IS equation, (5.12); the
interest-rate equation, (5.13); and the exchange-rate equation, (5.16). Once
again, we can substitute the i = i* condition into the IS and LM equations
to simplify the system. This gives us the LM * equation, (5.14); the IS* equa-
tion, (5.15); and the exchange-rate equation, (5.16). In addition, the LM *
equation, M /P = L(i*,Y), serves only to determine M, and can therefore
be neglected. Thus we are left with the IS* equation and the exchange-rate
equation. The IS * curve is upward-sloping as before; and the exchange-rate
equation is simply a horizontal line at €. Figure 5.8 depicts the solutions to
these equations in output-exchange rate space.

The results for this case are the opposite of those for a floating exchange
rate. Changes in planned expenditure now affect aggregate demand. A rise
In government purchases, for example, shifts the IS* curve to the right
and thus raises output for a given price level. Disturbances in the money
market, in contrast, have no effect on Y for a given P. A rise i the demand
for money, for example, leads only to an increase in the money supply.

IS

|
»
]
|

Y
FIGURE 5.8 The Mundell-Fleming model with a fixed exchange rate
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Finally, with a fixed exchange rate, the exchange rate itself is a policy
instrument. For example, a devaluation - an increase in the fixed exchange
rate, E—stimulates net exports and thus increases aggregate demand.

Rational Exchange-Rate Expectations and
Overshooting

The Mundell-Fleming model assumes that exchange-rate expectations are
static. But with a floating exchange rate, it turns out that when plausible as-
sumptions about the dynamics of prices and output are added to the model,
there are predictable changes in exchange rates. Thus static expectations
are not rational: an investor with static expectations is making systematic
errors in his or her exchange-rate forecasts. Such an investor can therefore
earn a higher average rate of return by using information that helps to fore-
cast exchange-rate movements. Thus it is natural to ask what happens if
investors form their expectations concerning movements in the exchange
rate using all of the available information—that is, if they have rational ex-
pectations. Since static expectations are rational when the exchange rate is
fixed and likely to remain so, we focus on a floating exchange rate.”

When expectations are not static, perfect capital mobility no longer nec-
essarily implies that domestic and foreign interest rates are equal. Consider
an investor at some time t deciding where to hold his or her wealth. If the
investor puts a dollar into a domestic asset that earns a continuously com-
pounded rate of return of i, at time t + At he or she will have e?4t dollars.
Suppose the investor instead invests in foreign assets. At ¢, the investor’s
dollar can be used to purchase foreign assets that are worth 1/&(t) units of
foreign currency; after At these assets are worth e' 2! /(t) units of foreign
currency; and this foreign currency can be used to buy &(t + At)e! "2/ &(t)
dollars.

Under perfect capital mobility, these two ways of investing the dollar
must have the same expected payoff. ¢(t), i, and i * are known, but &(t + At)
may be uncertain. Thus we have

pIAL _ Ele(t + At)]ei*m'

0 (5.17)

Equation (5.17) holds for all values of At. The derivatives of both sides with
respect to At are therefore equal:

pinty _ EIE@HAD] ey iead EEC +A0)]

0 =0 (5.18)

9Rational expectations may differ from static expectations under a fixed exchange rate
if there is some probability of a change in the exchange rate. In addition, there are cases that
fall between floating and fixed exchange rates. One that has attracted considerable attention
is the target band, such as those used in the European Monetary System. See Krugman (1991),
for example.
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When this expression is evaluated at At = 0, it simplifies to

E[&(1)] _

i=i*+
&(t)

(5.19)

Equation (5.19) states that under perfect capital mobility, interest-rate
differences must be offset by expectations of exchange-rate movements.
The domestic interest rate can exceed the foreign interest rate, for example,
only if the domestic currency is expected to depreciate at a rate equal to the
interest-rate differential. Equation (5.19) is known as uncovered interest-rate
parity.10

The possibility of expected exchange-rate movements associated with
interest-rate differences gives rise to the possibility of exchange-rate over-
shooting (Dornbusch, 1976). “Overshooting” refers to a situation where
the initial reaction of a variable to a shock is greater than its long-run re-
sponse. To see how the exchange rate can overshoot, consider an increase
in the money supply starting from a situation where i = i * and where the
exchange rate is not expected to change. As stressed later in the chapter,
Keynesian models generally imply that monetary disturbances have no
real effects in the long run. Thus the long-run effect of the shock is just
to cause both the price level and the exchange rate to rise proportionally
with the increase in money.

Now consider the short-run effect of the shock. If the monetary expan-
sion reduces the interest rate, then (5.19) implies that E[£] must be negative:
if i is less than i *, investors will hold domestic assets only if they expect
the domestic currency to appreciate. But this means that the domestic cur-
rency is worth less now than it will be in the long run; that is, it must have
depreciated by so much at the time of the shock that it has overshot its
expected long-run value.

This leaves the question of whether the monetary expansion reduces
the domestic interest rate. A particularly simple case occurs in a variant of
the model where producers cannot change output in the very short run, so
that the IS equation, (5.12), need not be satisfied at every moment. With
both prices and output fixed, the only variable that can adjust to ensure
that the LM equation, (5.1), is satisfied is the interest rate. Thus i must
fall in response to an increase in M, and so there must be exchange-rate
overshooting.

The intuition for this result is straightforward. If at the time of the shock
the exchange rate merely depreciates to its new long-run equilibrium level,
the interest-rate differential causes all investors to want to purchase foreign

0The parity is “uncovered” because although positive expected profits can be made by
purchasing one country’s assets and selling the other’s when (5.19) fails, these profits are
not riskless. The alternative is covered interest-rate parity, which refers to the relationship
1n (5.18) with the expected future exchange rate replaced by the price in futures markets of
commitments to buy or sell foreign currency at a later date. Failure of covered interest-rate
parity would imply a riskless profit opportunity.
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currency to obtain the higher-yielding foreign assets. This cannot be an equi-
librium. Instead, the price of domestic currency is bid down until it is suffi-
ciently below its expected long-run level that the expected appreciation just
balances the lower interest rate on domestic assets.

When the IS equation is assumed to hold continuously, an increase in
M no longer necessarily reduces i. Thus in this case there can be either
undershooting or overshooting. Which occurs turns out to be a complicated
function of the parameters of the model (see Dornbusch, 1976, and Problem
5.10).11 '

Imperfect Capital Mobility

The assumptions that there are no barriers to capital movements between
countries and that investors are risk-neutral are surely too strong. Trans-
action costs and the desire to diversify, for example, cause investors not to
put all of their wealth into a single country’s assets in response to a small
difference in expected returns. It is therefore natural to consider the effects
of imperfect capital mobility. We focus on the case of a floating exchange
rate, and for simplicity we revert to the assumption of static exchange-rate
expectations.

A simple way to model imperfect capital mobility is to assume that cap-
ital flows depend on the difference between domestic and foreign interest
rates. Specifically, define the capital flow, CF, as foreigners’ purchases of
domestic assets minus domestic residents’ purchases of foreign assets. Our
assumption is

CF =CF(i —1%), CF'(s > 0. (5.20)

The capital flow, CF, and net exports, NX, must sum to zero. If net ex-
ports are negative, for example, this means that the country’s sales of goods
and services to foreigners are not sufficient to pay for its imports. The coun-
try must therefore be paying for the excess by selling assets to foreigners—
that is, CF must be equal and opposite to NX. Thus:!2

CF(i —i*)+ NX(Y,i — =n°,G, T,eP*/P) = 0. (5.21)

The aggregate demand side of the model now consists of the IS equa-
tion, (5.12), the LM equation, (5.1), and the balance-of-payments equation,
(5.21). If net exports are the only component of planned expenditure that is

'1See Frankel (1979) and Engel and Frankel (1984) for empirical investigations of
overshooting.

12with perfect capital mobility, CF is minus infimty if i is less than i *, plus infinity if
i is greater than i *, and can take on any value—since investors are indifferent about which
country’s assets to hold—if i equals i *. Thus (5.21) can hold in this case only if i = i*.
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affected by the exchange rate, the model can be analyzed graphically. With
this assumption, we can write planned expenditure as the sum of domestic
residents’ planned expenditure (on both domestic and foreign goods) and
net exports:

Y = EP(Y,i — #°,G, T) + NX(Y,i — #°,G, T,eP*/P), (5.22)

where EP(s) is domestic residents’ planned expenditure. EP(+) is assumed to
satisfy 0 < EP < 1, E2_. <0, Ef > 0, and EP < 0. We can then use (5.21)
to substitute for net exports, and thereby eliminate the exchange rate from
the model:

Y = EP(Y,i - #%,G, T)— CF(i —i*). (5.23)

Since CF(i — i*) is increasing in i, the set of points satisfying (5.23) is
downward-sloping in (Y, i) space. This locus is shown in Figure 5.9 as the
IS** curve. Note that the exchange rate is implicitly changing as we move
along the curve. Since the interest rate affects Y in (5.23) both through its
direct effect on domestic demand and through its effect on the exchange
rate and net exports, the IS ** is flatter than a conventional IS curve. In the
extreme case of perfect capital mobility, the IS ** curve is flat at i *. The LM
curve is the same as before.

Y
FIGURE 5.9 The case of imperfect capital mobility and a floating exchange rate
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Y

FIGURE 5.10 The effects of an increase in government purchases with imper-
fect capital mobility and a floating exchange rate

The results for this case typically fall between those for a closed econ-
omy and those for perfect capital mobility. Consider again the effects of an
increase in government purchases. Since this increase raises expenditure
for a given mterest rate, the IS ** curve shifts to the right, as shown in Fig-
ure 5.10. Thus, in contrast to what happens with perfect capital mobility,
i and Y rise for a given price level. Since the IS** curve is flatter than the
closed-economy IS curve, however, the effects are weaker than they are in
a closed economy. The effects of other shocks can be analyzed in similar
ways.

5.4 Alternative Assumptions about
Wage and Price Rigidity

We now turn to the aggregate supply side of the model. This section de-
scribes various ways that a nonvertical AS curve might arise. In all of them,
incomplete nominal adjustment is assumed rather than derived. Thus this
section’s purpose is not to discuss possible microeconomic foundations
of nominal stickiness; that is the job of Chapter 6. Instead, the goal is to
explore some combinations of nominal wage and price rigidity and charac-
teristics of the labor and goods markets that give rise to a nonvertical AS
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curve. The different sets of assumptions have different implications for un-
employment, for the behavior of the real wage and the markup in response
to aggregate demand fluctuations, and for firms’ pricing behavior.

We consider four sets of assumptions. Each is of interest in its own right.
Together, they illustrate the wide range of possibilities.

Case 1: Keynes’s Model

The aggregate supply portion of the model in Keynes's General Theory
(1936) begins with the assumption that the nominal wage is rigid (at least
over some range):

w=W. (5.24)

Output is produced by competitive firms. Labor, L, is the only factor of pro-
duction that is variable in the short run, and it is subject to decreasing
returns:

Y = F(l), F'(®>0, F'(s¢<0. (5.25)

Since firms are competitive, they hire labor up to the point where the
marginal product of labor equals the real wage:

; w
F'(L)= P (5.26)

Equations (5.24)-(5.26) imply an upward-sloping AS curve. Since the
wage is fixed, a higher price level implies a lower real wage. Firms respond
by raising employment, which increases output. Thus there is a positive
relationship between P and Y.

The reason that incomplete nominal adjustment causes shifts in aggre-
gate demand to change output in this case is straightforward. With rigid
nominal wages, increases in the price level reduce the real wage and there-
fore increase the amount that firms want to sell. As a result, increases in
aggregate demand lead not just to increases in prices, but to increases in
both prices and output.

Figure 5.11 shows the situation in the labor market for a given price level.
Employment and the real wage are determined by labor demand at the real
wage that is implied by the fixed nominal wage and the price level (Point
E in the diagram). Thus there is involuntary unecmployment: some workers
would like to work at the prevailing wage but cannot. The amount of un-
employment is the difference between supply and demand at the prevailing
real wage (distance EA in the diagram).

Fluctuations in aggregate demand lead to movements of employment
and the real wage along the downward-sloping labor demand curve. A de-
cline in demand, for example, leads to a fall in the price level, a rise in the
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FIGURE 5.11 The labor market with sticky wages, flexible prices, and a com-
petitive goods market

real wage, and a fall in employment. This is shown as Point E’ in the diagram.
This view of aggregate supply therefore implies a countercyclical real wage
in response to aggregate demand shocks. This prediction has been subject
to extensive testing beginning shortly after the publication of the General
Theory. It has found little support: most studies have found that the real
wage is approximately acyclical, or moderately procyclical.l3

Case 2: Sticky Prices, Flexible Wages, and a
Competitive Labor Market

The view of aggregate supply in the General Theory assumes that the goods
market is competitive and goods prices are completely flexible, and that
the source of nominal stickiness is entirely in the labor market. This raises

3Studies of the cyclical behavior of the real wage were pioneered by Dunlop (1938) and
Tarshis (1939). These papers have spawned a vast literature. See, for example, Geary and
Kennan (1982); Bils (1985); Keane, Moffitt, and Runkle (1988); Beaudry and DiNardo (1991);
and Solon, Barsky, and Parker (1994).

In his important paper responding to Dunlop’s and Tarshis’s studies, Keynes (1939)
largely disavowed the specific formulation of aggregate supply in the General Theory, say-
ing that he had chosen it to keep the model as classical as possible and to simplify the
presentation. His 1939 view of aggregate supply is closer to Case 4, below.
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the question of what occurs in the reverse case where the labor market
is competitive and wages are completely flexible, and where the source of
incomplete nominal adjustment is entirely in the goods market.

The assumption that goods prices are not completely flexible is almost
always coupled with the assumption that there is imperfect competition in
the goods market. This is done for two reasons. First, with perfect com-
petition, at the flexible-price equilibrium firms are selling the amount they
want. A rise in demand from its initial level with prices unchanged there-
fore causes them to ration buyers. With imperfect competition, in contrast,
price exceeds marginal cost and firms are better off if they can sell more
at the prevailing price. It is therefore reasonable to assume that if prices
do not adjust, then over some range firms are willing to produce to satisfy
demand.

Second, the eventual goal of the theory is to derive rather than assume
incomplete price adjustment. To do this, it is better to have price-setters
(such as the firms in a model with imperfect competition) than an outside
actor who sets prices (such as the Walrasian auctioneer of competitive mod-
els).14

With this view, prices rather than wages are assumed rigid:

P=P. (5.27)

Wages are flexible; thus workers are on their labor supply curve, which is
assumed to be upward-sloping:!'®

=15 (%) . IM@ >0 (5.28)

As before, employment and output are related by the production function,

Y = F(L) (equation [5.25]). Finally, firms meet demand at the prevailing price

as long as it does not exceed the level where margmal cost equals price; we
let YMAX denote this level of output.

With these strong assumptions about price rigidity, the aggregate supply

curve is not just nonvertical, but horizontal. Specifically, 1t is a horizontal

14An important exception to the usual pairing of incomplete price adjustment with 1m-
perfect competition 18 found m the disequilibrium literature. These models typically assume
a competitive goods market, and they consider the possiblity of rationing by firms. In addi-
tion, the models typically have wage ngidity as well as price rigidity and allow for rationing
(of erther workers or firms) in the labor market. See, for example, Barro and Grossman (1971);
Solow and Stiglitz (1968); and Malinvaud (1977). Benassy (1976) extends disequilibrium mod-
els to imperfect competition.

15Note that by writing labor supply as a function only of the real wage, we are 1gnor-
g the intertemporal-substitution and interest-rate effects that are central to employment
fluctuations 1n real-busiess-cycle models. In principle these effects can be incorporated
mnto the model. The prevailling view among Keynesians, however, 1s that these effects are
not large. Thus, following the general modeling strategy described 1n Section 5.1, they are
usually simply omitted.
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FIGURE 5.12 Aggregate supply with rigid goods prices

line at P out to YMAX; this is shown in Figure 5.12. Fluctuations in aggregate
demand cause firms to change employment and output at the fixed price
level, P. And if aggregate demand ever becomes so large that demand at P
exceeds YMAX output equals YMAX and firms ration sales of their goods.

Figure 5.13 shows this model’s implications for the labor market. Firms’
demand for labor is determined by their desire to meet the demand for
their goods. Thus—as long as the real wage is not so high that it is un-
profitable to meet the full demand—the labor demand curve is a vertical
line in employment-wage space. The term effective labor demand is used to
describe a situation, such as this, where the quantity of labor demanded de-
pends on the amount of goods that firms are able to sell.'® The real wage is
determined by the intersection of the effective labor demand curve and the
labor supply curve (Point E). Thus workers are on their labor supply curve
and there is no unemployment.

This model implies a procyclical real wage in the face of demand fluctu-
ations. A fall in aggregate demand, for example, leads to a fall in effective
labor demand, and thus to a fall in the real wage as workers move down their

161f the real wage 1s so high that 1t 1s not profitable for firms to meet the demand for their
goods, the quantity of labor demanded 15 determined by the condition that the marginal
product equals the real wage. Thus this portion of the labor demand curve 1s downward-
sloping. s
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FIGURE 5.13 A competitive labor market when prices are sticky and wages are
flexible

labor supply curve (to Point E’ in the diagram). If labor supply is relatively
unresponsive to the real wage, the real wage varies greatly when aggregate
demand changes.

Finally, this model implies a countercyclical markup (ratio of price to
marginal cost) in response to demand fluctuations. A rise in demand, for
example, leads to a rise in costs, both because the wage rises and because
the marginal product of labor declines as output rises. Prices, however, stay
fixed, and so the ratio of price to marginal cost falls.

The cyclical behavior of the markup has received much less attention
than the cyclical behavior of the real wage. It plays an important role in
many of the models of this chapter and the next one, however. Because of
1ts importance to theories of fluctuations, it has begun to be the subject of
intensive study. The evidence to date seems inconsistent with the view that
the markup is strongly procyclical; whether it is significantly countercyclical
or approximately acyclical, however, is an open question.!”

The reason that incomplete nominal adjustment causes changes in ag-
gregate demand to affect output is quite different in this case than in the

17See, for example, Bils (1987); Rotemberg and Woodford (1991); and Chevalier and
Scharfstemn (1994). Kaleck: (1938) was an early advocate of the importance of the behav-
10or of the markup for fluctuations.
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previous one. A fall in aggregate demand, for example, lowers the amount
that firms are able to sell at the prevailing price level; thus they reduce their
production. In the previous model, in contrast, a fall in aggregate demand,
by raising the real wage, reduces the amount that firms want to sell.

This model of aggregate supply is important for three reasons. First, it is
the natural starting point for modcls in which nominal stickiness involves
prices rather than wages. Second, it shows that there is no necessary con-
nection between nominal rigidity and unemployment. And third, it is easy to
use; because of this, models like it oftlen appear in the theoretical literature.

Case 3: Sticky Prices, Flexible Wages, and Real Labor
Market Imperfections

Since output fluctuations appear to be associated with unemployment fluc-
tuations, it is natural to ask whether movements in aggregate demand can
lead to changes in unemployment when it is nominal prices that adjust slug-
gishly. To see how this can occur, suppose that nominal wages are still flex-
ible, but that there is some non-Walrasian feature of the labor market that
causes the real wage to remain above the level that equates demand and
supply. Chapter 10 investigates characteristics of the labor market that can
cause this to occur and how the real wage may vary with the level of ag-
gregate economic activity in such situations. For now, let us simply assume
that firms have some “real-wage function.” Thus we write

% = w(L), w'(e) = 0. (5.29)
For concreteness, one can think of firms paying more than market-clearing
wages for efficiency-wage reasons (see Sections 10.2-10.4). As before, prices
are fixed at P, and output and employment are related by the production
function, Y = F(L).

These assumptions, like the previous ones, imply a flat aggregate sup-
ply curve up to the point where marginal cost equals P; thus again changes
in aggregate demand have real effects. This case’s implications for the la-
bor market are different than the previous one’s, however. This is shown
in Figure 5.14. Employment and the real wage are now determined by the
intersection of the effective labor demand curve and the real-wage func-
tion. In contrast to the previous case, there is unemployment; the amount
is given by distance EA in the diagram. Fluctuations in labor demand lead
to movements along the real-wage function rather than along the labor sup-
ply curve. Thus the elasticity of labor supply no longer determines how the
real wage responds to aggregate demand movements. And if the real-wage
function is flatter than the labor supply curve, unemployment rises when
demand falls.



5.4 Alternative Assumptions about Wage and Price Rigidity 221

W
P

F7Yy) F7YY) L
FIGURE 5.14 A non-Walrasian labor market when prices are sticky and nominal
wages are flexible.

Case 4: Sticky Wages, Flexible Prices, and Imperfect
Competition

Just as Case 3 extends Case 2 by introducing real imperfections in the labor
market, the final case extends Case 1 by introducing real imperfections in
the goods market. Specifically, assume (as in Case 1) that the nominal wage
1s rigad at W and that nominal prices are flexible, and continue to assume
that output and employment are related by the production function. Now,
however, assume that the goods market is imperfectly competitive. With im-
perfect competition, price is a markup over marginal cost. Paralleling our
assumptions about the real wage in Case 3, we do not model the determi-
nants of the markup, but simply assume that there is a “markup function.”
With these assumptions, price is given by

w

P= M(L)F’—(L);

(5.30)

W /F’(L) is marginal cost and u is the markup.
Equation (5.30) implies that the real wage, W /P, is given by F'(L)/u(L).
Without any restriction on w(L), one cannot say how W/P varies with L. If
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u is constant, the real wage is countercyclical because of the diminishing
marginal product of labor, just as in Case 1. Since the nominal wage is fixed,
the price level must rise when output rises; thus the AS curve slopes up.
Again as in Case 1, there is unemployment as long as labor supply is less
than the level of employment determined by the intersection of AS and AD.

If w(L) is sufficiently countercyclical—that is, if the markup is sufficiently
lower in booms than in recoveries—the real wage can be acyclical or pro-
cyclical even though the nominal rigidity is entirely in the labor market. A
particularly simple case occurs when w(L) is precisely as countercyclical as
F’(L). In this situation, the real wage must be constant. Since the nominal
wage is constant by assumption, the price level is constant as well. Thus the
AS curve is horizontal.!8 If 1(L) is more countercyclical than F’(L), P must
fall when L rises, and so the aggregate supply curve is actually downward-
sloping. In all of these cases, employment continues to be determined by
the level of output at the intersection of the AS and AD curves.

Figure 5.15 shows this case’s implications for the labor market. The real
wage equals F'(L)/u(L), which can be decreasing in L (Panel [a]), constant
(Panel [b]), or increasing (Panel [¢]). The intersection of the AS and AD curves
determines Y (and hence L) and P, and thus where on the F'(L)/u(L) locus
the economy is. Unemployment again equals the difference between labor
supply and employment at the prevailing real wage.

In short, different views about the sources of incomplete nominal ad-
justment and the characteristics of labor and goods markets have different
implications for unemployment, the real wage, and the markup. As a result,
Keynesian theories do not make strong predictions about the behavior of
these variables. For example, the fact that the real wage does not appear to
be countercyclical is perfectly consistent with the view that the aggregate
supply curve is nonvertical. The behavior of these variables can be used,
however, to test specific Keynesian models. The absence of a countercyclical
real wage, for example, appears to be strong evidence against the view that
fluctuations are driven by changes in aggregate demand and that Keynes’s
original model provides a good description of aggregate supply.

5.5 Output-Inflation Tradeoffs
A Permanent Output-Inflation Tradeoff?

The models of the previous section are based on simple forms of nominal
stickiness. In all of them, nominal wages or nominal prices are completely
fixed in the short run. In addition, if the level at which wages or prices are
fixed is determined by the previous period’s wages and prices, the models
imply a permanent tradeoff between output and inflation.

18Since w(L) cannot be less than 1, it cannot be everywhere decreasing in L. Thus even-
tually the AS curve must turn up.
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FIGURE 5.15 The labor market with sticky wages, flexible prices, and an im-
perfectly competitive goods market
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To see this, consider, for example, our first model of aggregate supply,
with fixed wages, flexible prices, and a competitive goods market. Suppose
that W 1s proportional to the previous period’s price level; that 1s, suppose
that wages are adjusted to make up for the previous period’s inflation Thus
the aggregate supply side of the economy 1s described by

W; = AP;_q, A >0, (5.31)
Yo =F(L), F@©>0, F'()<0, (5.32)
F'(Ly) = m (5.33)

2

Assume that imtially the AD and AS curves are steady, and that the
price level and output are therefore constant. This situation 1s shown by
the curves ADy and ASy 1n Figure 5.16. Now suppose that in some period—
period 1, for convemence—policymakers use fiscal or monetary policy to
shift the AD curve out to ADy; the price level therefore rises from Py to P,
and output rises from Yy to Y;. Because P; 1s higher than P,, the wage set
for period 2 1s higher than the one that was set for period 1. Specifically,
the wage 18 adjusted for the previous period’s mflation, and so the period-2

P
P,
P
Py
AD,
ADy
AD,

Y, Y, Y

FIGURE 5.16 Using aggregate demand policy to permanently raise output un-
der a simple model of aggregate supply
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wage exceeds the period-1 wage by a factor of P;/Py:

Wo AP

Wy AP,
(5.34)

=5

This implies that if the price level in period 2 is the same as in period 1,
the real wage is AP, /P; = A, which is the same as the real wage in period
0. Thus employment and output would be the same as they were in period
0. That is, AS; goes through the point (Y, P1); this is shown in the figure.
Thus if policymakers shift the aggregate demand curve out further to AD»,
output remains at Y) and the price level rises further to P;.

This process can continue indefinitely, with the price level continually
rising and Y equal to Y; every period. And if policymakers pursue even
more expansionary policies, they can keep output at an even higher level,
at the cost of higher inflation. Thus the model implies a permanent output-
inflation tradeoff. Since higher output is associated with lower unemploy-
ment, it also implies a permanent unemployment-inflation tradeoff.

In a famous paper, Phillips (1958) showed that there was in fact a strong
and relatively stable negative relationship between unemployment and
wage inflation in the United Kingdom over the previous century.!® Sub-
sequent researchers found a similar relationship between unemployment
and price inflation—a relationship that became known as the Phillips curve.
Thus there appeared to be both theoretical and empirical support for a
stable unemployment-inflation tradeoff.

The Natural Rate

The case for this stable tradeoff was shattered in the late 1960s and early
1970s. On the theoretical side, the attack took the form of the natural-rate
hypothesis of Friedman (1968) and Phelps (1968). Friedman and Phelps ar-
gued that the idea that nominal variables, such as the money supply or
inflation, could permanently affect real variables, such as output or unem-
ployment, was unreasonable; in the long run, they argued, the behavior of
real variables is determined by real forces.

In the specific case of the output-inflation or unemployment-inflation
tradeoff, Friedman’s and Phelps’s argument was that a shift by policymak-
ers to permanently expansionary policy would, sooner or later, change the
way that prices or wages are set. Consider again the example analyzed
in Figure 5.16. When policymakers adopt permanently more expansionary
polices, they permanently increase output and employment, and (with this

19See also Lipsey (1960) and Samuelson and Solow (1960).
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version of the aggregate supply curve) they permanently reduce the real
wage. Yet there is no reason for workers and firms to settle on different
levels of employment and the real wage just because inflation is higher:
if there are forces causing the employment and real wage that prevail in
the absence of inflation to be an equilibrium, those same forces are present
when there is inflation. Thus wages will not always be adjusted mechanically
for the previous period’s inflation. Sooner or later, they will be set to account
for the expansionary policies that workers and firms know are going to be
undertaken. Once this occurs, employment, output, and the real wage will
return to the levels that prevailed in the absence of inflation.

In short, the natural-rate hypothesis states that there is some “normal”
or “natural” rate of unemployment, and that monetary policy cannot keep
unemployment below this level indefinitely. The precise determinants of the
natural rate are unimportant. Friedman’s and Phelps’s argument was simply
that it was determined by real rather than nominal forces. In Friedman’s
famous definition (1968, p. 8):

“The natural rate of unemployment”...is the level that would be ground out
by the Walrasian system of general equilibrium equations, provided there is
embedded in them the actual structural characteristics of the labor and com-
modity markets, including market imperfections, stochastic variability in de-
mands and supplies, the cost of gathering information about job vacancies
and labor availabilities, the costs of mobility, and so on.

The empirical downfall of the stable unemployment-inflation tradeoff is
illustrated by Figure 5.17, which shows the combinations of unemployment
and inflation in the United States from 1961 to 1994. The points for the
1960s fall along a fairly stable downward-sloping curve. The points since
then do not.

One source of the empirical failure of the Phillips curve is mundane: if
there are disturbances to aggregate supply rather than aggregate demand,
then even the models of the previous section imply that high inflation and
high unemployment can occur together. And there certainly are plausible
candidates for significant supply shocks in the 1970s. For example, there
were tremendous increases in oil prices in 1973-74 and 1978-79; such in-
creases are likely to cause firms to charge higher prices for a given level
of wages. To give another example, there were large influxes of new work-
ers into the labor force during this period; such influxes may increase un-
employment for a given level of wages.

Yet these supply shocks cannot explain all of the failings of the Phillips
curve in the 1970s and 1980s.1In 1981 and 1982, for example, there were no
identifiable large supply shocks, yet both inflation and unemployment were
much higher than they were any time in the 1960s. The reason, if Friedman
and Phelps are right, is that the high inflation of the 1970s changed how
prices and wages were set.

Thus, the models of price and wage behavior that imply a stable relation-
ship between inflation and unemployment do not provide even a moderately
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FIGURE 5.17 Unemployment and inflation in the United States, 1961-1994
(data from Citibase)
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accurate description of the dynamics of inflation and the choices facing
policymakers. They must therefore be modified if they are to be used to
address these issues.

The Expectations-Augmented Phillips Curve

In analyzing the long run, it is easiest to state directly that prices and wages
are fully flexible, so that changes in aggregate demand have no real effects.
Thus the long-run aggregate supply (or LRAS) curve is vertical, and distur-
bances on the demand side of the economy do not affect output in the long
run. The level of output at which the long-run aggregate supply curve is ver-
tical is known as the natural rate of output, or potential or full-employment
output, and is denoted Y. This is shown in Figure 5.18.

The conclusion that the long-run aggregate supply curve is vertical does
not answer the question of how to model aggregate supply in the short run.
Modern Keynesian formulations of short-run aggregate supply differ from
the simple models in equations (5.31)-(5.33) and in Section 5.4 in three ways.
First, neither wages nor prices are assumed to be completely unresponsive
to the current state of the economy. Instead, higher output is assumed to be
associated with higher wages and prices. One implication is that the short-
run aggregate supply curve is upward-sloping even if it is prices rather than
wages that do not adjust immediately to disturbances. Second, the possibil-
ity of supply shocks is allowed for. Third, and most important, adjustment
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FIGURE 5.18 The long-run aggregate supply curve and the aggregate demand
curve

to past and expected future inflation is assumed to be more complicated
than the simple formulation in (5.31).
A typical modern Keynesian formulation of aggregate supply is

InP,=InPy+7f+AMnY;—InY)+&, A>0, (5.35)

or
mo=mf +MnY, -InY,) + €7, (5.36)

where 7, = InP; — InP,_; is inflation. The AInY — InY) term implies that
at any time there is an upward-sloping relationship between inflation and
output; the relationship is log-linear for simplicity. Equation (5.36) takes no
stand concerning whether it is nominal prices or wages, or some combina-
tion of the two, that is the source of the incomplete adjustment.?’ The &°
term captures supply shocks.

20Equation (5.36) can be combined with Case 2 or 3 of Section 5.4 by assuming that
the nominal wage is completely flexible and using the assumption in (5.36) in place of the
assumption that P equals P. Similarly, one can assume that wage inflation is given by an
expression analogous to (5.36) and use that assumption 1n place of the assumption that W
equals W in Case 1 or 4; this implies somewhat more complicated behavior of price inflation,
however.

[
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The key difference between (5.36) and the earlier models of aggregate
supply is the #* term. Tautologically, #* is what inflation would be if
output is equal to its natural rate and there are no supply shocks. 7* is
known as core, or underlying, inflation. Equation (5.36) 1s referred to as
the expectations-augmented Phillips curve—although, as we will see shortly,
modern Keynesian theories do not necessarily interpret =* as expected
mflation.

A simple model of #* that 1s useful for fixing ideas 1s that it equals the
previous period’s actual inflation:

= . (5.37)

With this formulation, there is a tradeoff between output and the change
in inflation, but no permanent tradeoff between output and inflation. For
inflation to be held steady at any level, output must equal the natural rate.
And any level of inflation is sustainable. But for inflation to fall, there must
be a period when output is below the natural rate.2!

This model is much more successful than models with a permanent
output-inflation tradeoff at fitting the macroeconomic history of the United
States over the past quarter-century. Consider, for example, the behavior of
unemployment and inflation since 1980 shown in Figure 5.17. The model
attributes the combination of high inflation and high unemployment in
the early 1980s to contractionary shifts in aggregate demand with inflation
starting from a high level. The high unemployment was associated with falls
in inflation (and with larger falls when unemployment was higher), just as
the model predicts. Once unemployment fell below the 6-7% range in the
mid-1980s, inflation began to creep up. When unemployment returned to
this range at the end of the decade, inflation held steady. Inflation again de-
clined when unemployment rose above 7% in 1992, and it again held steady
when unemployment fell below 7% in 1993 and 1994. All of these move-
ments are consistent with the model.>?

Once core inflation is added to the model, it 1s more convenient to
describe the behavior of the economy in output-inflation space than n
output-price level space. The aggregate supply curve, (5.36), implies an
upward-sloping relationship between output and inflation. And the aggre-
gate demand side of the model implies a downward-sloping relationship
between the two variables. To see this, note that for a given value of the

21The standard rule of thumb 1s that for each percentage pomnt that the unemployment
rate exceeds the natural rate, inflation falls by one-half percentage point per year. And, as we
saw in Section 4.1, for each percentage pomnt that u exceeds U, Y 1s roughly 2 percent less
than Y. Thus if each period corresponds to a year, A 1n equation (5.36) 1s about one-quarter.

220ne could provide similar accounts of the history of nflation and unemployment in
the 1960s and 1970s, with two complications. First, some of the movements in mflation
in 1973-1975 and 1978-80 would be attributed to supply shocks stemming from large o1l
price increases. Second, the account would posit that the natural rate of unemployment was
lower n the 1960s than afterward.
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previous period’s price level, the price level in the current period is an in-
creasing function of the inflation rate. Thus a higher value of inflation im-
plies a lower level of M /P, and hence a lower level of output. These AS and
AD curves are shown in Figure 5.19.

Although the model of core inflation in (5.37) is often useful, it has im-
portant limitations. For example, if we interpret a period as being fairly
short (such as a quarter), core inflation is likely to take more than one period
to respond fully to changes in actual inflation. In this case, it is reasonable
to replace the right-hand side of (5.37) with a weighted average of inflation
over the previous several periods.

Perhaps the most important drawback of the model of aggregate sup-
ply in (5.36)-(5.37) is that it assumes that the behavior of core inflation is
independent of the economic environment. For example, if the formulation
in (5.37) always held, there would be a permanent tradeoff between out-
put and the change in inflation. That is, equations (5.36) and (5.37) imply
that if policymakers are willing to accept ever-increasing inflation, they can
push output permanently above its natural rate. But the same arguments
that Friedman and Phelps make against a permanent output-inflation trade-
off imply that if policymakers attempt to pursue this strategy, workers and
firms will eventually stop following (5.36)-(5.37) and will adjust their behav-
ior to account for the increases in inflation they know are going to occur; as
a result, output will return to its natural rate.

AD

Y
FIGURE 5.19 The AS and AD curves in output-inflation space
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In his original presentation of the natural-rate hypothesis, Friedman dis-
cussed another, more realistic, example of how the behavior of core infla-
tion may depend on the environment: how rapidly core inflation adjusts to
changes in inflation is likely to depend on how long-lasting actual move-
ments in inflation typically are. If this is right, then in a situation like the
one that Phillips studied, where there are many transitory movements in in-
flation, core inflation will vary little; the data will therefore suggest a stable
relationship between output and inflation. But in a setting like the modern
United States, where there are sustained periods of high and of low infla-
tion, core inflation will vary more, and thus there will be no consistent link
between output and the level of inflation.

Carrying these criticisms of (5.36)-(5.37) to their logical extreme would
suggest that we replace core inflation in (5.36) with expected inflation:

mo=af +MInY: ~InYy) + &, (5.38)

where «f is expected inflation. This formulation captures the ideas in the
previous examples. For example, (5.38) implies that unless expectations are
grossly irrational, no policy can permanently raise output above its natural
rate, since that requires that workers’ and firms’ forecasts of inflation are
always too low. Similarly, since expectations of future inflation respond less
to current inflation when movements in inflation tend to be shorter-lived,
(5.38) is consistent with Friedman’s example of how the output-inflation
relationship is likely to vary with the behavior of actual inflation.

Nonetheless, modern Keynesian analyses generally do not use the model
of aggregate supply in (5.38). The central reason is that, as we will see in
Part A of Chapter 6, if one assumes that price- and wage-setters are ra-
tional in forming their expectations, then (5.38) has strong implications—
implications that, at least in the view of Keynesian economists, are not sup-
ported by the data. Alternatively, if one assumes that workers and firms
do not form their expectations rationally, one is resting the theory on irra-
tionality.

A natural compromise between the models of core inflation in (5.37) and
in (5.38) is to assume that core inflation is a weighted average of past infla-
tion and expected inflation. With this assumption, the short-run aggregate
supply curve is given by

m=¢nt+(1-¢)m_1+MnY,—InY)+¢’, 0<¢<l. (539

Modern Keynesian theories typically allow for the possibility that ¢ is
positive—that is, they let core inflation not just be a mechanical function
of past inflation. But they typically also assume that ¢ is strictly less than
1. Thus the theories assume that there is some inertia in wage and price
inflation. That is, they assume that there is some link between past and
future inflation beyond effects operating through expectations.

The theories usually stop short, however, of specifying models of ag-
gregate supply that are intended to hold generally. Instead, the models



232 Chapter5 TRADITIONAL KEYNESIAN THEORIES OF FLUCTUATIONS

largely fall into two groups. The first group consists of models where some
type of aggregate supply curve or nominal stickiness is built up from spe-
cific assumptions about the microeconomic environment. These models
(such as those of Section 5.4) typically have strong forms of nominal rigid-
ity; they are mtended to illustrate particular issues but not to provide good
approximations to actual behavior. We will encounter many of these models
in the next chapter. The second group of models consists of specific for-
mulations, such as the one in (5.36)-(5.37), that are intended to be useful
summaries of aggregate supply behavior in specific situations but that are
not intended to be universal.

The failure of modern Keynesian theory to develop a general model of
aggregate supply makes the theory harder to apply in novel situations. It
also, by making the models less precise, makes them harder to confront
with the data—a point we will return to at the end of the next chapter.

5.6 Empirical Application: Money and
Output

Perhaps the most important difference between real and Keynesian theories
of fluctuations involves their predictions concerning the effects of mone-
tary changes. In real-business-cycle models, purely monetary disturbances
have no real effects. In Keynesian models, they have important effects on
employment and output.

This observation suggests a natural test of real versus Keynesian theo-
ries: why not just regress output on money? Such regressions have a long
history. One of the earhest and most straightforward money-output regres-
sions was carried out by Leonall Andersen and Jerry Jordan of the Federal
Reserve Bank of St. Louis (Andersen and Jordan, 1968). For that reason, the
regression of output on money is known as the St. Louis equation.

Here we consider an example of the St. Louis equation. The left-hand-side
variable is the change in the log of real GNP. The main right-hand-side vari-
able is the change in the log of the money stock, as measured by M 1; since
any effect of money on output may occur with a lag, the contemporaneous
and four lagged values are included. The other right-hand-side variables are
a constant, a time trend (to account for trends in output and money growth),
and seasonal dummies (to control for regular seasonal movements in the
variables). The data are quarterly, and the sample period is 1948-1989.

The results are

AlnY; = 0.0070 + 0.18 Alnm + 0.19 Alnme_,
(0.0022) (0.10) (0.10)

+ 0.29 Alnme_» — 0.00 Alnm,_3+ 0.01 Alnni,_4 (5.40)
(0.10) (0.10) (0.10)
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— 0.00010t + 0.0043 D1+ 0.0022 D2, + 0.0029 D3,,
(0.00003) (0.0023) (0.0023) (0.0023)

R°=0.113, DW.=128, see =0.010,

where the numbers in parentheses are standard errors. The sum of the coef-
ficients on the current and four lagged values of the money-growth variable
is 0.66, with a standard error of 0.28. Thus the estimates suggest that a 1%
increase in the money stock is associated with an increase of é% in output
over the next year, and the null hypothesis of no association is rejected at
high levels of significance.

Does this regression, then, provide powerful evidence in support of mon-
etary over real theories of fluctuations? The answer is no. There are sev-
eral basic problems with a regression like this one. First, causation may run
from output to money rather than from money to output. A simple story,
formalized by King and Plosser (1984), is that when firms plan to increase
production, they may increase their money holdings because they will need
to purchase more intermediate inputs. Similarly, households may increase
their money holdings when they plan to increase their purchases. Aggregate
measures of the money stock, such as M1, are not set directly by the Federal
Reserve but are determined by the interaction of the supply of high-powered
money with the behavior of the banking system and the public. Thus shifts
in money demand stemming from changes in firms’ and households’ pro-
duction plans can lead to changes in the money stock. As a result, we may
see changes in the money stock in advance of output movements even if
the changes in money are not causing the output movements.

The second major problem with the St. Louis equation involves the deter-
minants of monetary policy. Suppose the Federal Reserve adjusts the money
stock to try to offset other factors that influence aggregate output. Then if
monetary changes have real effects and the Federal Reserve’s efforts to sta-
bilize the economy are successful, we will observe fluctuations in money
without movements in output (Kareken and Solow, 1963). Thus, just as we
cannot conclude from the positive correlation between money and output
that money causes output, if we fail to observe such a correlation we cannot
conclude that money does not cause output.??

The third difficulty with the St. Louis equation is that there have been a
series of large shifts in the demand for money over the past two decades. At
least some of the shifts are probably due to financial innovation and deregu-
lation, but their causes are not entirely understood.?* If the Federal Reserve

23Similarly, suppose that monetary and fiscal policy are coordinated, so that the two
usually move in the same direction. Then if fiscal policy affects real output, there will be a
relationship between monetary policy and output movements even if monetary changes do
not have real effects.

*4The classic reference is Goldfeld (1976).
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does not adjust the money supply fully in response to these disturbances,
the IS-LM-AS model predicts that they will lead to a negative relationship
between money and output; a positive money demand shock, for example,
will increase the money stock but increase the interest rate and reduce out-
put. And even if the Federal Reserve accommodates the shifts, the fact that
they are so large may cause a few observations to have a disproportionate
effect on the results.

As a result of the money demand shifts, the estimated relationship be-
tween money and output is sensitive to such matters as the sample period
and the measure of money. For example, if equation (5.40) is estimated us-
ing M2 in place of M1, or if it is estimated over a sample period that is
slightly longer, the results change considerably.

Because of these difficulties, regressions like (5.40), or more sophisti-
cated statistical analyses of the association between monetary and real vari-
ables, cannot be used to provide strong evidence concerning the relative
merits of monetary and real theories of fluctuations.

A very different approach to testing whether monetary shocks have real
effects stems from the work of Friedman and Schwartz (1963). Friedman
and Schwartz undertake a careful historical analysis of the sources of move-
ments in the money stock in the United States from the end of the Civil War
to 1960. On the basis of this analysis, they argue that many of the move-
ments in money, especially the largest ones, were mainly the result of devel-
opments in the monetary sector of the economy rather than the response of
the money stock to real developments. Friedman and Schwartz demonstrate
that these monetary movements were followed by output movements in the
same direction. Thus, Friedman and Schwartz conclude, unless the money-
output relationship in these episodes is an extraordinary fluke, it must re-
flect causation running from money to output rather than in the opposite
direction.?®

C. Romer and D. Romer (1989) provide more recent evidence along the
same lines. They search the records of the Federal Reserve for the postwar
period for evidence of policy shifts designed to lower inflation that were not
motivated by developments on the real side of the economy. They identify
six such shifts, and find that all of them were followed by recessions. For
example, in October 1979, shortly after Paul Volcker became chairman of
the Federal Reserve Board, the Federal Reserve tightened monetary policy
dramatically. The change appears to have been motivated by a desire to
reduce inflation, and not by the presence of other forces that would have
caused output to decline in any event. Yet it was followed by one of the
largest recessions in postwar U.S. history.25

25See especially Chapter 13 of their book—an item that every macroeconomist should
read.

26Tt is possible that similar studies of open economies could provide stronger evidence
concerning the importance of monetary forces. For example, shifts in monetary policy to
combat high rates of inflation in small, highly open economies appear to be associated with
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What Friedman and Schwartz and Romer and Romer are doing is search-
ing for natural experiments to determine the effects of monetary shocks.
If economies were laboratories, economists could randomly perturb the
money supply and examine the subsequent output movements. Since the
monetary disturbances would be chosen at random, the possibility that
they were caused by output movements, or that there were other factors
systematically causing the changes in both money and output, could be
ruled out.

Unfortunately for economic science (though fortunately for other rea-
sons), economies are not laboratories. The closest we can come to a labo-
ratory experiment is to look for times when historical developments bring
about monetary changes that are not caused by the behavior of output. For
example, Friedman and Schwartz argue that the death in 1928 of Benjamin
Strong, the president of the Federal Reserve Bank of New York, provides
an example of such an independent monetary disturbance. Strong’s death,
Friedman and Schwartz argue, left a power vacuum in the Federal Reserve
System and therefore caused monetary policy to be conducted very differ-
ently over the next several years than it otherwise would have been.?”

Natural experiments such as Strong’s death are unlikely to be as ideal
as genuine randomized experiments for determining the effects of mon-
etary changes. There is room for disagreement concerning whether any
episodes are sufficiently clear-cut to be viewed as independent monetary
disturbances, and if so, what set of episodes should be considered. But since
randomized experiments are not possible, the evidence provided by natural
experiments may be the best we can obtain.

A related approach is to use the evidence provided by specific monetary
Interventions to investigate the impact of monetary changes on relative
prices. For example, as described in Section 9.3, Cook and Hahn (1989) con-
firm formally the common observation that Federal Reserve open-market

large changes 1n real exchange rates, real interest rates, and real output. Whether the evi-
dence from such episodes n fact provides strong support for monetary nonneutrality has
not been mvestigated systematically. The 1ssue 1s complicated by the fact that the policy
shifts are often accompanied by fiscal reforms and by large changes in uncertaimnty (see, for
example, Sargent, 1982, and Dornbusch and Fischer, 1986).

#7In effect, natural experiments provide potential nstrumental variables for the St. Lows
equation. The way to address the problem that there may be correlation between money
growth and other factors that affect real output 1s to find variables that are correlated with
money growth but uncorrelated with the other factors. One can then estimate the money-
output regression by mstrumental variables (or two-stage least squares). That 1s, one can
examune how output growth 1s related to the component of money growth that 1s correlated
with the mstruments, and that 1s therefore uncorrelated with the omutted factors. Or, if one
1s interested sumply in whether monetary movements affect real output but not in the precise
values of the coefficients, one can estimate the reduced form of the model—that 1s, one can
regress output growth directly on the instruments. In effect, Friedman and Schwartz and
Romer and Romer are using historical evidence about the source of monetary developments
to try to find such mstruments, and then examining the reduced-form relationship between
output movements and their proposed instruments.
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operations are associated with changes in nominal interest rates. Given the
discrete nature of the open-market operations and the specifics of how their
timing is determined, it is not plausible that they occur endogenously at
times when interest rates would have moved in any event. And although the
issue has not been investigated formally, the fact that monetary expansions
lower nominal rates strongly suggests that the changes in nominal rates
represent changes in real rates as well. For example, monetary expansions
lower nominal interest rates for terms as short as a day; it seems unlikely
that they reduce expected inflation over such horizons.?® Since real and
Keynesian theories agree that changes in real rates affect real behavior, this
evidence suggests that monetary changes have real effects.

Similarly, the exchange-rate regime appears to affect the behavior of real
exchange rates. Under a fixed exchange rate, the central bank adjusts the
money supply to keep the nominal exchange rate constant; under a floating
exchange rate, it does not. There is strong evidence that not just nominal
but also real exchange rates are much less volatile under fixed than float-
ing exchange rates. In addition, when a central bank switches from pegging
the nominal exchange rate against one currency to pegging the nominal
exchange rate against another, the volatility of the two associated real ex-
change rates seems to change sharply as well. (See, for example, Genberg,
1978; Stockman, 1983; Mussa, 1986; and Baxter and Stockman, 1989). Since
shifts between exchange-rate regimes are usually discrete, explaining this
behavior of real exchange rates without appealing to real effects of mon-
etary forces appears to require positing sudden large changes in the real
shocks affecting economies. And again, both real and Keynesian theories
predict that the behavior of real exchange rates has real effects.

The most significant limitation of this evidence is that the importance of
these apparent effects of monetary changes on real interest rates and real
exchange rates for quantities has not been determined. Baxter and Stock-
man (1989), for example, do not find any clear difference in the behavior
of economic aggregates under floating and fixed exchange rates. Since real-
business-cycle theories attribute fairly large changes in quantities to rela-
fively modest movements in relative prices, however, a finding that the price
changes were not important would be puzzling from the perspective of both
real and Keynesian theories.

Problems

5.1. Consider the IS-LM model presented in Section 5.2. In this model, what are
di /dM and dY /dM for a given value of P?

28Barro (1989) presents a model where monetary expansions lower expected infla-
tion. The model requires that prices jump instantaneously in response to the expansions,
however.
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The derivation of the LM curve assumes that M is exogenous. But suppose
instead that the Federal Reserve has some target interest rate i and that it
adjusts M to keep i always equal to i.

(a) With this policy, what is the slope of the “LM curve” (that is, the set of com-
binations of i and Y that cause money demand and supply to be equal)?

(b) With this policy, what is the slope of the AD curve?

. The government budget in the standard Keynesian model.

(a) The balanced budget multiplier. (See Haavelmo, 1945.) Suppose that
planned expenditure is given by (5.5), E=C(Y - T) +I(i — #%) + G.

(i) How do equal increases in G and T affect the position of the IS curve?
Specifically, what is the effect on Y for a given level of i?

(ii) How do equal increases in G and T affect the position of the AD
curve? Specifically, what is the effect on Y for a given level of P?

(b) Automatic stabilizers. Suppose that tax revenues, T, instead of being ex-
ogenous, are a function of income: T = T(Y), T'(Y) > 0. With this change,
find how an increase in 7'(Y) affects the following:

(i) The slope of the IS curve.
(it} The effects of changes in G and M on Y for a given P.

. The liquidity trap and the Pigou effect. Assume that the nominal interest rate

is so low that the opportunity cost of holding money is negligible. Suppose
that as a result people are indifferent concerning the division of their wealth
between money and other assets, and that they are therefore willing to change
their money holdings without any change in the interest rate.

(a) The liguidity trap. (Keynes, 1936.) In this situation, what is the slope of
the AD curve? If prices are completely flexible (so the AS curve is vertical),
is aggregate demand irrelevant to output?

(b) The Pigou effect. (Pigou, 1943.) Suppose that, in addition, planned expen-
diture depends on real wealth as well as the variables in (5.4). Since the
public’s holdings of high-powered money are one component of wealth, a
fall in the price level increases real wealth. If prices are completely flexible
(so the AS curve is vertical), is aggregate demand irrelevant to output?

. The Mundell effect. (Mundell, 1963.) In the IS-LM model, how does a fall in

expected inflation, =¢, affect i, Y, and i — #¢?

. The multiplier-accelerator. (Samuelson, 1939.) Consider the following model

of income determination. (1) Consumption depends on the previous period’s
income: C; = a + bY;_;. (2) The desired capital stock (or inventory stock) is
proportional to the previous period’s output: K;* = ¢Y;-1.(3) Investment equals
the difference between the desired capital stock and the stock inherited from
the previous period: I; = K - K;—, = K;* — ¢Y;—». (4) Government purchases
are constant: G; = G. (5) Yy = Gt + I; + Gq.

(a) Express Y in terms of Y;_1, Y;_2, and the parameters of the model.

{b) Suppose b = 0.9 and ¢ = 0.5. Suppose there is a one-time disturbance to
government purchases; specifically, suppose that G is equal to G + 1 in
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period ¢ and is equal to G in all other periods. How does this shock affect
output over time?

(This follows Mankiw and Summers, 1986.) Suppose that the demand for real
money balances depends on the interest rate, i, and on disposable income
Y — T; in other words, suppose that the correct way to write the LM equation
iSM/P=LGY -T)

(a) With this change to the IS-LM-AS model, can one tell whether a tax cut
(that is, a fall in T) increases or decreases output? Assume a closed econ-
omy.

(b) Redo part (@) assuming an open economy under the assumptions that
the exchange rate is floating, exchange-rate expectations are static, and
capital is perfectly mobile.

(¢) Redo part (b) assuming a fixed exchange rate.

Describe how each of the following changes affect income, the exchange rate,
and net exports at a given price level under: (1) a floating exchange rate and
perfect capital mobility, (2) a fixed exchange rate and perfect capital mobility,
and (3) a floating exchange rate and imperfect capital mobility. Assume static
exchange-rate expectations, and assume that planned expenditure is given by
the expression in n. 8.

(a) The demand for money at a given i and Y falls.
(b)y The foreign interest rate rises.

(c) The country adopts protectionist policies, so that net exports at a given
real exchange rate are higher than before.

Exchange-market intervention. Suppose that the central bank intervenes in
the foreign exchange market by purchasing foreign currency for dollars, and
that it sterilizes this intervention by selling bonds for dollars to keep the
money stock unchanged. With this intervention, NX and CF must sum to
a positive amount rather than to zero (see equation {5.21]).

(a) What are the effects of this intervention on output, the exchange rate,
and the price level under a floating exchange rate, static exchange-rate
expectations, and imperfect capital mobility?

(b) How, if at all, do the results in part (a) change if capital is perfectly mo-
bile?

The algebra of exchange-rate overshooting. Consider a simplified open-
economy model: m —p = hy —~ki,y =b(e —p)~ali ~p), 1 =&, p = 6y. The
variables y, m, p, and ¢ are the logs of output, money, the price level, and the
exchange rate, respectively; i is the nominal interest rate, and p is inflation.
All variables are expressed as deviations from their usual values; p* and i *
are normalized to zero, and are therefore omitted. The main changes from
our usual model are that price adjustment takes a particularly simple form
and that the equations are linear. h, k, b, a, and 9 are all positive.

Assume that initially y = i = p = m = p = 0. Now suppose that there is a
permanent increase in m.
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(a) Show that once prices have adjusted fully (so p=0),y=i =0and p =
£=m.

(b) Show that there are parameter values such that at the time of the increase
m m, & jumps immediately to exactly m and then remains constant—so
that there is neither overshooting nor undershooting.?®

Consider the model of aggregate demand in an open economy with imperfect
capital mobility in Section 5.3, without the simplification assumed in equa-
tion (5.22). In addition to our usual assumptions, assume NXgp+/p = Eep*/p,
NX,_,e 20, NXy <0, and Ey — NXy < 1.

(a) Derive an expression for the slope of the IS** curve (that is, the combina-
tions of 1 and Y associated with the (i, Y, £) combinations that solve [5.12]
and [5.21]).

(b) Does ¢ rise, fall, or remain constant as we move down the IS ** curve?

(c) Is it still true that greater capital mobihity (that 18, a larger value of CF'(+))
makes the IS** curve flatter?

The analysis of Case 1 in Section 5.4 assumes that employment 1s determined
by labor demand. A more realistic assumption may be that employment at a
given real wage equals the mmimum of demand and supply; this is known as
the short-side rule.

(a) Draw diagrams showing the situation in the labor market under this as-
sumption when

(i) P is at the level that generates the maximum possible output.
(1) P 1s above the level that generates the maximum possible output.

(b) With this assumption, what does the aggregate supply curve look like?

Consider the model of aggregate supply in Case 2 ot Section 5.4. Suppose that
aggregate demand at P equals YM*X, Show the resulting situation in the labor
market.

Suppose that the production functionis Y = AF(I) (where F'(s) > 0, F"'(+) < 0,
and A > 0), and that A falls. How does this negative technology shock affect
the AS curve under each of the models of aggregate supply in Section 5.47

Destabilizing price flexibility. (De Long and Summers, 1986b.) Consider the
following closed-economy variant of the model in Problem 5.10:y = —a(1 — p),
m-—p=—-ki,p==6y.Assumea >0,k >0,0>0,and ag < 1.

(a) Assume that imtially y =1 = p = m = p = 0. Now suppose that at some
time—time O for convenience—there 1s a permanent drop 1n m to some
lower level, m’.

29The result that there are parameter values such that the exchange rate neither over-
shoots nor undershoots 1n response to a monetary disturbance implies that, except in un-
usual cases, there are perturbations of these parameter values that lead to each result. Show-
ing this 1s complicated, however, and 1s therefore omitted.
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(i) What are the values of y and i at time 0? (Note that p cannot jump
at the time of the change.) How does an increase in 6, the speed of
price adjustment, affect y(0)? Explain intuitively.

(ii) What is the path of y after time 0?

(b) Suppose we measure the total amount of output volatility caused by the
change in m as V = |7, y(t)? dt. How is V affected by an increase in the
speed of price adjustment, 6?7

5.16. Redo the regression reported in equation (5.40):
(a) Incorporating more recent data.

(b) Incorporating more recent data, and using M2 rather than M1.



Chapter 6
MICROECONOMIC
FOUNDATIONS OF

INCOMPLETE NOMINAL
ADJUSTMENT

This chapter is concerned with the microeconomic foundations of sluggish
adjustment of nominal prices and wages. This subject is important for two
reasons. First, it is central to Keynesian models. One of the models’ main
predictions is that monetary shocks have real effects, and the critical fea-
ture of the models that gives rise to this prediction is the presence of slug-
gish nominal adjustment. But, as described in the concluding section of
the previous chapter, the evidence concerning whether monetary shocks
have important real effects is controversial; thus the relevance of Keynes-
ian models is not clear. One way to shed light on this issue is to investi-
gate what microeconomic conditions are needed for nominal stickiness to
arise. For example, some critics of traditional Keynesian models argue that
the models’ assumptions about price stickiness are inconsistent with any
reasonable model of microeconomic behavior; they therefore conclude that
microeconomic theory provides a strong case against the models’ relevance.
More generally, if the conditions needed for nominal stickiness appear im-
plausible or inconsistent with microeconomic evidence, this would suggest
that gradual nominal adjustment is unlikely to be important. If the needed
conditions appear realistic, on the other hand, this would support the im-
portance of nominal stickiness.

Second, the nature of incomplete nominal adjustment is important for
policy. For example, we will see that if monetary shocks have real effects
for the reasons described by the Lucas imperfect-information model (which
is presented in Part A of the chapter), systematic feedback rules from eco-
nomic developments to monetary policy have no effect on the real economy.
Similarly, if nominal prices and wages are fully flexible, monetary policy is

241
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irrelevant to real variables. At the other extreme, if there is a stable relation-
ship between output and inflation, then (as we saw in Chapter 5) monetary
policy can raise output permanently. And as we will see, the nature of in-
complete nominal adjustment also has implications for such issues as the
output costs of alternative approaches to reducing inflation, the cutput-
inflation relationship under different conditions, and the impact of stabi-
lization policy on average output.

It is important to emphasize that the issue we are interested in is incom-
plete adjustment of nominal prices and wages. There are many reasons—
involving uncertainty, information and renegotiation costs, incentives, and
so on—why prices and wages may not adjust freely to equate supply and
demand, or that firms may not change their prices and wages completely
and immediately in response to shocks. But simply introducing some depar-
ture from perfect markets is not enough to imply that nominal disturbances
matter. All of the models of unemployment in Chapter 10, for example, are
real models. If one appends a monetary sector to those models without any
further complications, the classical dichotomy continues to hold: monetary
disturbances simply cause all nominal prices and wages to change, leaving
the real equilibrium (with whatever non-Walrasian features it involves) un-
changed. Any microeconomic basis for failure of the classical dichotomy
requires some kind of nominal imperfection.

The models that follow examine three candidate nominal imperfections.
In the model of Part A, which is based on the work of Lucas (1972) and
Phelps (1970), the nominal imperfection is that producers do not observe
the aggregate price level; as a result, they make their production decisions
without full knowledge of the relative prices they will receive for their goods.
In the models of staggered adjustment in Part B, monetary shocks have
real effects because not all prices or wages are adjusted simultaneously.
Finally, in Part C, the real effects of monetary changes stem from small costs
of changing nominal prices or wages or from some other small friction in
nominal adjustment.

Part A The Lucas Imperfect-Information
Model

6.1 Overview

The central idea of the Lucas-Phelps model is that when a producer ob-
serves a change in the price of his or her product, he or she does not know
whether it reflects a change in the good’s relative price or a change in the ag-
gregate price level. A change in the relative price alters the optimal amount
to produce. A change in the aggregate price level, on the other hand, leaves
optimal production unchanged.
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When the price of the producer’s good increases, there is some chance
that the increase reflects a rise in the price level, and some chance that
it reflects a rise in the good’s relative price. The rational response for the
producer is to attribute part of the change to an increase in the price level
and part to an increase in the relative price, and therefore to increase output
somewhat. This implies that the aggregate supply curve slopes up: when the
aggregate price level rises, all producers see increases in the prices of their
goods, and (not knowing that the increases reflect a rise in the price level)
thus raise their output.

The next two sections develop this idea in a model where individuals pro-
duce goods using their own labor, sell their output in competitive markets,
and use the proceeds to buy other producers’ output. The model has two
types of shocks. First, there are random shifts in preferences that change
the relative demands for different goods. These shocks lead to changes in
relative prices and n the relative production of different goods. Second,
there are disturbances to the money supply, or more generally, to aggregate
demand. When these shocks are observed, they change only the aggregate
price level and have no real effects. But when they are unobserved, they
change both the price level and aggregate output.

As a preliminary, Section 6.2 considers the case where the money stock
is publicly observed; in this situation, money is neutral. Section 6.3 then
turns to the case where the money stock is not observed.

6.2 The Case of Perfect Information
Producer Behavior

There are many different goods in the economy. Consider a representative
producer of a typical good, good i. The individual’s production function is
simply

Q =1L, ' (6.1)

where L, is the amount that the individual works and Q, the amount he
or she produces. The individual's consumption, C;, equals his or her real
imncome; this equals revenue, P, Q,, divided by the price of the market basket
of goods, P. P is an index of the prices of all goods (see equation [6.9],
below).
Utility depends positively on consumption and negatively on the amount
worked. For simplicity, it takes the form
1 Y
Ui=G- L y>L (6.2)

Thus there is constant marginal utility of consumption and increasing
marginal disutility of work.
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When the aggregate price level P is known, the individual’s maximization
problem is simple. Substituting C; = P,Q, /P and Q, = L, into (6.2), we can
rewrite utility as -

~

_hL 1, - ‘
U = 5 yLl-. (6.3)

Since markets are assumed to be competitive, the individual chooses L; to
maximize utility taking P, and P as given. The first-order condition is

% _rlo, (6.4)
or ) !
L = (P /P)V/OY. (6.5)

Letting lowercase letters denote the logarithms of the corresponding upper-
case variables, we can rewrite this condition as

=2 i -p. (6.6)
y—1

Thus the individual’s labor supply and production are increasing in the rel-
ative price of his or her product.

Demand

Producers’ behavior determines the supply curves of the various goods. De-
termining the equilibrium in each market requires specifying the demand
curves as well. The demand for a given good is assumed to depend on three
factors: real income, the good’s relative price, and a random disturbance to
preferences. For tractability, demand is log-linear. Specifically, the demand
for good 7 is

=Y+t zZ— T](pl - p)y n> 0! (67)

where y is log aggregate real income, z; is the shock to the demand for
good i, and 7 is the elasticity of demand for each good. g; is the demand
per producer of good i.! The z,’s have a mean of zero across goods; thus
they are purely relative demand shocks. y is assumed to equal the average
across goods of the g;’s, and p is the average of the p;’s:

Y =4qi, (6.8)

IThat is, the total (log) demand for good i is InN + y + z, — q(p, — p), where N is the
number of producers of each good.
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p="u. (6.9

Intuitively, (6.7)-(6.9) state that the demand for a good is higher when total

production (and thus total income) is higher, when its price is low relative

to other prices, and when individuals have stronger preferences for it.
Finally, the aggregate demand side of the model is

y=m-p. (6.10)

There are various interpretations of (6.10). The simplest, and most appro-
priate for our purposes, is that it is just a shortcut approach to modeling
aggregate demand. Equation (6.10) implies an inverse relationship between
the price level and output, which is the essential feature of aggregate de-
mand. Since our focus is on aggregate supply, there is little point in mod-
eling aggregate demand more fully. Under this interpretation, M should be
thought of as a generic variable affecting aggregate demand rather than as
money.

It is also possible to derive (6.10) from models with more complete mon-
etary specifications. Blanchard and Kiyotaki (1987), for example, replace C;
in the utility function, (6.2), with a Cobb-Douglas combination of C; and
the individual’s real money balances, M, /P. With an appropriate specifica-
tion of how money enters the budget constraint, this gives rise to (6.10).
Rotemberg (1987) derives (6.10) from a cash-in-advance constraint. Under
Blanchard and Kiyotaki's and Rotemberg’s interpretations of (6.10), it is nat-
ural to think of m as literally money; in this case the right-hand side should
be modified to be m + v — p, where v captures aggregate demand distur-
bances other than shifts in money supply.

Equilibrium

Equilibrium in the market for good i requires that demand per producer
equal supply. From (6.6) and (6.7), this requires

1
y—_T(pi —p) =y +zi - np - p. (6.11)
Solving this expression for p; yields

-1
pi Y Svrz)p (6.12)

T14ny—n

2Although (6.7)-(6.9) are intuitive, deriving these exact functional forms from individu-
als’ preferences over the various goods requires some approximations. The difficulty 1s that
if preferences are such that demand for each good takes the constant-elasticity form in (6.7),
the corresponding (log) price index is exactly equal to the average of the individual p,’s only
in the special case of n = 1. See Problem 6.2. This issue has no effect on the basic messages
of the model.
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Averaging the p;’s and using the fact that the average of the z;’s is zero, we
obtain

y—1
=————y+p (6.13)
g [

Equation (6.13) implies that the equilibrium value of y is simply3

y=0. (6.14)
Finally, (6.14) and (6.10) imply |

m = p. (6.15)

Not surprisingly, money is neutral in this version of the model: an in-
crease in m leads to an equal increase in all p;’s, and hence in the overall
price index, p. No real variables are affected.

6.3 The Case of Imperfect Information

We now consider the more interesting case where producers observe the
prices of their own goods but not the aggregate price level.

¥
Producer Behavior

Defining the relative price of good i by r; = p; — p, we can write

pi=p+pi—p
=p+r.

(6.16)

Thus, in logs, the variable that the individual observes—the price of his or
her good—equals the sum of the aggregate price level and the good’s relative
price.

The individual would like to base his or her production decision on #;
alone (see [6.6]). The individual does not observe r;, but must estimate it
given the observation of p;.* At this point, Lucas makes two simplifying
assumptions. First, he assumes that the individual finds the expectation of
r; given p;, and then produces as much as he or she would if this estimate
were certain. Thus (6.6) becomes

3The result that equilibrium log output is zero implies that the equilibrium level of
output is 1. This results from the 1/vy term multiplying L] in the utility function, (6.2).

4If the individual knew others’ prices as a result of making purchases, he or she could
deduce p, and hence #,. This can be ruled out in several ways. One approach is to assume
that the household consists of two individuals, a “producer” and a “shopper,” and that com-
munication between them is limited. In Lucas’s original model, the problem is avoided by
assuming an overlapping-generations structure where individuals produce in the first period
of their lives and make purchases in the second.
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4= Eniml (6.17)
v—1

As Problem 6.1 shows, this certammty-equivalence behavior is not identical
to maximizing expected utility: 1n general, the utility-maximizing choice of
£, depends not just on the individual’s estimate of #,, but also on his or her
uncertainty about #,. The assumption that individuals use certainty equiv-
alence, however, simplifies the analysis and has no effect on the central
messages of the model.

Second, and very importantly, Lucas assumes that the producer finds
the expectation of », given p, rationally. That is, E[r, | p,] is assumed to be
the true expectation of r, given p, and given the actual joint distribution
of the two variables. Today, this assumption of rational expectations seems
no more peculiar than the assumption that individuals maximize utility.
When Lucas introduced Muth’s (1960, 1961) idea of rational expectations
into macroeconomics, however, it was highly controversial. As we will see,
1t is one source—but by no means the only one—of the strong implications
of Lucas’s model.

To make the computation of E[r, | p;] tractable, the monetary shock
(m) and the shocks to the demands for the individual goods (the z,’s) are
assumed to be normally distributed. m has a mean of E[m ] and a variance of
Vin- The z,’s have a mean of zero and a variance of V,, and are independent
of m. We will see that these assumptions imply that p and r, are normal
and independent. Since p, equals p + r,, this means that it is also normal;
its mean is the sum of the means of p and r,, and its variance is the sum
of their variances. As we will see, the means of p and r;, E[p]| and E[r], are
equal to E[m] and zero, respectively; and their variances, V), and V,, are
complicated functions of V},, and V, and of the other parameters of the
model.

The individual’s problem is to find the expectation of r; given p,. An im-
portant result in statistics is that when two variables are jointly normally
distributed (as with , and p, here), the expectation of one is a linear func-
tion of the observation of the other (see, for example, Mood, Graybill, and
Boes, 1974, pp. 167-168, or some other introductory statistics textbook).
Thus E[r, | p,] takes the form

Elrn |l pl=a+8p. (6.18)

In this particular case, where p;, equals r, plus an independent variable,
(6.18) takes the specific form:

v, v,
E =~ E
ri | pl Vr+vp [p]+vr+vpp1
(6.19)
V;
~—(p, — Elp)).

Vo4,
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Equation (6.19) is intuitive. First, it implies that if p, equals its mean,
the expectation of r; equals its mean (which is zero). Second, it states that
the expectation of r; exceeds its mean if p; exceeds its mean, and is less
than its mean if p; is less than its mean. Third, it tells us that the fraction
of the departure of p; from its mean that is cstimated to he due to the
departure of r; from its mean is V,/(V, + V,); this is the fraction of the
overall variance of p; (V» + V},) that is due to the variance of r; (V). If, for
example, V), is zero, all of the variation in p; is due to r,, and so Efr; | p;]is
pi — Efm]. If V, and V,, are equal, half of the variance in p, is due to r,, and
s0 E{r, | pi] = (pi — Elm})/2. And so on.”

Substituting (6.19) into (6.17) vields the individual’s labor supply:

1 vV,
b = ———L—(p, ~ ElpD)
y-1V,+V, ¢ o (6.20)
= b(p; — Elp).

Averaging (6.20) across producers (and using the definitions of y and p)
gives us an expression for overall output:

y = b(p - E[pD. (6.21)

Equation (6.21) is the Lucas supply curve. It states that the departure of
output from its normal level (which is zero in the model) is an increasing
function of the surprise in the price level.

The Lucas supply curve is essentially the same as the expectations-
aungmented Phillips curve of Chapter 5 with core inflation replaced by
expected inflation (see equation [5.38]). Both state that, if we neglect dis-
turbances 10 supply, output is above normal only to the extent that infla-
tion (and hence the price level) is greater than expected. Thus the Lucas
model provides microeconomic foundations for this view of aggregate

supply.

Equilibrium

Combining the Lucas supply curve, (6.21), with the aggregate demand equa-
tion, (6.10), and solving for p and y yields

m + ———E|p], (6.22)

>This conditional-expectations problem is referred to as signal extraction. The variable
that the individual observes, p,, equals the signal, r,, plus noise, p. Equation (6.19) shows
how the individual can best extract an estimate of the signal from the observation of p,. The
ratio of V, to V, is referred to as the signal-to-noise ratio.
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b m - b
1+b 1+b

y = Elpl. (6.23)

We can use (6.22) to find E|[p]. Ex post, after m is determined, the two sides
of (6.22) are equal. Thus it must be that ex ante, before m is determined,
the expectations of the two sides are equal. Taking the expectations of both
sides of (6.22), we obtain

1
Elpl = 5 Elml + 2 Elp], 6.24)

or
Elpl = EIm]. (6.25)

Using (6.25) and the fact that m = E[m] + (m — E[m]), we can rewrite
(6.22) and (6.23) as

1 .
I, b(m - E[m)), ) {6.26)

p=E[m]+

(m — E[m]}). (6.27)
s »

Equations (6.26) and (6.27) show the key implications of the model: the
component of aggregate demand that is observed, E[m ], affects only prices,
but the component that i1s not observed, m — E[m]|, has real effects. Con-
sider, for concreteness, an unobserved increase in m —that is, a higher real-
ization of m given its distribution. This increase in the money supply raises
aggregate demand, and thus produces an outward shift in the demand curve
for each good. Since the increase is not observed, each supplier’s best guess
1s that some portion of the rise in the demand for his or her product reflects
a relative price shock. Thus producers increase their output.

The effects of an observed increase in m are very different. Specifically,
consider the effects of an upward shift in the entire distribution of m, with
the realization of m — E[m] held fixed. In this case, each supplier attributes
the rise in the demand for his or her product to money, and thus does not
change his or her output. Of course, the taste shocks cause variations in
relative prices and in output across goods (just as they do in the case of an
unobserved shock), but on average real output does not rise. Thus observed
changes in aggregate demand affect only prices.

To complete the model, we must express b in terms of underlying pa-
rameters rather than in terms of the variances of p and r,. Recall that b =
[1/(y -~ DIV: /(Vy + V)] (see [6.20]). Equation (6.26) implies V, = Vi, /(1 + b)2.
The demand curve, (6.7), and the supply curve, (6.20), can be used to find
V;, the variance of p, - p. Specifically, we can substitute y = b(p — E[p]) into

y:1+b
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(6.7) to obtain g, = b(p — E[p]) + z; — n(p; — p), and we can rewrite (6.20)
as ¥; = b(p, — p) + b(p — E[p)). Solving these two equations for p; — p then
yields p; — p = z, /(n + b). Thus V, = V,,/(n + b)°.

Substituting the expressions for V, and V; into the definition of b (see
[6.20]) yields

e

1 VZ
b= —— el (6.28)

Vit g

Equation (6.28) implicitly defines b in terms of V;, V,,, and vy, and thus com-
pletes the model. 1t is straightforward to show that b is increasing in V, and
decreasing in V,,. In the special case of = 1, we can obtain a closed-form
expression for b:
1 Vz
b-y—1VZ+Vm' (6.29)
Finally, note that the results that p = Elm}+[1/(1 + b)l(m — E[m]) and
ri = z; /(n + b) imply that p and r, are linear functions of m and z;. Since
m and z; are independent, p and r, are independent; and since linear func-
tions of normal variables are normal, p and #; are normal. This confirms the
assumptions made above about these variables.

6.4 Implications and Limitations
The Phillips Curve and the Lucas Critique

Lucas’'s model implies that unexpectedly high realizations of aggregate de-
mand lead to both higher output and higher-than-expected prices. As a re-
sult, for reasonable specifications of the behavior of aggregate demand, the
model implies a positive association between output and inflation. Suppose,
for example, that m is a random walk with drift:

my = mMy—) +C + Uy, (6.30)

where u is white noise. Thus the expectation of m; is m,— + ¢, and the
unobserved component of m; is u;. Thus, from (6.26) and (6.27),

1
b = me1+c+ 1+D but’ (6.31)
b N
Vi = I but. (6.32)

Since the model also implies that pr—1 = m;_» + ¢ + [us_1/(1 + b)], the rate
of inflation (measured as the change in the log price level) is
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DT P T Ty ptt
(6.33)

Note that u; appears in both (6.32) and (6.33) with a positive sign, and
that u; and u;_; are uncorrelated. These facts imply that output and infla-
tion are positively correlated. Intuitively, high unexpected money growth
leads, through the Lucas supply curve, to increases in both prices and out-
put. The model therefore implies a positive relationship between output
and inflation—a Phillips curve.

But although there is a statistical output-inflation relationship, there is
no exploitable tradeoff between high output and low inflation. Suppose that
policymakers decide to raise average money growth (for example, by rais-
ing ¢ in equation [6.30]). If the change is not publicly known, there is an
interval when unobserved money growth is typically positive and output is
therefore usually above normal. Once individuals determine that the change
has occurred, however, unobserved money growth is again on average zero,
and so average real output is unchanged. And if the increase in average
money growth is known, expected money growth jumps immediately and
there is not even a brief interval of high output. The idea that the statisti-
cal relationship between output and inflation may change if policymakers
attempt to take advantage of it is not just a theoretical curiosity: as we saw
in Chapter 5, when average inflation rose in the late 1960s and early 1970s,
the traditional output-inflation relationship collapsed.

The central idea underlying this analysis is of wider relevance. Expec-
tations are likely to be important to many relationships among aggregate
variables, and changes in policy are likely to affect those expectations. As a
result, shifts in policy can change aggregate relationships. In short, if poli-
cymakers attempt to take advantage of statistical relationships, effects op-
erating through expectations may cause the relationships to break down.
This is the famous Lucas critique (Lucas, 1976).

The Phillips curve is the most famous application of the Lucas critique.
Another example is temporary changes in taxes. There is a close relation-
ship between disposable income and consumption spending. Yet to some
extent this relationship arises not because current disposable income deter-
mines current spending, but because current income is strongly correlated
with permanent income (see Chapter 7)—that 1s, it is highly correlated with
households’ expectations of their disposable incomes in the future. If pol-
icymakers attempt to reduce consumption through a tax increase that is
known to be temporary, the relationship between current income and ex-
pected future income, and hence the relationship between current income
and spending, will change. Again this is not just a theoretical possibility. The
United States enacted a temporary tax surcharge in 1968, and the impact
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on consumption was considerably smaller than was expected on the basis
of the statistical rclationship between disposable income and spending (see,
for example, Dolde, 1979).

Anticipated and Unanticipated Money

The result that only unobserved aggregate demand shocks have real effects
has a strong implication: monetary policy can stabilize output only if policy-
makers have information that is not available to private agents. Any portion
of policy that is a response to publicly available information—such as in-
terest rates, the unemployment rate, or the index of leading indicators—is
irrelevant to the real economy (Sargent and Wallace, 1975; Barro, 1976).

To see this, let aggregate demand, m, equal m* + v, where m* is a pol-
icy variable and v a disturbance outside the government’s control. If the
government does not pursue activist policy but simply keeps m* constant
(or growing at a steady rate), the unobserved shock to aggregate demand in
some period is the realization of v less the expectation of v given the in-
formation available to private agents. If m* is instead a function of public
information, individuals can deduce m *, and so the situation is unchanged.
Thus systematic policy rules cannot stabilize output.

If the government observes variables correlated with v that are not
known to the public, it can use this information to stabilize output: it can
change m* to offset the movements in v that it expects on the basis of
its private information. But this is not an appealing defense of Keynesian
stabilization policy, for two reasons. First, a central element of conventional
stabilization policy involves reactions to general, publicly available infor-
mation that the economy is in a boom or a recession. Second, if superior
information is the basis for potential stabilization, there is a much easier
way for the government to accomplish that stabilization than following a
complex policy rule: it can simply announce the information that the public
does not have.%

Ball (1991), building on the work of Sargent (1983), argues that the Lucas
model’s predictions concerning observed policy can be tested by looking at

°A large literature, pioneered by Barro (1977a, 1978) and significantly extended by
Mishkin (1982, 1983), tests Lucas’s predictions concerning the mmpacts of observed and
unobserved monetary policy using the money stock as the measure of policy. In Barro's
formulation, the basic idea 15 to regress output on measures of forecastable and unfore-
castable money growth and a set of control variables. Unfortunately, these tests suffer
from the same difficulties as regressions of money on output (see Section 5.6). For exam-
ple, a positive correlation between unexpected changes in the money stock and output
movements can reflect an impact of output on money demand rather than an impact of
money on output. Similarly, the absence of an association between predictable movements
in money and changes in output can arise not because observed monetary changes have no
real effects, but because the Federal Reserve is adjusting the money supply to offset the
impact of other factors on output. See also Problem 6.3.
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times of announced shifts to tighter monetary policy to combat inflation.
The Lucas model predicts that there should be no systematic relationship
between real variables and any publicly known information about mone-
tary policy. Thus it implies that output growth should not be on average
different from normal following such announcements. But Ball argues that
when policymakers do not carry through with the announced policy, in-
flation typically changes little and output growth generally remains about
normal, and that when they do carry through, inflation typically declines
and output growth usually falls below normal. Thus, he concludes, output
growth is on average below normal following the announcements, which is
not consistent with Lucas’s model.

Empirical Application: International Evidence on
Output-Inflation Tradeoffs

In the Lucas model, suppliers’ responses to changes in prices are deter-
mined by the relative importance of aggregate and idiosyncratic shocks.
If aggregate shocks are large, for example, suppliers attribute most of the
changes in the prices of their goods to changes in the price level, and so they
alter their production relatively little in response to variations in prices (see
(6.20]). The Lucas model therefore predicts that the real effect of a given
aggregate demand shock is smaller in an economy where the variance of
those shocks is larger.

To test this prediction, one must find a measure of aggregate demand
shocks. Lucas (1973) uses the change in the log of nominal GDP. For this to
be precisely correct, two conditions must be satisfied. First, the aggregate
demand curve must be unit-elastic; in this case, changes in aggregate sup-
ply affect P and Y but not their product, and so nominal GDP is determined
entirely by aggregate demand. Second, the change in log nominal GDP must
not be predictable or observable; that is, letting x denote log nominal GDP,
Ax must take the form a + u;, where u; is white noise. With this process, the
change in log nominal GDP (relative to its average change) is also the unob-
served change. Although these conditions are surely not satisfied exactly,
they may be accurate enough to be reasonable first approximations.

Under these assumptions, the real effects of an aggregate demand shock
in a given country can be estimated by regressing log real GDP (or the change
in log real GDP) on the change in log nominal GDP and control variables. The
specification Lucas employs is

Ve =€+ vt 4+ 7AX + AV, (6.34)

where y is log real GDP, t is time, and Ax is the change in log nominal GDP.

Lucas estimates (6.34) separately for various countries. He then asks
whether the estimated 7’s—the estimates of the responsiveness of output to
aggregate demand movements—are related to the average size of countries’
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aggregate demand shocks. A simple way to do this 1S to estimate
T = a+ Bosxi, (6.35)

where 7, is the estimate of the real impact of an aggregate demand shift
obtained by estimating (6.34) for country i and oy, is the standard devia-
tion of the change in log nominal GDP in country i. Lucas’s theory predicts
that nominal shocks have smaller real effects in settings where aggregate
demand is more volatile, and thus that 3 is negative.

Lucas employs a relatively small sample. His test has been extended to
much larger samples, with various modifications in specification, in several
studies. Figure 6.1, from Ball, Mankiw, and D. Romer (1988), is typical of
the results. It shows a scatterplot of r against oay for 43 countries. The
corresponding regression is

n= 0388 - 1.6390uxs,

(0.057)  (0.482) (6.36)

R%=0.201, s.ee. =0.245,

where the numbers in parentheses are standard errors. Thus there is a
highly statistically significant negative relationship between the variability
of nominal GDP growth and the estimated effect of a given change in aggre-
gate demand, just as the model predicts.
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FIGURE 6.1 The output-inflation tradeoff and the variability of aggregate de-
mand (from Ball, Mankiw, and Romer, 1988)
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Difficulties

If, as suggested above, announced shifts toward disinflationary policies are
on average followed by below-normal output growth, then the Lucas model
does not provide a complete account of the effects of aggregate demand
shifts. The more important question, however, is whether the Lucas model
accounts for an important element of the effects of aggregate demand. Two
major objections have been raised in this regard.

The first difficulty is that the employment fluctuations in the Lucas
model, like those in real-business-cycle models, arise from changes in labor
supply in response to changes in the perceived benefits of working. Thus to
generate substantial employment fluctuations, the model requires a signif-
icant short-run elasticity of labor supply. But, as described in Section 4.10,
there is no strong evidence of such a high elasticity.

The second difficulty concerns the assumption of imperfect information.
In modern economies, high-quality information about changes in prices is
released with only brief lags. Thus, other than in times of hyperinflation,
individuals can estimatc aggregate price movements with considerable ac-
curacy at little cost. In light of this, it is difficult to see how they can be sig-
nificantly confused between relative and aggregate price level movements.

These difficulties suggest that the specific mechanisms emphasized in
the model may be relatively unimportant to fluctuations, at least in most
settings.” But we will see in Section 6.12 that there are reasons other than in-
tertemporal substitution that small changes in real wages or relative prices
may be associated with large changes in employment and output, and that
there are reasons individuals may choose not to take advantage of low-
cost opportunities to acquire information relevant to their pricing decisions.
Thus, as we will discuss there, it may be possible to resuscitate Lucas’s cen-
tral idea that unexpected monetary shocks may create confusion between
relative and aggregate price changes, and thereby have important effects on
aggregate output.

“In addition, the model implies that departures of output from the flexible-price level
are not at all persistent. y depends only on m ~ E[m]. And by definition, m — E{m] cannot
have any predictable component. Thus the model implies that y is white noise—that is,
that it displays no pattern of either positive or negative correlation over time. This does
not appear to be a good description of actual economies. A monetary contraction—such as
the Federal Reserve’s decision in 1979 to disinflate—leads to abnormally low output over
an extended time, not to a single period of low output followed by an immediate return to
normal.

This difficulty can be addressed by introducing some reason that the economy’s 1mtial
response to an unobserved monetary shock triggers dynamics that cause output to remain
away for normal even after the shock has become known. Examples of such mechanisms
include inventory dynamics (Blinder and Fischer, 1981), capital accumulation (Lucas, 1975),
and one-time costs of recruiting and trainimng new workers. Thus the prediction of white-
noise output movements is an artifact of the simple form of the model we have been con-
sidering, and not a robust implication.
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Part B Staggered Price Adjustment

6.5 Introduction

The next source of nominal imperfections we consider is staggered adjust-
ment of wages or prices. In one important respect, models of staggered ad-
justment are a reversion to traditional Keynesian models: sluggish nominal
adjustment is assumed rather than derived. But the models are nonetheless
important to the microeconomic foundations of nominal price and wage
rigidity. There are three reasons.

First (and least important for our purposes), the Lucas model was ini-
tially perceived as showing that rational expectations alone are enough to
undo many of the central results of tradilional Keynesian theory, most no-
tably the stabilizing powers of aggregate demand policy. If this were right,
defending the traditional Keynesian position would require demonstrating
that expectations are systematically irrational. Models of staggered adjust-
ment show that this is unnecessary: if not all prices or wages are free (o
change every period, aggregate demand policy can be stabilizing even un-
der rational expectations.

Second, the models make assumptions about imperfect adjustment at
the level of individual price- or wage-setters and then aggregate individ-
ual behavior to find the implications for the macroeconomy. In that regard,
the models lay the groundwork for the models of the next section, where
nominal rigidity is derived from optimizing behavior at the microeconomic
level.

Finally, the models show that interactions among price-setters can either
magnify or dampen the effects of barriers to price adjustment. A consistent
theme of the results in this section is that macroeconomic nominal rigidity
is not related in any simple way to microeconomic price rigidity. We will
see cases where a small amount of microeconomic rigidity leads to a large
amount of rigidity in the aggregate, and others where a large amount of
microeconomic rigidity yields little or no rigidity in the aggregate.

We consider three models of staggered price adjustment: the Fischer, or
Fischer-Phelps-Taylor, model (Fischer, 1977a; Phelps and Taylor, 1977); the
Taylor model (Taylor, 1979, 1980); and the Caplin-Spulber model (Caplin
and Spulber, 1987).8 The first two, the Fischer and Taylor models, posit that
wages or prices are set by multiperiod contracts or commitments. In each
period, the contracts governing some fraction of wages or prices expire
and must be renewed. The central result of the models is that multiperiod
contracts lead to gradual adjustment of the price level to nominal distur-

8An important earlier paper is Akerlof (1969). See also Phelps (1978) and Blanchard
(1983).



6.6 A Model of Imperfect Competition and Price-Setting 257

bances. As a result, aggregate demand disturbances have real effects, and
policy rules can be stabilizing even under rational expectations.

The Fischer and Taylor models differ in one important respect. The Fis-
cher model assumes that prices (or wages) are predetermined but not fixed.
That is, when a multiperiod contract sets prices for several periods, it can
specify a different price for each period. In the Taylor model, in contrast,
prices are fixed: a contract must specify the same price each period it is in
effect. This distinction proves to be important.

In both the Fischer and Taylor models, the length of time that a price is
in effect is determined when the price is set. Thus price adjustment is time-
dependent. The Caplin-Spulber model provides a simple example of a model
of state-dependent pricing. Under state-dependent pricing, price changes are
triggered not by the passage of time, but by developments within the econ-
omy. As a result, the fraction of prices that change in a given time interval
is endogenous. Once again, this seemingly modest change in assumptions
has important consequences.?

6.6 A Model of Imperfect Competition
and Price-Setting

Before turning to staggered adjustment, we first investigate a model of an
economy of imperfectly competitive price-setters with complete price flex-
ibility. There are two reasons for analyzing this model. First, as we will see,
imperfect competition alone has interesting macroeconomic consequences.
Second, the models in the rest of the chapter are concerned with the causes
and effects of barriers to price adjustment. To address these issues, we will
need a model of the determination of prices in the absence of barriers to
adjustment, and of the effects of departures from those prices.

Assumptions

The model is a variant on the model described in Part A of this chap-
ter. The economy consists of a large number of individuals. Each one sets
the price of some good and is the good’s sole producer. As in Part A, labor is

9All three models take the staggering of price changes as given. But at least for the Fis-
cher and Taylor models, if the timing of price changes is made endogenous, the result is
synchronized rather than staggered adjustment (see Problem 6.8). Staggering can arise en-
dogenously from firms’ desire to acquire information by observing other firms’ prices before
sctting their own (Ball and Cecchetti, 1988), from firm-specific shocks (Ball and D. Romer,
1989; Caballero and Engel, 1991), and from strategic interactions among firms (Maskin and
Tirole, 1988).
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the only input into production. But individuals do not produce their own
goods directly; instead there is a competitive labor market where they can
both sell their labor and hire workers to produce their goods.!?

As before, the demand for each good is log-linear; for simplicity, the
shocks to the demands for the individual goods (the z;’s) are absent. Thus,
G =Y — n(p, — p) (see [6.7]). p is the (log) price level; as in Part A, it is the
average of the p;’s. To ensure that a profit-maximizing price exists, 7 is
assumed to be greater than 1. Sellers with market power set price above
marginal cost; thus if they cannot adjust their prices, they are willing to
produce to satisfy demand in the face of small fluctuations in demand. In
the remainder of the chapter, sellers are therefore assumed not to ration
customers.

As in the Lucas model, the utility of a typical individualis U, = C; = L] /vy
(see [6.2]); again C, is the individual’s income divided by the price index,
P, and L, is the amount that he or she works. The production function is
the same as before: the output of good i equals the amount of labor em-
ployed in its production. Individual i’s income is the sum of profit income,
(P, - W)Q;, and labor income, WL,, where Q; is the output of good i and W
is the nominal wage. Thus,

lﬁi%_wfﬁwb~$ﬁ. 637)

Finally, the aggregate demand side of the model is again given by y =
m — p (equation [6.10}); y is again the average of the g;’s. In contrast to the
Lucas model, the money supply is publicly observed.l!

Individual Behavior
Converting the demand equation, g; = y—n(p; — p), from logs to levels yields
Q, = Y(P; /P) 7. Substituting this into expression (6.37) gives us

(P —W)Y(P;/P) "+ WL; 1

Ui = b - ;L;/. (6.38)

10The absence of an economy-wide labor market is critical to the Lucas model: with
such a market, individuals’ observation of the nominal wage would allow them to deduce
the money supply, and would thus make nominal shocks neutral. In contrast, assuming a
competitive labor market in the current model is not crucial to the results.

11 As described in n. 2 and Problem 6.2, when individuals’ preferences over the different
goods give rise to the assumed constant-elasticity demand curves for each product, the
appropriate (log) price and output indexes are not exactly equal to the averages of the p,’s
and the g,’s. Problem 6.4 shows, however, that the results of this section are unchanged
when the exact indexes are used.
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The individual has two choice variables, the price of his or her good (7,)
and the amount he or she works (L, ). The first-order condition for P, is

Y(P,/P) " — (P, — W)Y (P /P) " '(1/P) _
b =

0. (6.39)

Multiplying this expression by (P, /P)"*!P, dividing by Y, and rearranging
yields

_n
n—-1

(6.40)

i~ as)
~| =

That is, we get the standard result that a producer with market power sets
price as a markup over marginal cost, with the size of the markup deter-
mined by the elasticity of demand.

Now consider labor supply. From (6.38), the first-order condition for I,

is
% _l =, (6.41)

or
L = (%)MH). (6.42)

Thus labor supply is an increasing function of the real wage; the elasticity
1s 1/(y - 1).

Equilibrium

Because of the symmetry of the model, in equilibrium each individual works
the same amount and produces the same amount. Equilibrium output is
thus equal to the common level of labor supply. We can therefore use (6.41)
or (6.42) to express the real wage as a function of output:

7= yr i, (6.43)

Substituting this expression into the price equation, (6.40), vields an expres-
sion for each producer’s desired relative price as a function of aggregate
output:

P*

H M yyt 4
i (6.44)
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For future reference, it is useful to write this expression in logs:

vl*—p=ln< n1>+(y—1)y

(6.45)
=C+ Py

Since producers are symmetric, each charges the same price. The price
index P therefore equals this common price. Equilibrium therefore requires
that each producer, taking P as given, sets his or her own price equal to P;
that is, each producer’s desired relative price must equal 1. From (6.44), this
condition is [n/(n — 1)]Y*"! =1, or

-1 1/(y—1)
Y = (”—) . (6.46)
n

This is the equilibrium level of output.
Finally, we can use the aggregate demand equation, ¥ = M /P, to find
the equilibrium price level:

M 6.47)

I

Implications

When producers have market power, they produce less than the socially
optimal amount. To see this, note that in a symmetric allocation each in-
dividual supplies some amount L of labor, and production of each good
and each individual’s consumption are equal to that I. Thus the problem
of finding the best symmetric allocation reduces to choosing L to maxi-
mize I —(1/y)L". The solution is simply L = 1. As (6.46) shows, equilibrium
output is less than this. Intuitively, the fact that producers face downward-
sloping demand curves means that the marginal revenue product of labor
is less than its marginal product. As a result, the real wage is less than the
marginal product of labor: from (6.40) (and the fact that each P, equals P
in equilibrium), the real wage is (n — 1)/n; the marginal product of labor, in
contrast, is 1. This reduces the quantity of labor supplied, and thus causes
equilibrium output to be less than optimal. From (6.46), equilibrium out-
put is [(5 — 1)/5]Y/~D; thus the gap between the equilibrium and optimal
levels of output is greater when producers have more market power (that 1s,
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when 7 is lower), and when labor supply is more responsive to the real wage
(that is, when v is lower).

The fact that equilibrium output is inefficiently low under imperfect
competition has important implications for fluctuations. To begin with,
it implies that recessions and booms have asymmetric effects on welfare
{(Mankiw, 1985). In practice, periods when output is unusually high are
viewed as good times, and periods when output is unusually low are viewed
as bad times. Now consider a model where fluctuations arise from incom-
plete nominal adjustment in the face of monetary shocks. If the equilibrium
in the absence of shocks is optimal, both times of high output and times of
low output are departures from the optimum, and thus both are undesir-
able. But if equilibrium output is less than optimal, a boom brings output
closer to the social optimum, whereas a recession pushes it farther away.

In addition, the gap between equilibrium and optimal output implies
that pricing decisions have externalities. Suppose that the economy is ini-
tially in equilibrium, and consider the effects of a marginal reduction in all
prices. M /P rises, and so aggregate output rises. This affects the represen-
tative individual through two channels. First, the prevailing real wage rises
(see [6.43]). But since initially the individual is neither a net purchaser nor
a net supplier of labor, at the margin the increase does not affect his or her
welfare. Second, because aggregate output increases, the demand curve for
the individual’s good, Y(P;/P) 7, shifts out. Since the individual is selling
at a price that exceeds marginal cost, this change raises his or her welfare.
Thus under imperfect competition, pricing decisions have externalities, and
those externalities operate through the overall demand for goods. This ex-
ternality is often referred to as an aggregate demand externality (Blanchard
and Kiyotaki, 1987).

The final implication of this analysis is that imperfect competition alone
does not imply monetary nonneutrality. A change in the money stock in the
model leads to proportional changes in the nominal wage and all nominal
prices; output and the real wage are unchanged (see [6.46] and [6.47]).

Finally, since a pricing equation of the form (6.45) is important in later
sections, it is worth noting that the basic idea captured by the equation is
much more general than the specific model of price-setters’ desired prices
we are considering here. Equation (6.45) states that p; — p takes the form c +
oy; that is, it states that a price-setter’s optimal relative price is increasing
in aggregate output. In the particular model we are considering, this arises
from increases in the prevailing real wage when output rises. But in a more
general setting, it can also arise from increases in the costs of other inputs,
from diminishing returns, or from costs of adjusting output.

The fact that price-setters’ desired real prices are increasing in aggregate
output is necessary for the flexible-price equilibrium to be stable. To see
this, note that we can use the fact that y = m — p to rewrite (6.45) as

pf=c+(1-¢p+om. (6.48)



262  Chapter 6 INCOMPLETE NOMINAL ADJUSTMENT

If ¢ is negative, an increase in the price level raises each price-setter’s de-
sired price more than one-for-one. This means that if p is above the level
that causes individuals to charge a relative price of 1, each individual wants
to charge more than the prevailing price level; and if p is below its equilib-
rium value, each individual wants to charge less than the prevailing price
level. Thus ¢ must be positive for the flexible-price equilibrium to be stable.

6.7 Predetermined Prices
Framework and Assumptions

We now turn to the Fischer model of staggered price adjustment. In particu-
lar, we consider a variant on the model of the previous section where price-
setters cannot set their prices freely each period. Instead, each price-setter
sets prices every other period for the next two periods. As emphasized in
Section 6.5, the price-setter can set different prices for the two periods. In
any given period, half of the individuals are setting their prices for the next
two periods. Thus at any point, half of the prices in effect are those set the
previous period and half are those set two periods ago.'?

For simplicity, we normalize the constant in the equation for price-
setters’ desired prices, (6.45) (or [6.48)), to zero; thus the desired price of
individual i in period t is p;f = ém; + (1 — ¢)p;. Otherwise the model is the
same as that of the previous section. The behavior of m is treated as exoge-
nous; no specific assumptions are made about the process that it follows.
Thus, for example, information about m; may be revealed gradually in the
periods leading up to t; the expectation of m; as of period t — 1, E_1my,
may therefore differ from the expectation of m; the period before, E; ,m;.

Paralleling our assumption of certainty equivalence in the Lucas model,
we assume that an individual choosing his or her prices in period t for the
next two periods sets the log prices equal to the expectations, given the in-
formation available through t, of the profit-maximizing log prices in the two
periods. As in the Lucas model, price-setters form their expectations ratio-
nally.

Solving the Model

In any period, half of prices are ones set in the previous period, and half are
ones set two periods ago. Thus the average price is

12The original versions of these models focused on staggered adjustment of wages:
prices were in principle flexible but were determined as markups over wages. For simplic-
ity, we assume instead that staggered adjustment applies directly to prices. Staggered wage
adjustment has essentially the same implications.
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1
pr = 5(19} +pd), (6.49)

where p} denotes the price set for t by individuals who set their prices in
t—1,and pf the price set for t by individuals setting prices in ¢ — 2. Since
we have assumed certainty-equivalence pricing behavior (and since all price-
setters in a given period face the same problem), p} equals the expectation
as of period t — 1 of pj, and p? equals the expectation as of t — 2 of pj.
Thus,

pl = E1p}

=E_[om; + (1 — ¢)p;] (6.50)

= GFymp +(1— ¢)%(p} T pd),

p[Z = El‘*zpi)’[<
(6.51)

1
= ¢Eomy + (1 - ¢>§(Et72n} +p?),

where E;_. denotes expectations conditional on information available
through period t — 7. Equation (6.50) uses the fact that ptz is already deter-
mined when p; is set, and thus is not uncertain.

Our goal is to find how the price level and output evolve over time given
the behavior of m. To do this, we begin by solving (6.50) for p}; this yields

1 2¢

1_
p; ¢ p?

p2. (6.52)

= E
Tro VMY T,

We can now use the fact that expectations are rational to find the behavior
of the individuals setting their prices in period t — 2. Since the left- and
right-hand sides of (6.52) are equal, and since expectations are rational, the
expectation as of t — 2 of these two expressions must be equal. Thus,

1- d’pf. (6.53)

2
Et—zptl = _d)Et—th +

1+¢ 1+ ¢

Equation (6.53) uses the fact that E;_»>E;_; m; is simply E;_»m;; otherwise
price-setters would be expecting to revise their estimate of m, either up or
down, which would imply that their original estimate was not rational. The
fact the current expectation of a future expectation of a variable equals the
current expectation of the variable is known as the law of iterated projec-
tions.
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We can substitute (6.53) into (6.51) to obtain

1( 2¢ 1-é
2(1+¢Et‘2m‘+1+¢

pi = dpEramy + (1 - ¢) pi+ pf). (6.54)

Solving this expression for p; yields simply
ptz = E[-th. (655)

We can now combine the results and describe the equilibsiuni. Substi-
tuting (6.55) into (6.52) and simplifying gives

2
Ptl =Er omy + 1 _:b(b(Et 1My ~ Er 2omy). (6.56)

Finally, substituting (6.55) and (6.56) into the expressions for the price level
and output, p; = (p} + p?)/2 and y; = m; — p, implies

Pt = Et~2n'h‘ -+ TffE(Et 11 — Et Zm[), (657)
1
Ye= 17 ¢(Emmz — Eomg) + (me — B 1my). (6.58)
implications

Equation (6.58) shows the model’s main implications. First, as in the Lu-
cas model, unanticipated aggregate demand shifts have real effects; this is
shown by the m; — E;_m; term. Because price-setters are assumed not to
know m; when they set their prices, these shocks are passed one-for-one
into output.

Second, and crucially, aggregate demand shifts that become anticipated
after the first prices are set affect output. Consider information about ag-
gregate demand in ¢ that becomes available between period t — 2 and pe-
riod t — 1. In practice, this might correspond to the release of survey results
or other leading indicators of future economic activity, or to indications
of likely shifts in monetary policy. As (6.57) and (6.58) show, proportion
1/(1 + ¢) of a change in m that becomes expected betweent ~2 and t - 1
is passed into output, and the remainder goes into prices. The reason that
the change is not neutral is straightforward: not all prices are completely
flexible in the short run.

An immediate corollary is that policy rules can stabilize the economy. As
in Section 6.4, suppose that m, equals m* + v, where m/* is controlled by
policy and v; represents other aggregate demand movements. Assume that
the policymaker is subject to the same informational constraints as price-
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setters, and must therefore choose m,* before the exact value of v; is known.
Nonetheless, as long as the policymaker can adjust m; in response to infor-
mation learned between t -2 and t — 1, there is a role for stabilization policy.
From (6.58), when m, = m/* + v, y; depends on (m;* + v;)— Er_1(m;* +v;) and
on Er_(m* +v;) — E_o(m/ + ). By adjusting m,* to offset E_1v; — Er_» v,
the policymaker can offset the effects of these changes in v on output, even
if this information about v is publicly known.

An additional implication of these results is that interactions among
price-setters can either increase or decrease the effects of microeconomic
price stickiness. Consider an aggregate demand shift that becomes known
after the first prices are set. One might expect that since half of prices are
already set and the other half are free to adjust, half of the shift is passed
into prices and half into output. Equations (6.57) and (6.58) show that in
general this is not correct. The key parameter is ¢: the proportion of the
shift that is passed into output is not % but 1/(1 + ¢) (see [6.58]).

Recall from equation (6.45) that ¢ is the responsiveness of price-setters’
desired real prices to aggregate real output: p; — p: = ¢ + ¢y;. A lower value
of ¢ therefore corresponds to greater real rigidity (Ball and D. Romer, 1990).
Real rigidity alone does not cause monetary disturbances to have real ef-
fects: if prices can adjust freely, money is neutral regardless of the value of
¢. But real rigidity magnifies the effect of nominal rigidity: given that price-
setters do not adjust their prices freely, a higher degree of real rigidity (that
is, a lower value of ¢) increases the real effects of a given monetary change.
The reason for this is that a low value of ¢ implies that price-setters are
reluctant to allow variations in their relative prices. As a result, the price-
setters that are free to adjust their prices do not allow their prices to differ
greatly from the ones already set, and so the real effects of a monetary shock
are large. If ¢ exceeds 1, in contrast, the later price-setters make large price
changes, and the aggregate real effects of changes in m are small.'?

Finally, the model implies that output does not depend on E;_pm; (given
the values of E,_ym; — E;_»m; and m; — E;_1m,). That is, any information
about aggregate demand that all price-setters have had a chance to respond
to has no effect on output.

6.8 Fixed Prices
The Model

We now change the model of the previous section by assuming that when
an individual sets prices for two periods, he or she must set the same price

I3Haltiwanger and Waldman (1989) show more generally how a small fraction of agents
who do not respond to shocks can have a disproportionate effect on the economy.
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for both periods; in the terminology introduced earlier, prices are not just
predetermined, but fixed.

We make two other, less significant changes to the model. First, an indi-
vidual setting a price in period t now does so for periods t and t + 1 rather
than for periods t + 1 and t + 2. This change simplifies the model without
affecting the main results. Second, the model is much easier to solve if we
posit a specific process for m. A simple assumption is that m is a random
walk:

me = My_1 + Uy, (6.59)

where u is white noise. The key fcature of this process is that an innovation
lo m (the u term) has a long-lasting effect on its level (indeed, with the
random-walk assumption, the effect is permanent).

Let x; denote the price chosen by individuals who set their prices in
period t. We make the usual certainty-equivalence assumption that price-
setters try to get their prices as close as possible to the optimal prices. Here
this implies

1
Xt = 5(!’;'; +Epy.y)
(6.60)

1
Ejl[d)mt +(1 - ¢)Pr] + [d)Ethl +(1 - ¢)Etpt+1]}y

where the second line uses the fact that p* = ¢m + (1 — ¢)p.

Since half of prices are set each period, p; is the average of x; and x;_1.
In addition, since m is arandom walk, E; m;. is m;. Substituting these facts
into (6.60) gives us

1
Xt = oMy + Z(l = PNxe—1 + 2% + Erxe 1] (6.61)

Solving for x; yields

X = Alxe 1+ Etxe 1) + (1 = 2A)mg,

_11-¢
T 21+¢°

(6.62)

Equation (6.62) is the key equation of the model.

Equation (6.62) expresses x; in terms of m;, x;_1, and the expectation of
X¢+1- To solve the model, we need to eliminate the expectation of x;,1 from
this expression. We will solve the model in two different ways, first using
the method of undetermined coefficients and then using lag operators. The
method of undetermined coefficients is simpler. But there are cases where
it is cumbersome or intractable; in those cases the use of lag operators is
often fruitful.
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The Method of Undetermined Coefficients

As described in Section 4.6, the idea of the method of undetermined coef-
ficients is to guess the general functional form of the solution and then to
use the model to determine the precise coefficients. In the model we are
considering, in period t two variables are given: the money stock, m;, and
the prices set the previous period, x;-;. In addition, the model is linear.
It is therefore reasonable to guess that x; is a linear function of x,-; and
me.

Xy = @+ AXp_1 + v (6.63)

Our goal is to determine whether there are values of u, A, and » that yield a
solution of the model.

Although we could now proceed to find g, A, and », it simplifies the alge-
bra if we first use our knowledge of the model to restrict (6.63). The fact that
we have normalized the constant in the expression for individuals’ desired
prices to zero, so that p;; — pr = ¢y, implies that the equilibrium with flexi-
ble prices is for y to equal zero and for each price to equal m. In light of this,
consider a situation where x;_; and m; are equal. If period-t price-setters
also set their prices to m, the economy is at its flexible-price equilibrium.
In addition, since m follows a random walk, the period-t price-setters have
no reason to expect my+; to be on average either more or less than my,
and hence no reason to expect x;+1 to depart on average from m;. Thus
in this situation p;; and E;p;;,, are both equal to m;, and so price-setters
will choose x; = m;. In sum, it is reasonable to guess that if x, ; = my, then
xr = n;. In terms of (6.63), this condition is

Mt An + vy = Mg (()64)

for all m;.

Two conditions are needed for (6.64) to hold. The firstis A + » = 1; oth-
erwise (6.64) cannot be satisfied for all values of m,. Second, when we im-
pose A+v = 1,(6.64) implies p = 0. Substituting these conditions into (6.63)
yields

Xt = AX—1 + (1 — A)my. (6.65)

Our goal is now to find a value of A that solves the model.

Since (6.65) holds each period, it implies x;+1 = Ax¢ + (1 — A)m;+;. Thus
the expectation as of period t of x;.1 is Ax; + (1 — A)E;m;,1, which equals
Ax; + (1 — A)m,. Using (6.65) to substitute for x; then gives us

Exxi1 = Maxe 1 + (1= 0)me] + (1 - A)my
(6.66)

= A°x_1 + (1 = A)m;.
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Substituting this expression into (6.62) yields

X = A[thl + )\ZX{_l +(1 - Az)mt] +(1 - 2A)mt
(6.67)

= (A+ A% -1 + [AQ = A2 + (1 - 24)]my;.

Thus, if price-setters believe that x, is a linear function of x,, and
of the form assumed in (6.65), then, acting to maximize their profits, they
will indeed set their prices as a linear function of these variables. If we have
found a solution of the model, these two linear equations must be the same.
Comparison of (6.65) and (6.67) shows that this requires

A+ AN =2 (6.68)
and
AQ - A +(1-24)=1-A (6.69)
Consider (6.68). This is a quadratic equation in A. The solution is

RIS

5A (6.70)

One can show that these two values of A also satisfy (6.69). Using the defi-
nition of A in equation (6.62), one can show that the two values of A are

L 1-e

)\1 - 1 + \/$5 (6-71)
1449

e (6.72)

Of the two values of A, only A = A; gives reasonable results. When A =
A1, lAl < 1, and so the economy is stable. When A = Ay, in contrast, |A] > 1,
and thus the economy is unstable: the slightest disturbance sends output
off toward plus or minus infinity. As a result, the assumptions underlying
the model—for example, that sellers do not ration buyers—break down. For
that reason, we focus on A = A;.

Thus equation (6.65) with A = A; solves the model: if price-setters believe
that others are using that rule to set their prices, they find it in their own
interests to use that same rule.

We can now describe the behavior of output. y; equals m; — p¢, which in
turn equals my; — (x;—; + X;)/2. With the behavior of x given by (6.65), this
implies

= 5 %+ (= AT+ s (= Al

]

Vi
(6.73)

i

1
my — [)\g(sz + Xpo1) + (1 - A)%(mu + my)].
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USlng the faCtS that ny = My_1+uU; alld (Xr,1 +X[Az)/2 = ptil’ we can Slmphfy
this to W s

1
Ye=Mmpy + U — [Aprq + (1 = Dmye—g + (1 — /\)Eur]

=Mmi1 —pr-1) + ! ; /\ut (6.74)
~ N 1+
= AYt-1 2 Ug.

Implications

Equation (6.74) is the key result of the model. As long as A; is positive (which
is true if ¢ < 1), (6.74) implies that shocks to aggregate demand have long-
lasting effects on output—effects that persist even after all price-setters
have changed their prices. Suppose the economy is initially at the equilib-
rium with flexible prices (so y is steady at zero), and consider the effects of
a positive shock of size u® in some period. In the period of the shock, not
all price-setters adjust their prices, and so not surprisingly, y rises; from
(6.74), y = [(1 + A)/2]u®. In the following period, even though the remaining
price-setters are able to adjust their prices, y does not return to normal even
in the absence of a further shock: from (6.74), y is Al(1 + A)/2]u®. Thereafter
output returns slowly to normal, with y, = Ay;_; each period.

The response of the price level to the shock is the flip side of the re-
sponse of output. The price level rises by [1 — (1 + A)/2]u’ in the initial
period, and then fraction 1 — A of the remaining distance from u? in each
subsequent period. Thus the economy exhibits price-level inertia.

The source of the long-lasting real effects of monetary shocks is again
price-setters’ reluctance to allow variations in their relative prices. Recall
that p;; = ¢m; + (1 — ¢)pr, and that A; > 0 only if ¢ < 1. Thus there is grad-
ual adjustment only if desired prices are an increasing function of the price
level. Suppose each price-setter adjusted fully to the shock at the first op-
portunity. In this case, the price-setters who adjusted their prices in the
period of the shock would adjust by the full amount of the shock, and the
remainder would do the same in the next period. Thus y would rise by u%/2
in the initial period and return to normal in the next.

To see why this rapid adjustment cannot be the equilibrium if ¢ is less
than 1, consider the individuals who adjust their prices immediately. By as-
sumption, all prices have been adjusted by the second period, and so in that
period everyone is charging his or her optimal price. But since ¢ < 1, the
optimal price is lower when the price level is lower, and so the price that is
optimal in the period of the shock, when not all prices have been adjusted,
is less than the optimal price in the next period. Thus these individuals
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should not adjust their prices fully in the period of the shock. This in turn
implies that it is not optimal for the remaining individuals to adjust their
prices fully in the subsequent period. And the knowledge that they will not
do this further dampens the initial response of the individuals who adjust
their prices in the period of the shock. The end result of these forward- and
backward-looking interactions is the gradual adjustment shown in equation
(6.65).

Thus, as in the model with prices that are predetermined but not fixed,
the extent of incomplete price adjustment in the aggregate can be larger
than one might expect simply from the knowledge that not all prices are
adjusted every period. Indeed, the extent of aggregate price sluggishness is
even larger in this case, since it persists even after every price has changed.
And again a low value of ¢—that is, a high degree of real rigidity—is critical
to this result. If ¢ is 1, then A is 0, and so each price-setter adjusts his or her
price fully to changes in m at the earliest opportunity. If ¢ exceeds 1, A is
negative, and so p moves hy more than m in the period after the shock, and
thereafter the adjustment toward the long-run equilibrium is oscillatory.

Lag Operators

A different, more general approach to solving the model is to use lag opera-
tors. The lag operator, which we denote by I, is a function that lags variables.
That is, the lag operator applied to any variable gives the previous period’s
value of the variable: Lz; = z;_;.

To see the usefulness of lag operators, consider our model without the
restriction that m follows a random walk. Equation (6.60) continues to hold.
If we proceed analogously to the derivation of (6.62), but without imposing
Eymy . = my, straightforward algebra yields

1-2A 1-2A

5 ny + 5 Ermiq, (6.75)

X = AXe~1 + ErXep1) +

where A is as before. Note that (6.75) simplifies to (6.62) if Exnm-1 = m.

The first step is to rewrite this expression using lag operators. x;- is the
lag of x;: x;_1 = Lx;. In addition, if we adopt the rule that L lags the date of
an expectational variable but not the date of the expectations, x; is the lag of
Eexeon1: LExes1 = Erxe = x..'* Equivalently, using L~! to denote the inverse
lag function, E;x;+1 = L™*x;. Similarly, E;my 41 = L™1m,. Thus we can rewrite
(6.75) as

48ince Ex;_1 = X1 and E;m; = m,, we can think of all the variables in (6.75) as being
expectations as of t. Thus in the analysis that follows, the lag operator should always be
interpreted as keeping all variables as expectations as of t. The backshift operator, B, is
used to denote the function that lags both the date of the variable and the date of the
expectations. Thus, for example, BE;x;.1 = E_1X,. Whether the lag operator or the backshift
operator is more useful depends on the application; in the present case it is the lag operator.
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1-2 -
A L-24,

Xt = A(LX[ + L71X[) + > me + > ty

(6.76)
or

1-2A

(I - AL- AL Hx, = (I + L YHm,. (6.77)

Here I is the identity operator (so Iz, = z; for any z). Thus (I + L l)ym, is
shorthand for m; + L~ 'm;, and (I - AL— AL 1)x; is shorthand for x;, — Ax; 1 —
AEXe11.

Now observe that we can “factor” (I —AL— AL Yy as (I —AL1){I — AL)(A/A),
where A is again given by (6.70). Thus we have

Al1-2A

(I = AL HU — AL)x; = 13

I+ L YHm;. (6.78)

This formulation of “multiplying” expressions involving the lag operator
should be interpreted in the natural way: (I — AL"1)(I — AL)x; is shorthand
for (I — AL)x; minus A times the inverse lag operator applied to (I — AL)x;, and
thus equals (x; — ALx;) — (AL~ x; — A°x;). Simple algebra and the definition of
A can be used to verify that (6.78) and (6.77) are equivalent.

As before, to solve the model we need to eliminate the term involving
the expectation of the future value of an endogenous variable. In (6.78),
E;x;11 appears (implicitly) on the left-hand side because of the (I — AL™1)
term. It is thus natural to “divide” both sides by (I — AL™!). That is, con-
sider applying the operator I + AL™! + A2L-2 + A3L-3 4+ --- to both sides of
(6.78). T + AL"! + A°L~2 + -+ times I — AL"! is simply I; thus the left-hand
sideis (I —AL)x;. And I + AL™1 + A2L2 + - times I + L™ Vis T+ (1 + DL} +
(1 + DAL™2 + (1 + A)A2L73 +--- 15 Thus (6.78) becomes

1-2A

(I — AL)x; = % 5 T+Q+ ML 0+ MDA 2+ (1 + OAL3 + - my.

(6.79)

Rewriting this expression without lag operators yields

(M + (1 + AEMec1 + AEmesp + A2 Eemyss +-+0)].

(6.80)

X = AX_1 + — —24
t — t-1 A 2

Expression (6.80) characterizes the behavior of newly set prices in
terms of the exogenous money supply process. To find the behavior of the

15Since the operator I + AL7! + A’L72 + :-* is an infinite sum, this requires that
limy, oo (I + AL71+ A2L72 4=+ + AP L77)(] + L~1)m, exists. This requires that A" L-"*Vm, (which
equals A" E; my.,.1) converges to zero. For the case where A = A, (so |A] < 1) and where m is
a random walk, this condition is satisfied.
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aggregate price level and output, we only have to substitute this expression
into the expressions for p (p; = (x¢ + x,-1)/2) and y (y¢ = m; — py).

In the special case when m is a random walk, all of the E; m,.,’s are equal
to m. In this case, (6.80) simplifies to

Al-2A 1+
X¢ —/\xr_1+z > (1+ 1_)\) m;. (6.81)

It is straightforward to show that expression (6.68), A + AA? = A, implies
that equation (6.81) reduces to equation (6.65), x; = Ax;—1 + (1 — A)n;. Thus
when m is a random walk, we obtain the same result as before. But we have
also solved the model for a general process for m.

Although this use of lag operators may seem mysterious, in fact it is no
more than a compact way of carrying out perfectly standard manipulations.
We could have first derived (6.77) (expressed without using lag operators)
by simple algebra. We could then have noted that since (6.77) holds at each
date, it must be the case that

1-2A

Erxeyx — AEXr k-1 — AEXeike1 = (Eemyir + Exmeir1)  (6.82)
for all k = 0.76 Since the left- and right-hand sides of (6.82) are equal, it
must be the case that the left-hand side for k = 0 plus A times the left-hand
side for k = 1 plus A2 times the left-hand side for k = 2 and so on equals the
right-hand side for k = 0 plus A times the right-hand side for k = 1 plus A2
times the right-hand side for k = 2 and so on. Computing these two expres-
sions yields (6.80). Thus lag operators are not essential; they serve merely
to simplify the notation and to suggest ways of proceeding that might oth-
erwise be missed.}”

The Taylor Model and Inflation Inertia

The solution of the Taylor model for the case where the process followed by
aggregate demand need not be a random walk can be used to discuss one of
the model’s main limitations. As described in Chapter 5, modern Keynesian
specifications of the output-inflation tradeoff assume that inflation exhibits
inertia—that is, that aggregate demand policies can reduce inflation only at
the cost of a period of low output and high unemployment. Such inflation
inertia is central to Keynesian accounts of output behavior during many
periods of disinflation, such as in the United States in the early 1980s. As

%The reason that we cannot assume that (6.82) holds for k < 0is that the law of iterated
projections does not apply backward: the expectation today of the expectation at some date
in the past of a variable need not equal the expectation today of the variable.

7For a more thorough introduction to lag operators and their uses, see Sargent (1987a,
Chapter 9).
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discussed above, the Taylor model exhibits price-level inertia: the price level
adjusts fully to a monetary shock only after a sustained departure of output
from its normal level. As a result, it is often claimed that the Taylor model
accounts for inflation inertia.

Ball (1994a) demonstrates, however, that this claim is incorrect. To see
why, consider a Taylor economy with steady inflation and output equal to
its flexible-price value, and consider two possible changes in policy. In the
first, there is a one-time downward adjustment in the path of money; that
1s, money growth is low for one period but then returns to its usual value.
In the second, the shift to lower money growth is permanent.

Equation (6.80) shows that the prices that individuals set depend on the
entire expected future path of money. The permanent fall in money growth
leads to much larger reductions in the expected future values of the money
stock than does the one-time shift. As a result, the permanent change in
money growth has a much larger effect on newly set prices than does the
one-time reduction, and hence a much smaller short-run impact on output,
m — p.

In fact, Ball, using a continuous-time version of the model, establishes
the following result. Consider a permanent reduction in money growth
achieved by reducing money growth linearly over an interval equal to the
length of time between a representative individual’s price changes; that
18, if the initial and final money growth rates are gy and g, if prices are
m effect for intervals of length 7, and if the reduction begins at time t,
then money growth at t is gg — [(t — t9)/71(go — gv) for to < t < ty + 7. Ball
shows that such a policy, instead of causing a recession, causes output to
rise above its normal level. Thus the fact that price (and wage) changes are
staggered does not account for the difficulty of reducing inflation.!8

6.9 The Caplin-Spulber Model

The Fischer and Taylor models assume that the tinung of price changes is
determined solely by the passage of time. Although this is a good approx-
1mation for some prices (such as wages set by union contracts, wages that
are adjusted annually, and prices in some catalogues), it is not a good de-
scription of others. Many retail stores, for example, can adjust the timing of
their price changes fairly freely in response to economic developments. It is
therefore natural to analyze the consequences of such state-dependent pric-
ing. Our final model of staggered price changes, the Caplin-Spulber model,
provides an example of such an analysis.

The model is set in continuous time. Each individual's optimal price at
time t, p;*(t), is again ¢m{t) + (1 — $)p(t). Money growth is always positive;
as we will see, this causes p;" to always be increasing. The key assumption
of the model is that price-setters follow an Ss pricing policy. Specifically,

18Gee Problem 6.11 for a simple version of this result.
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whenever a price-setter adjusts his or her price, he or she sets it so that
the difference between the actual price and the optimal price at that time,
pi — p;, equals some target level, S. The individual then keeps the nominal
price fixed until money growth has raised p;* sufficiently that p; — p;* has
fallen to some trigger level, s. He or she then resets p; — p/ to S, and the
process begins anew.

Such an Ss policy is optimal when inflation is steady, aggregate output
is constant, and there is a fixed cost of each nominal price change (Barro,
1972; and Sheshinski and Weiss, 1977). In addition, as Caplin and Spulber
describe, it is also optimal in some cases where inflation or output is not
constant. And even when it is not fully optimal, it provides a simple and
tractable example of state-dependent pricing.

Two technical assumptions complete the model. First, to keep prices
from overshooting s and to prevent bunching of the distribution of prices
across price-setters, m changes continuously. Second, the initial distribu-
tion of p; — p* across price-setters is uniform between s and S. The remain-
ing assumptions are the same as in the Fischer and Taylor models.

Under these assumptions, money is completely neutral in the aggregate
despite the price stickiness at the level of the individual price-setters. To
see this, consider an increase in m of amount Am < § —~ s over some period
of time. We want to find the resulting changes in the price level and output,
Ap and Ay. Since p/ = (1 — ¢)p + ém, the rise in each price-setter’s optimal
price is (1 — ¢)Ap + ¢Am. Price-setters change their prices if p; — p;* falls
below s; thus price-setters with initial values of p; — p;* that are less than
s +[{1 — ¢)Ap + ¢Am] change their prices. Since the initial values of p; - p}*
are distributed uniformly between s and S, this means that the fraction
of price-setters who change their prices is [(1 — ¢)Ap + ¢Am]/(S — s). Each
price-setter who changes his or her price does so at the moment when his
or her value of p; — p;* reaches s; thus each price increase is of amount $ - s.
Putting all of this together gives us

_ (- @Apram o
S~—s (6.83)

=(1 ~ $)Ap + pAmM.

Ap

Equation (6.83) implies that Ap = Am, and thus that Ay = 0. Thus the
change in money has no impact on aggregate output.!?

To understand the intuition for this result, consider the case where
¢ = 1, so that p, — p; is just p; — m. Now think of arranging the points
in the interval (s, §] around the circumference of a circle; this is shown in

191n addition, this result helps to justify the assumption that the initial distribution of
b — b is uniform between s and S. p, — p; for each price-setter equals each value between
s and S once during the interval between any two price changes; thus there is no reason to
expect a concentration anywhere within the interval. Indeed, Caplin and Spulber show that
under simple assumptions, a given price-setter’s p, — p;" is equally likely to take on any value
between s and §.
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FIGURE 6.2 The effects of an increase in the money stock in the Caplin-Spulber
model :

Figure 6.2. Initially, price-setters are distributed uniformly around the circle.
Now notice that an increase in m of Am moves every price-setter around
the circle counterclockwise by a distance Am. To see this, consider first a
price-setter, such as the one at Point A, with an initial value of p; - p;* that is
greater than s + Am. Such a price-setter does not raise his or her price when
m rises by Am; since p;* rises by Am, p; —p;* therefore falls by Am. Thus the
price-setter moves counterclockwise by amount Am. Now consider a price-
setter, such as the one at Point C, with an initial value of p; — p;° that is of
the form s + k, where k is less than Am. For this price-setter, p; — p;* falls
until m has risen by k; thus he or she is moving counterclockwise around
the circle. At the instant that the increase in m reaches k, p; jumps by S - s,
and so p; — p;* jumps from s to S. In terms of the diagram, however, this
is just an infinitesimal move around the circle. As m continues to rise, the
price-setter does not change his or her price further, and thus continues to
travel around the circle. Thus the total distance such a price-setter travels
is also Am.

Since the price-setters are initially distributed uniformly around the cir-
cle, and since each one moves the same distance, they end up still uniformly
distributed. Thus the distribution of p; — m is unchanged. Since p is the av-
erage of the p;’s, this implies that p — m is also unchanged.

The reason for the sharp difference between the results of this model
and those of the Taylor model is the nature of the price-adjustment poli-
cies. In the Caplin-Spulber model, the number of price-setters changing
their prices at any time is larger when the money supply is increasing more
rapidly; given the specific assumptions that Caplin and Spulber make, this
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has the effect that the aggregate price level responds fully to changes in m.
In the Taylor model, in contrast, the number of price-setters changing their
prices at any time is fixed; as a result, the price level does not respond fully
to changes in m.

The neutrality of money in the Caplin-Spulber model is not a robust re-
sult about settings where fixed costs of changing nominal prices cause the
number of price-setters changing prices at any time to be endogenous. If,
for example, inflation can be negative as well as positive, or if there are id-
iosyncratic shocks that sometimes cause price-setters to lower their nom-
inal prices, the resulting extensions of Ss rules generally cause monetary
shocks to have real effects (see, for example, Caplin and Leahy, 1991, and
Problem 6.12). In addition, the vaiues of § and s may change in response
to changes in aggregate demand. If, for example, high money growth today
signals high money growth in the future, price-setters widen their Ss bands
when there is a positive monetary shock; as a result no price-setters adjust
their prices in the short run (since no price-setters are now at the new, lower
trigger point s), and so the positive shock raises output (Tsiddon, 1991).2°

Thus the importance of Caplin and Spulber’s model is not for its specific
results about the effects of aggregate demand shocks. Rather, the model is
important for two reasons. First, it introduces the idea of state-dependent
price changes. Second, it demonstrates another reason that the relation be-
tween microeconomic and macroeconomic rigidity is complex. The Fischer
and Taylor models show that temporary fixity of some prices can have a dis-
proportionate effect on the response of the aggregate price level to aggre-
gate demand disturbances. The Caplin-Spulber model, in contrast, shows
that the adjustment of some prices can have a disproportionate effect: a
small fraction of price-setters making large price changes can be enough to
generate neutrality in the aggregate. Thus together, the Fischer, Taylor, and
Caplin-Spulber models show that any complete treatment of price rigidity
requires careful attention both to the nature of price-adjustment policies
and to how those policies interact to determine the behavior of the aggre-
gate price level.

Part C New Keynesian Economics

6.10 Overview?'

The Lucas, Fischer, and Taylor models are not fully satisfactory accounts
of real effects of aggregate demand disturbances. The models assume the
existence of imperfections that agents could overcome easily—imperfect

20See Caballero and Engel (1991, 1993) for more detailed analyses of these issues.
2lTn places, Sections 6.10-6.12 draw on D. Romer (1993a).
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knowledge of the price level in the Lucas model, and infrequent adjustment
of prices or wages in the Fischer and Taylor models. Quite accurate infor-
mation about movements in the price level is easily available, and the cost
of much more frequent price or wage adjustments (through indexation or
other means) is small. This raises the question of why agents would permit
nominal disturbances to lead to substantial fluctuations in output rather
than take the small measures needed to largely eliminate the nominal im-
perfections.

The central idea of much recent research on the real effects of nominal
shocks is that this question applies not just to these particular models, but
to all candidate sources of nominal imperfections. Individuals are mainly
concerned with real prices and quantities: real wages, hours of work, real
consumption levels, and the like. Nominal magnitudes matter to them only
in ways that are minor and easily overcome. Prices and wages are quoted
in nominal terms, but it costs little to change (or index) them. Individuals
are not fully informed about the aggregate price level, but they can obtain
accurate information at little cost. Debt contracts are usually specified in
nominal terms, but they too could be indexed with little difficulty. And indi-
viduals hold modest amounts of currency, which is denominated in nominal
terms, but they can change their holdings easily. There is no way in which
nominal magnitudes are of great direct importance to individuals.

Thus, according to this new Keynesian view, if nominal imperfections are
important to fluctuations in aggregate activity, it must be that nominal fric-
tions that are small at the microeconomic level somehow have a large effect
on the macroeconomy. Much of the recent research on the microeconomic
foundations of nominal rigidity is devoted to addressing the question of
whether this can plausibly be the case.??

For concreteness, most of this section addresses this question for a spe-
cific view about the nominal imperfection. In particular, we focus on a static
model where firms face a menu cost of price adjustment—a small fixed cost
of changing a nominal price. (The standard example is the cost incurred by
a restaurant in printing new menus—hence the name.) But, as described at
the end of Section 6.12, essentially the same issues arise with other views
about the barriers to nominal adjustment. In addilion, the analysis focuses
on the question of whether menu costs can lead to significant nominal stick-
iness in response to a one-time monetary shock. As a result, the analysis
is more successful in achieving the first goal of analyzing microeconomic
foundations of incomplete nominal adjustment (namely, characterizing the
microeconomic conditions that vield sluggish adjustment) than in achiev-
ing the second goal (namely, finding the implications of those conditions
for the specifics of price adjustment, and thereby providing guidance for
policy). -

22The seminal papers are Mankiw (1985) and Akerlof and Yellen (1985). See also Parkin
(1986); Rotemberg (1982, 1987); and Blanchard and Kiyotaki (1987).
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Section 6.11 shows that introducing price-setting and menu costs into
an economy that is otherwise Walrasian is probably not enough to generate
substantial nominal rigidity. Section 6.12 is therefore devoted to the issue
of what else is needed for menu costs to have important effects. Section
6.13 considers some relevant empirical work. Finally, Sections 6.14 and 6.15
discuss some extensions and limitations of the theory.

6.11 Are Small Frictions Enough?

General Considerations

Consider an economy of many price-setting firms. Assume that it is initially
at its flexible-price equilibrium; that is, each firm’s price is such that, if ag-
gregate demand is at its expected level, marginal revenue equals marginal
cost. After prices are set, aggregate demand is determined; at this point
each firm can change its price by paying a menu cost. For simplicity, prices
are assumed to be set afresh at the start of each period. This means that
the dynamic pricing issues that are the subject of Part B of this chapter are
irrelevant; it also means that if a firm pays the menu cost, it sets its price
to the new profit-maximizing level.

Our focus is on the question of when firms change their prices in re-
sponse to a departure of aggregate demand from its expected level. For
concreteness, suppose that demand is less than expected. Since the econ-
omy is large, each firm takes the actions of other firms as given. Constant
nominal prices are thus an equilibrium if, when all other firms hold their
prices fixed, the maximum gain to a representative firm from changing its
price is less than the menu cost of price adjustment.??

We can analyze this issue using the marginal revenue-marginal cost dia-
gram in Figure 6.3. The economy begins in equilibrium; thus the represen-
tative firm is producing at the point where marginal cost equals marginal
revenue (Point A in the diagram). A fall in aggregate demand with other
prices unchanged reduces aggregate output, and thus shifts mnward the
demand curve that the firm faces—at a given price, demand for the firm’s
product is lower. Thus the marginal revenue curve shifts in. If the firm does
not change its price, its output is determined by demand at the existing
price (Point B). At thus level of ocutput, margmmal revenue exceeds marginal
cost, and so the firm has some incentive to lower its price and raise output.’*

23The condition for price adjustment by all firms to be an equilibrium 1s not simply the
reverse of this. As a result, there can be cases when both price adjustment and unchanged
prices are equilibria. See Problem 6.15.

24The fall in aggregate output 1s ikely to reduce the prevaihng wage, and therefore to
shift the margmal cost curve down. For simplicity, this effect 1s not shown 1n the figure.
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FIGURE 6.3 A representative firm's incentive to change its price in response
to a fall in aggregate output (from D. Romer, 1993a)

If the firm changes its price, it produces at the point where marginal cost
and marginal revenue are equal (Point C). The area of the shaded triangle in
the diagram shows the additional profits to be gained from reducing price
and increasing quantity produced. For the firm to be willing to hold its price
fixed, the area of the triangle must be small.

The diagram reveals a crucial point: the firm’'s incentive to reduce its
price may be small even if it is harmed greatly by the fall in demand. The
firm would prefer to face the original, higher demand curve, but of course it
can only choose a point on the new demand curve. This is an example of the
aggregate demand externality described in Section 6.6: the representative
firm is harmed by the failure of other firms to cut their prices in the face of
the fall in the money supply, just as it is harmed in Section 6.6 by a decision
by all firms to raise their prices. As a result, the firm may find that the gain
from reducing its price is small even if the shift in its demand curve is large.
Thus there is no contradiction between the view that recessions have large
costs and the hypothesis that they are caused by falls in aggregate demand
and small barriers to price adjustment.

It is not possible, however, to proceed further using a purely diagram-
matic analysis. To answer the question of whether the firm’s incentive to
change its price is likely to be more or less than the menu cost for plausi-
ble cases, we must turn to a specific model and find the incentive for price
adjustment for reasonable parameter values.
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A Quantitative Example

As abaseline case, we use the model of imperfect competition of Section 6.6.
Recall that in that model, firm i ’s real profit income equals the quantity sold,
Y(P,/P)~", times price minus cost, (P;/P) — (W/P) (see [6.37]). In addition,
labor-market equilibrium requires that the real wage equals Y'/*, where
v = 1/(y — 1) is the elasticity of labor supply (see [6.43]). Thus,

P; - .
w3 ()

M (P -7 MA\d+ Y P\
(7)) -G ()
where the second line uses the fact that Y = M /P. We know from our earlier
analysis of this model that the profit-maximizing real price in the absence
of the menu cost is /(n — 1) times marginal cost, or [n/(n - DM /P)"¥ (see
[6.44]). It follows that the equilibrium when prices are flexible occurs when
[n/(n = DAM/P)/" =1, 0r M/P = [(n — 1)/n]" (see [6.46]).

We want to find the condition for unchanged nominal prices to be a
Nash equilibrium in the face of a departure of M from its expected value.
That is, we want to find the condition under which, if all other firms do not
adjust their prices, a representative firm will not want to pay the menu cost
and adjust its own price. This condition is wap; — wrxep < Z, where map;
is the representative firm's profits if it adjusts its price to the new profit-
maximizing level and other firms do not, mpxgp is its profits if no prices
change, and Z is the menu cost. Thus we need to find these two profit levels.

Before proceeding, it is useful to have an idea of what value of the menu
cost is plausible. The flexible-price equilibrium is symmetric, with each
firm’s real revenue equal to aggregate output, Y. A menu cost that exceeds
1% of this quantity seems highly implausible: for most firms, the cost of
a policy of much more frequent price adjustment (for example by simple
indexation schemes) are almost surely much less than 1% of revenue. A
menu cost of a few hundredths of a percent of revenue, on the other hand.
does not seem unreasonable.

We can now turn to the profit calculations. Initially all firms are charging
the same price, and by assumption, other firms do not change their prices.
Thus if firm i does not adjust its price, we have P; = P. Substituting this
into (6.84) yields

(6.84)

M M (1+v)/
TEXED = 5~ (F) . (6.85)

If the firm does adjust its price, it sets it to the profit-maximizing value,
[n/(n - DI(M/P)!/*. Substituting this into (6.84) yields
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It is straightforward to check that wapy and mixep are equal when M/P
equals its flexible-price equilibrium value, and that otherwise mpj is greater
than #rxep.

To find the firm’s incentive to change its price, we need values for 7
and v». Since labor supply appears relatively inelastic, consider » = 0.1. Sup-
pose also that n = 5, which implies that price is 1.25 times marginal cost.
These parameter values imply that the flexible-price level of outputis Y* =
[(n — 1)/m]* = 0.978. Now consider a firm’s incentive to adjust its price in
response to a 3% fall in M with other prices unchanged. Substituting v =
0.1, =5,and Y = 0.97Y* into (6.85) and (6.86) yields mapj— mrixep = 0.253.

Since Y* is about 1, this calculation implies that the representative firm’s
incentive to pay the menu cost in response to a 3% change in output is about
a quarter of revenue. No plausible cost of price adjustment can prevent
firms from changing their prices in the face of this incentive. Thus, in this
setting firms adjust their prices in the face of all but the smallest shocks,
and money is virtually neutral.?®

The source of the difficulty lies in the labor market. The labor market
clears, and labor supply is relatively inelastic. Thus, as in Case 2 of Section
5.4, the real wage falls considerably when aggregate output falls. Producers’
costs are therefore very low, and thus they have a strong incentive to cut
their prices and raise cutput. But this means that unchanged nominal prices
cannot be an equilibrium.>6

Il

TAD]
(6.86)

It

6.12 The Need for Real Rigidity
General Considerations

Consider again a firm that is deciding whether to change its price in the face
of a fall in aggregate demand with other prices held fixed. Figure 6.4 shows

S Although wapy — mxep IS sensitive to the values of » and 7, there are no remotely
reasonable values that imply that the mcentive for price adjustment is small. Consider, for
example, n = 3 (implying a markup of 50%) and » = 1/3. Even with these extreme values, the
incentive to pay the menu cost is 0.8% of the flexible-price level of revenue for a 3% fall in
output, and 2.4% for a 5% fall. Even though these incentives are much smaller than those in
the baseline calculation, they still swamp any plausible cost of changing prices.

0Tt is not possible to avoid the problem by assuming that the cost of adjustment applies
to wages rather than prices. In this case, the incentive to cut prices would indeed be low.
But the incentive to cut wages would be high: firms (which could greatly reduce their labor
costs) and workers (who could greatly increase their hours of work) would bid wages down.
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FIGURE 6.4 The impact of a fall in aggregate output on the representative
firm's profits as a function of its price

the firm’s profits as a function of its price. The fall in aggregate output
affects this function in two ways. First, since the demand curve for the firm’s
good falls, the profit function shifts down. As described above, the firm
cannot undo this change. Second, the firm'’s profit-maximizing price is less
than before.2” This the firm can do something about. If the firm does not
pay the menu cost, its price remains the same, and so it is not charging the
new profit-maximizing price. If the firm pays the menu cost, on the other
hand, it can go to the peak of the profit function.

The firm’s incentive to adjust its price is thus given by the distance AB in
the diagram. This distance depends on two factors: the difference between
the old and new profit-maximizing prices, and the curvature of the profit
function. We consider each in turn.

Since other firms’ prices are unchanged, a change in the firm’s nominal
price is also a change in its real price. In addition, the shift in aggregate
demand with other prices held fixed changes aggregate output. Thus the
difference between the firm’s new and old profit-maximizing prices (dis-
tance CD in the figure) is determined by how the profit-maximizing real
price depends on aggregate output—that is, by the degree of real rigidity.
Greater real rigidity, holding the curvature of the profit function fixed, re-
duces the firm’s incentive to adjust its price in response to an aggregate

2’This corresponds to the assumption that the profit-maximizing relative price is in-
creasing in aggregate output; that is, it corresponds to the assumption that ¢ > 0 in the
pricing equation, (6.45). As described in Section 6.6, this condition is needed for the equi-
librium with flexible prices to be stable.
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demand movement if other firms do not change their prices. The intuition
is the same as the intuition for why greater real rigidity increases the real
effects of nominal shocks in the Fischer and Taylor models: greater real
rigidity means that firms do not want their prices to depart greatly from
others’ prices.

The curvature of the profit function determines the cost of a given depar-
ture of price from the profit-maximizing level. The less sensitive the profit
function is to departures from the optimum, the smaller the incentive for
price adjustment (for a given ¢), and so the larger the range of shocks for
which nonadjustment of prices is an equilibrium. Thus, in general terms
what is needed for small costs of price adjustment to generate substantial
nominal rigidity is some combination of real rigidity and of insensitivity of
the profit function.

Seen in terms of real rigidity and insensitivity of the profit function, it is
easy to see why the incentive for price adjustment in our baseline calcula-
tion is so large: there is immense “real flexibility” rather than real rigidity.
Since the profit-maximizing real price is [n/(n — 1)]Y/*, its elasticity with
respect to output is 1/v. If the elasticity of labor supply, », is small, the
elasticity of (P, /P)* with respect to Y is therefore large. A value of v of 0.1,
for example, implies an elasticity of (P, /P)* with respect to Y of 10.

A well-known analogy may help to make clear how the combination of
menu costs with either real rigidity or insensitivity of the profit function (or
both) can lead to considerable nominal stickiness: monetary disturbances
may have real effects for the same reasons that the switch to daylight saving
time does.?® The resetting of clocks is a purely nominal change—it simply
alters the labels assigned to different times of day. But the change is associ-
ated with changes in real schedules—that is, the times of various activities
relative to the sun. And in contrast to the case of monetary disturbances,
there can be no doubt that the switch to daylight saving time is the cause
of the changes in real schedules.

If there were literally no cost to changing nominal schedules and commu-
nicating this information to others, daylight saving time would just cause
everyone to do this and would have no effect on real schedules. Thus for
it to change real schedules, there must be some cost to changing nominal
schedules. These costs are analogous to the menu costs of changing prices;
and like the menu costs, they do not appear to be large. The reason that
these small costs cause the switch to have real effects appears to be that
individuals and businesses are generally much more concerned about their
schedules relative to one another’s than about their schedules relative to
the sun. Thus, given that others do not change their scheduled hours, each
individual does not wish to incur the cost of changing his or hers. This is
analogous to the effects of real rigidity in the price-setting case. Finally, the

28This analogy is originally due to Friedman (1953, p. 173), m the context of exchange
rates.
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less concerned that individuals are about precisely what their schedules are,
the less willing they are to incur the cost of changing them; this is analogous
to the insensitivity of the profit function in the price-setting case.

Specific Sources of Real Rigidity

To see what types of factors can give rise to real rigidity and insensitivity of
the profit function, return to the marginal revenue-marginal cost framework
of Figure 6.3. On the cost side, the smaller the fall in marginal cost is as a
result of the fall in aggregate output, the smaller the firm's incentive to cut
its price and increase its output, and thus the more likely nominal rigidity is
to be an equilibrium. This can occur in two ways. First, a smaller downward
shift of the profit function in response to a fall in aggregate output implies a
smaller decline in the firm’s profit-maximizing price—that is, it corresponds
to greater real rigidity.>® Second, a flatter marginal cost curve implies both
greater insensitivity of the profit function and greater real rigidity.

On the revenue side, the larger the fall in marginal revenue is when ag-
gregate output falls, the smaller the gap between marginal revenue and
marginal cost at the representative firm’s initial price, and so the smaller
the incentive for price adjustment. Specifically, a larger leftward shift of
the marginal revenue curve corresponds to increased real rigidity, and so
reduces the incentive for price adjustment. In addition, a steeper marginal
revenue curve (for a given leftward shift) also increases the degree of real
rigidity, and so again acts to reduce the incentive for adjustment.

Since there are many potential determinants of the cyclical behavior of
marginal cost and marginal revenue, the hypothesis that small frictions
in price adjustment result in considerable nominal rigidity is not tied to
any specific view of the structure of the economy. On the cost side, fac-
tors that may make costs much less procyclical than in our baseline case
include: thick-market externalities that make purchasing inputs and selling
final products easier in times of high economic activity (for example, Dia-
mond, 1982); other external economies of scale or agglomeration economies
that make costs lower when other firms are producing more (for exam-
ple, Hall, 1991; Caballero and Lyons, 1992; and Cooper and Haltiwanger,
1993); capital-market imperfections that make the cost of finance higher in
recessions, when firms’ cash flow and credit worthiness are lower (for exam-
ple, Bernanke and Gertler, 1989, and Kiyotaki and Moore, 1995); and input-
output linkages among firms that cause firms to face constant costs for
their inputs when prices are sticky (Basu, 1993). On the revenue side, some
potentially important factors are: thick-market effects that make it easier
for firms to disseminate information and for consumers to acquire it when
aggregate output is high, and thus make demand more elastic (Warner and

29Recall that for simplicity the marginal cost curve was not shown as shifting down in
Figure 6.3 (see n. 24). There is no reason to expect 1t to stay fixed in general, however.
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Barsky, 1995); imperfect information that makes existing customers more
responsive to price increases than prospective new customers are to price
decreases, and thus makes the marginal revenue curve steeper (for example,
Stiglitz, 1979; Woglom, 1982; and Ball and D. Romer, 1990); capital-market
imperfections that cause liquidity-constrained firms to raise prices during
recessions (for example, Greenwald, Stiglitz, and Weiss, 1984, and Chevalier
and Scharfstein, 1994); and the fact that higher sales increase the incen-
tive for firms to deviate from patterns of implicit collusion by cutting their
prices (for example, Rotemberg and Woodford, 1991, 1992).

Although the new Keynesian view of fluctuations does not depend on
any specific source of real rigidity and insensitivity of the profit function, it
almost surely requires that the cost of labor not fall nearly as dramatically as
it would if labor supply is relatively inelastic and workers are on their labor
supply curves. If these conditions hold, the incentive for price adjustment
created by the huge swings in the cost of labor almost surely swamp the
effects of other factors.

At a general level, real wages might not be highly procyclical for two
reasons. First, short-run aggregate labor supply could be relatively elastic
(as a result of intertemporal substitution, for example). But as described in
Section 4.10, this view of the labor market has had limited empirical success.

Second, imperfections in the labor market—such as those that are the
subject of Chapter 10—can cause workers to be off their labor supply curves
over at least part of the business cycle. In the efficiency-wage, contracting,
and search and matching models presented there, the cost of labor to firms
may differ from the opportunity cost of time to workers. The models thus
break the link between the elasticity of labor supply and the response of the
cost of labor to demand disturbances. Indeed, Chapter 10 presents several
models that imply relatively acyclical wages (or relatively acyclical costs of
labor to firms) despite inelastic labor supply. If imperfections like these
cause real wages to respond little to demand disturbances, they greatly
reduce firms’ incentive to vary their prices in response to these demand
shifts.30

A Second Quantitative Example

To see the potential importance of labor-market imperfections, consider
the following variation (from Ball and Romer, 1990) on our example of firms’

In addition, the possibility of substantial real rigidities in the labor market suggests
that small barriers to nominal adjustment may cause nominal disturbances to have sub-
stantial real effects through stickiness of nominal wages rather than of nominal prices. If
wages display substantial real rigidity, a demand-driven expansion leads only to small in-
creases in optimal real wages. As a result, just as small frictions in nominal price adjustment
can lead to substantial nominal price rigidity, small frictions in nominal wage adjustment
can lead to substantial nominal wage rigidity.
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incentives to change prices in response to a monetary disturbance. Suppose
that for some reason firms pay wages above the market-clearing level, and
that the elasticity of the real wage with respect to aggregate output is 8:

% = AYP, (6.87)

Thus, as in Case 3 of Section 5.4, the cyclical behavior of the real wage is
determined by a “real-wage function” rather than by the elasticity of labor
supply.

With the remainder of the model as before, firm i’s profits are given by
(6.37) with real wage equal to AY? rather than Y1/*. It follows that

D)) e

(compare [6.84]). The profit-maximizing real price is again n/(n — 1) times
the real wage; thus it is [n/(n — 1)]JAY#. It follows that equilibrium output
under flexible prices is [(n — 1)/nA]*/#. Assume that A and g are such that
labor supply at the flexible-price equilibrium exceeds the amount of labor
employed by firms.3!

Now consider the representative firm’s incentive to change its price in
the face of a decline in aggregate demand, again assuming that other firms
do not change their prices. If the firm does not change its price, then P, /P =
1, and so (6.88) implies

M M 1+8
AlT)
P

TFIXED = & —

P (6.89)

If the firm changes its price, it charges a real price of [n/( — 1)JAY#. Sub-
stituting this expression into (6.88) yields
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3lwhen prices are flexible, each firm sets its relative price to [n/(n — 1)]J(W/P). Thus the
real wage at the flexible-price equilibrium must be (y—1)/%, and so labor supply is [(n—1)/9]*.
Thus the condition that labor supply exceeds demand at the flexible-price equilibrium is
[(n — D/nl” > [(n = 1)/nAlVE,
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If 8, the parameter that governs the cyclical behavior of the real wage,
is small, the effect of this change in the model on the incentive for price
adjustment is dramatic. Suppose, for example, that g8 = 0.1, that n = 5 as
before, and that A = 0.806 (so that the flexible-price level of Y is 0.928, or
about 95% of its level with » = 0.1 and a clearing labor market). Substituting
these parameter values into (6.89) and (6.90) implies that if the money stock
falls by 3% and firms do not adjust their prices, the representative firm’s
gain from changing its price is approximately 0.0000168, or about 0.0018%
of the revenue it gets at the flexible-price equilibrium. Even if M falls by 5%
and g = 0.25 (and A is changed to 0.815, so that the flexible-price level of
Y continues to be 0.928), the incentive for price adjustment is only 0.03%
of the firm’s flexible-price revenue. Thus if the labor market is such that an
equation like (6.87) with a relatively small value of 8 correctly describes the
cyclical behavior of labor costs, and if the remaining features of the model
are not greatly misleading, small barriers to nominal price adjustment can
give rise to substantial nominal rigidity.

Other Frictions

The barriers to complete adjustment to nominal disturbances need not be
in price and wage adjustment. For example, one recent line of research
examines the consequences of the fact that debt contracts are often not
indexed; that is, loan agreements and bonds generally specify streams of
nominal payments the borrower must make to the lender. Nominal distur-
bances therefore cause redistributions. A negative nominal shock, for exam-
ple, increases borrowers’ real debt burdens. If capital markets are perfect,
such redistributions do not have any important real effects; investments
continue to be made if the risk-adjusted expected payoffs exceed the costs,
regardless of whether the funds for the projects can be supplied by the
entrepreneurs or have to be raised in capital markets.

But actual capital markets may not be perfect. Asymmetric information
between lenders and borrowers, coupled with risk aversion or limited lia-
bility, generally makes the first-best outcome unattainable. The presence of
risk aversion or limited liability means that the borrowers usually do not
bear the full cost of very bad outcomes of their investment projects. But if
borrowers are partially insured against bad outcomes, they have an incen-
tive to take advantage of the asymmetric information between themselves
and lenders by borrowing only if they know their projects are risky (adverse
selection) or by taking risks on the projects they undertake (moral hazard).
These difficulties cause lenders to charge a premium on their loans. As a re-
sult, there is generally less investment, and less efficient investment, when
it is financed externally than when it is funded by the entrepreneurs’ own
funds.
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In such settings, redistributions matter: transferring wealth from en-
trepreneurs to lenders makes the entrepreneurs more dependent on exter-
nal finance, and thus reduces investment. Thus if debt contracts are not
indexed, nominal disturbances are likely to have real effects. Indeed, price
and wage flexibility can increase the distributional effects of nominal
shocks, and thus potentially increase their real effects. This channel for
real effects of nominal shocks is known as debt-deflation.??

This view of the nature of nominal imperfections must confront the
same issues that face theories based on frictions in nominal price adjust-
ment. For example, when a decline in the money stock redistributes wealth
from firms to lenders because of nonindexation of debt contracts, firms'
marginal cost curves shift up. For reasonable cases, this upward shift is not
large. If marginal cost falls greatly when aggregate output falls (because
real wages decline sharply, for example) and marginal revenue does not,
the modest increase in costs caused by the fall in the money stock leads to
only a small decline in aggregate output.33 If marginal cost changes little
and marginal revenue is very responsive to aggregate output, on the other
hand, the small change in costs leads to large changes in output. Thus the
same kinds of forces needed to cause small barriers to price adjustment
to lead to large fluctuations in aggregate output are also needed for small
costs to indexing debt contracts to have this effect.

This discussion suggests an alternative interpretation of the Lucas
model. Recall that Lucas’s model is based on the assumptions of imperfect
information about the aggregate price level and considerable intertemporal
substitution in labor supply, and that neither of these assumptions appear
to be good first approximations. The discussion here, however, suggests
that Lucas’s central results do not rest on these assumptions. Suppose the
price-setters choose not to acquire current information about the pric
level, and that the behavior of the economy is therefore described by the
Lucas model. In such a situation, price-setters’ incentive to obtain informa-
tion about the price level, and to adjust their pricing and output decisions
accordingly, is determined by the same considerations that determine their
incentive to adjust their nominal prices in menu-cost models. As we have
seen, there are many possible mechanisms other than intertemporal sub-
stitution that can cause this incentive to be small. Thus neither unavail-

32The term is due to Irving Fisher (1933). For a modern treatment, see Bernanke and
Gertler (1989). Gertler (1988) surveys work in this area. Section 8.7 develops a model of
investment and the effects of changes in entrepreneurs’ wealth when financial markets are
imperfect.

3If a small decline in borrowers’ wealth causes a discontinuous drop in their abilit
to borrow, the increase in costs is no longer small (see, for example, Mankiw, 1986a, and
Bernanke and Gertler, 1990). But it is not clear why a small fall in borrowers’ wealth would
induce lenders to stop lending if at the same time labor costs (for example) had dropped
sharply. In addition, it is not clear why small redistributions would have large effects on the
number of entrepreneurs who can borrow.
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ability of information about the price level nor intertemporal substitution
is essential to the mechanism identified by Lucas. The friction in nominal
adjustment may therefore be a small inconvenience or cost of obtaining
information about the price level (or of adjusting one’s pricing decisions
in light of that information). Whether this friction is important in practice
remains an open question.3*

6.13 Empirical Applications

The Average Inflation Rate and the Output-inflation
Tradeoff

Ball, Mankiw, and D. Romer (1988) point out that if the real effects of aggre-
gate demand movements arise from frictions in price adjustment, then the
average rate of inflation is likely to influence the size of those effects. Their
argument is straightforward. The higher average inflation is, the more often
firms must adjust their prices to keep up with the price level. This implies
that when there is an aggregate demand disturbance, firms can pass it into
prices more quickly. Thus its real effects are smaller.

Ball, Mankiw, and Romer’s basic test of this prediction is analogous to
Lucas’s test of his prediction that the variance of aggregate demand should
influence the real effects of demand shocks. Following Lucas, they first es-
timate the real impact of aggregate demand shifts (denoted 7,) in a large
number of countries using the specification in equation (6.34). They then
ask how those estimated impacts are related to average inflation.

Figure 6.5 shows a scatterplot of the estimated 7;’s against average in-
flation for the 43 countries considered by Ball, Mankiw, and Romer. The
figure suggests a negative relationship. The corresponding regression (with
a quadratic term included to account for the nonlinearity apparent in the
figure) is

7 = 0.600 — 4.8357, + 7.11872
(0.079) (1.074)  (2.088) (6.91)

R°=0388, see =0.215,

34 Another recent line of work investigates the consequences of the fact that at any given
time, not all agents are adjusting their holdings ot high-powered money. Thus when the
monetary authority changes the quantity of high-powered money, it cannot achieve a pro-
portionate change in everyone’s holdings. As a result, a change in the money stock generally
affects real money balances even if all prices and wages are perfectly flexible. Under appro-
priate conditions (such as an impact of real balances on consumption), this change in real
balances affects the real interest rate. And if the real interest rate affects aggregate sup-
ply, the result is that aggregate output changes. See Grossman and Weiss (1983); Rotemberg
(1984); Lucas (1990b); Fuerst (1992); and Christiano and Eichenbaum (1992bh).
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FIGURE 6.5 The output-inflation tradeoff and average inflation (from Ball,
Mankiw, and Romer, 1988)

where 7; 1s average inflation i country i and the numbers in parenthe-
ses are standard errors. The point estimates imply that dr/d7 = 4.835 —
2(7.118)7r, which is negative for 7 < 4.835/[2(7.118)] =~ 34%. Thus there is a
statistically significant negative relationship between average inflation and
the estimated real impact of aggregate demand movements.

Recall that the Lucas model predicts that the variance of aggregate de-
mand shocks affects 7, and that the data appear consistent with this predic-
tion. Moreover, countries with higher average inflation generally have more
variable aggregate demand. Thus it is possible that the results in (6.91) arise
not because 7 directly affects r, but because it is correlated with the stan-
dard deviation of nominal GNP growth (oy), which does directly affect 7. Al-
ternatively, it is possible that the earlier results, which appeared supportive
of the Lucas model, in fact arise from the fact that o« and 7 are correlated.

The appropriate way to test between these two views is to include both
variables in the regression. Again quadratic terms are included to allow for
nonlinearities. The results are

n = 0.589 — 57297, + 8.4067> + 1.241oyx — 2.38002

(0.086) (1.973) (3.849) (2.467) (7.062)
(6.92)

R° = 0359, s.e.e =0.219.

The coefficients on the average inflation variables are essentially the same
as in the previous regression, and they remain statistically significant. The
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variability terms, in contrast, play little role. The null hypothesis that the
coefficients on both oy and ¢ are zero cannot be rejected at any reasonable
confidence level, and the point estimates imply that reasonable changes in
ox have quantitatively small effects on r; for example, a change in oy from
0.05 to 0.10 changes 7 by only 0.04. Thus the results appear to favor the
new Keynesian view over the Lucas model.3>

Supply Shocks

Ball and Mankiw (1995) use the observation that large disturbances are more
likely than small disturbances to cause firms to adjust their prices to de-
velop and test a theory of supply shocks arising from costs of price adjust-
ment. To understand their idea, consider an economy where there are costs
of price adjustment, where firms are subject to relative cost shocks, and
where aggregate demand is constant. In such a setting, only firms subject
to unusually large relative cost shocks, either positive or negative, adjust
their prices. The average relative cost shock is zero by definition. But if
the shocks’ distribution across firms is skewed, there may be more large
positive shocks than large negative ones, or vice versa. If, for example, the
distribution is positively skewed, as in Figure 6.6, more firms raise their
prices than lower them. Thus the average price level rises, and output falls.
In a period when the distribution is negatively skewed, on the other hand,
the price level falls and output rises. Thus changes in the skewness of the
distribution of relative cost shocks act as aggregate supply shocks.

To test this idea, Ball and Mankiw proxy the distribution of relative cost
shocks with the distribution of relative price movements in disaggregated
U.S. Producer Price Index data. They consider various measures of the asym-
metry of this distribution. Their simplest measure is a weighted average of
relative price movements that are greater in absolute value than some cut-
off. That is, their measure is

-X 00
S = J Hr)dr + J i, (6.93)

F=-o0 r=

where f;(r) is the density function of relative price changes in period t and
X is the cutoff. Note that if X = 0, § is simply the average relative price
movement, which is zero by definition. Loosely speaking, S is the change in
the aggregate price level caused by the price changes of industries whose
relative prices change by more than X. Thus if price adjustment is described

3The lack of a discernible link between o, and 7, however, is a puzzle not only for the
Lucas model but also for models based on small frictions: an increase in the variability of
shocks should make firms change their prices more often, and should therefore reduce the
real impact of a change in aggregate demand.
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FIGURE 6.6 The impact of the skewness of relative cost shocks on average
prices

precisely by the view shown in Figure 6.6, S is the appropriate measure of
supply shocks.

Ball and Mankiw compute S annually for the United States for the period
1948-1989. They focus on the case of X = 10%, although their findings are
robust to reasonable changes in this value. The resulting series for § ex-
hibits large fluctuations over time. Some of the extreme observations corre-
spond to well-known supply shocks; for example, S is large and positive 1n
1973 and 1979, yvears when there were large increases in the relative price
of oil. But other cases do not correspond to previously identified suppl
shocks; for example, S is large and negative in 1952 and 1953.

Ball and Mankiw test their theory in three ways. The first is to investigate
whether S is associated with mflation. Regressing inflation on a constant.
lagged inflation, and S yields

= 0.015+0.25271 + 7335{,

(0.004) (0.082) (0.80)
(6.94)

R%=0765  DW.=201, see =0.023.

Thus there is an overwhelmingly statistically significant relationship be-
tween the distribution of relative price movements and overall inflation.

The second test is to ask whether the skewness of relative price shocks
affects the inflation-unemployment tradeoff. In other words, Ball and
Mankiw ask whether S shifts the Phillips curve. Adding detrended unem-
ployment, U, to the previous regression yields
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mr = 0.015 + 0.283 71 — 1.15U; + 6.845;,
(0.004) (0.077) (0.44) (0.77)
(6.95)

R°=0796, DW.=212, see =002l

Thus this change does not noticeably weaken the results.

Ball and Mankiw’s final test is the most demanding of their theory. The
conventional view is that the prices of oil and other raw materials are more
flexible than other prices; as a result, disturbances to these goods’ relative
prices affect the price level for a given level of output. In Ball and Mankiw’s
model, in contrast, large shocks to the prices of these goods are supply
shocks simply because they are large; which specific goods are involved is
irrelevant.

To test between these two views, Ball and Mankiw add the change in the
relative price of raw materials to their equation. Their model predicts that
this relative-price measure should provide no information about aggregate
supply once the overall skewness of relative price movements is accounted
for; the conventional view predicts the reverse.

The results are3°

mr = 0.018 + 0.257m-1 — 1.35U; + 6.845; + 0.133R;
(0.004) (0.096) (0.43) (0.77) (0.136)
(6.96)

R°=0812, DW.=225  see =0.020,

where R is the change in the relative price of raw materials. The coefficient
on R is small and insignificant; in addition, it is only about one-fifth as
large as it is in a regression that does not include the skewness measure.
The coefficient on S, in contrast, is little changed by the inclusion of R. In
sum, the menu-cost model’s predictions about aggregate supply appear to
be strongly supported.

Microeconomic Evidence on Price Adjustment

The central assumption of the analysis of this part of the chapter is that
there is some kind of barrier to complete price adjustment at the level of
individual firms. It is therefore natural to investigate pricing policies at the
microeconomic level. By doing so, one can hope to learn both whether there
are barriers to price adjustment, and if so, what form they take.
Prominent examples of such studies include Carlton (1986), Cecchetti
(1986), Lach and Tsiddon (1992), Blinder (1994), and Kashyap (1995). There
are two general themes to the results. First, infrequent price adjustment is

3The regression also includes a dummy variable for the Nixon wage and price controls;
the dummy is not important for the results, however.
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common. For example, the two studies of price adjustment that examine
the broadest ranges of goods, Carlton’s and Blinder’s, find that intervals
between price changes are typically about a year. And price changes for
some goods are much less frequent. Cecchetti, for example, finds that the
newsstand prices of magazines are changed on average only every three
years.

The second theme of these studies is that the price adjustments do not
follow any simple pattern. The behavior of L.L. Bean catalog prices, docu-
mented by Kashyap, is representative. As in the other studies, the frequency
of price changes is low: on average, the price of a good is changed only after
inflation has eroded its real price by about 10%. Only an extremely large cost
of price adjustment, or an extremely small cost of failing to charge the price
that is optimal in the absence of adjustment costs, can reconcile this finding
with a menu-cost view. In addition, although Bean issues over 20 catalogs a
year, prices are changed in only two of the catalogs (fall and spring). Even in
these catalogs, most prices are usually not changed. Neither fact supports
the view that the barrier to price adjustment is the cost of printing and post-
ing a new price, In addition, the spacing of the changes is highly irregular;
thus the results are not at all consistent with the assumption of the Fischer
and Taylor models that there is a fixed interval between changes. Finally,
the size of changes varies tremendously, and small changes are as hkely as
large changes to be followed quickly by an additional change; if the barrier
to price adjustment is some kind of fixed cost, then under reasonable as-
sumptions the changes would be fairly uniform in size, and the firm would
make a relatively small change only if it expected the new price to be 1n ef-
fect for a relatively long time. In sum, the microeconomic evidence on price
stickiness is puzzling.

6.14 Coordination-Failure Models and
Real Non-Walrasian Theories

Coordination-Failure Models

All the models of fluctuations we have examined imply that when prices
are flexible, the economy has a unique equilibrium. Thus fluctuations arise
only from changes in the flexible-price equilibrium (as in real-business-
cycle models) or from departures of the economy from that equilibrium
(as in models with nominal stickiness). If more than one level of output
is a flexible-price equilibrium, however, fluctuations can also arise from
movements of the economy among different equilibria.

Cooper and John (1988) present a simple framework for analyzing mul-
tiple equilibria in aggregate activity. The economy consists of many iden-
tical agents. Each agent chooses the value of some variable, which we call
output for concreteness, taking others’ choices as given. Let U, = V(y,,y) be
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FIGURE 6.7 A reaction function that implies a unique equilibrium

agent i’s payoff when he or she chooses output y, and all others choose y.
{We will consider only symmetric equilibria; thus we do not need to specify
what happens when others’ choices are heterogeneous.) Let y,*(y) denote
the representative agent’s optimal choice of y, given y. Assume that V(e) is
sufficiently well behaved that y*(y) is uniquely defined for any y, is continu-
ous, and is always between zero and some upper bound y. y;*(y) is referred
to as the reaction function.

Equilibrium occurs when y;*(y) = y. In such a situation, if each agent
believes that other agents will produce y, each agent in fact chooses to pro-
duce y.

Figure 6.7 shows an economy without multiple equilibria. The figure
plots the reaction function, y;(y). Equilibrium occurs when the reaction
function crosses the 45-degree line. Since there is only one crossing, the
equilibrium is unique.

Figure 6.8 shows a case with multiple equilibria. Since y,"(y) is bounded
between zero and ¥, it must begin above the 45-degree line and end up be-
low. And since it is continuous, it must cross the 45-degree line an odd num-
ber of times (if we ignore the possibility of tangencies). The figure shows a
case with three crossings, and thus three equilibrium levels of output. Under
plausible assumptions, the equilibrium at Point A is unstable. If, for exam-
ple, agents expect output to be slightly above the level at A, they produce
slightly more than they expect others to produce. With natural assumptions
about dynamics, this causes the economy to move away from A. The equi-
libria at B and C, however, are stable.

With multiple equilibria, fundamentals do not fully determine outcomes.
Ifa ~ntsex, t*bh. 2c-wormytoteat O . endsu, tiwere; il they ¢xpect it to
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be at B, it ends up there instead. Thus animal spirits, self-fulfilling prophe-
cies, and sunspots can affect aggregate outcomes,3”

It is plausible that V(y,, y) is increasing in y—that is, that a typical indi-
vidual is better off when aggregate output is higher. In the model of Section
6.6, for example, higher aggregate output shifts the demand curve that the
representative firm faces out, and thus increases the real price the firm ob-
tains for a given level of its output. If this condition holds, equilibria with
higher output involve higher welfare. To see this, consider two equilibrium
levels of output, y; and y», with y, > y,. Since V(y4,y) is increasing in y,
V(y1,y2) is greater than V(y1,)). And since y» is an equilibrium, y, = y»
maximizes V(y,,y) given y = y,, and so V(y, y») exceeds V(y1,y2). Thus the
representative agent is better off at the higher-output equilibrium.38

37 A sunspot equilibrium occurs when some variable that has no inherent effect on the
economy matters because agents belicve that it does. Any model with multiple equilibnia
has the potential for sunspots: if agents helieve that the economy will be at one equilibrium
when the extraneous variable takes on a high value and at another when it takes on a low
value, they behave in ways that validate this belief. For more on these issues, see Cass and
Shell (1983); Woodford (1990, 1991); and Farmer (1993).

3There is no necessary connection between the slope of the reaction function and the
welfare properties of equilibria. If agents’ maximization problem has an interior solution,
v (y) is defined by Vi(y*(),y) = 0, where subscripts denote partial derivatives. Differenti-
ating this condition with respect to y yields y,*'(y) = Vi»/(-=V11). Since Vi; must be negative
for y;(y) to be an interior maximum, the sign of y;*'(¥) is given by the sign of Vi,. Relative
welfare in different equilibria, on the other hand, is determined by V,. Thus the issues of
whether there are multiple equilibria and whether a high-output equilibrium is preferable
to a low-output one are distinct.
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Models with multiple, Pareto-ranked equilibria are known as coordina-
tion-failure models. The possibility of coordination failure implies that the
economy can get stuck in an underemployment equilibrium. That is, out-
put can be inefficiently low just because everyone believes that it will be.
In such a situation, there is no force tending to restore output to normal.
As a result, there may be scope for government policies that coordinate ex-
pectations on a high-output equilibrium; for example, a temporary stimulus
might permanently move the economy to a better equilibrium.

There is an important link between multiple equilibria and our earlier
discussion of real rigidity. Recall that there is a high degree of real rigid-
1ty when, in response to an increase in the price level and the consequent
decline in aggregate output, the representative firm wants to reduce its rel-
ative price only slightly. In terms of output, this corresponds to a reaction
function with a slope slightly less than 1: when aggregate output falls, the
representative firm wants its sales to decline almost as much as others’. The
existence of multiple equilibria requires that over some range, declines in
aggregate output cause the representative firm to want to raise its price and
thus reduce its sales relative to others’; that is, what is needed is that the
reaction function have a slope greater than 1 over some range. In short,
coordination failure requires that real rigidity be very strong over some
range.

One implication of this observation is that, since there are many poten-
tial sources of real rigidity, there are many potential sources of coordina-
tion failure. Thus there are many possible models that fit Cooper and John's
general framework. Examples include Bryant (1983); Heller (1986); Kiyotaki
11988); Shleifer (1986); Murphy, Shleifer, and Vishny (1989b, 1989c); Durlauf
11993); and Lamont (1994).

Empirical Application: Experimental Evidence on
Coordination-Failure Games

Coordination-failure models have more than one Nash equilibrium. Tradi-
tional game theory predicts that such economies will arrive at one of their
equilibria, but does not predict which one. Various theories of equilibrium
refinements make predictions about which equilibrium will be reached. For
example, a common view is that Pareto-superior equilibria are focal, and
that economies where there is the potential for coordination failure there-
fore attain the best possible equilibrium. There are other possibilities as
well. For example, it may be that each agent is unsure about what rule oth-
ers are using to choose among the possible outcomes, and that as a result
such economies do not reach any of their equilibria.

One approach to testing theories that has been pursued extensively in re-
cent years, especially in game theory, is the use of experiments. Experiments
have the advantage that they allow researchers to control the economic
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environment precisely. They have the disadvantages, however, that they are
often not feasible and that behavior may be different in the laboratory than
in similar situations in practice.

Van Huyck, Battalio, and Beil (1990, 1991) and Cooper, DeJong, Forsythe.
and Ross (1990, 1992) test coordination-failure theories experimentally. Van
Huyck, Battalio, and Beil (1990) consider the coordination-failure game pro-
posed by Bryant (1983). In Bryant’s game, each of N agents chooses an effort
level over the range [0, €]. The payoff to agent i is

U, = a« minfe;, ez,...,en] ~ Be;, a>pB>0. (6.97)

The best equilibrium is for every agent to choose the maximum effort level.
e; this gives each agent a payoff of (« — g)e. But any common effort level in
[0, €] is also a Nash equilibrium: if every agent other than agent i sets his
or her effort to some level &, i also wants to choose effort of é. Since each
agent’s payoff is increasing in the common effort level, Bryant's game is a
coordination-failure model with a continuum of equilibria.

Van Huyck, Battalio, and Beil consider a version of Bryant’s game with
effort restricted to the integers 1 through 7, « = $0.20,8 = $0.10, and N
between 14 and 16.39 They report several main results. The first concerns
the first time a group plays the game; since Bryant’s model is not one of
repeated play, this situation may correspond most closely to the model
Van Huyck, Battalio, and Beil find that in the first play, the players do not
reach any of the equilibria. The most common levels of effort are 5 and
7, but there is a great deal of dispersion. Thus, no deterministic theory of
equilibrium selection successfully describes behavior.

Second, repeated play of the game results in rapid movement toward low
effort. Among five of the seven experimental groups, the minimum effort ir.
the first period is more than 1. But in all seven groups, by the fourth play the
minimum level of effort reaches 1 and remains there in every subsequent
round. Thus there is strong coordination failure.

Third, the game fails to converge to any equilibrium. Each group playec
the game 10 times, for a total of 70 trials. Yet in none of the 70 trials do al.
of the players choose the same effort. Even in the last several trials, whict
are preceded in every group by a string of trials where the minimum effor-
is 1, over a quarter of players choose effort greater than 1.

Finally, even modifying the payoff function to induce “coordination suc-
cesses” does not prevent reversion to inefficient outcomes. After the initial
10 trials, each group played 5 trials with the parameter 8 in (6.97) set tc
zero. With g = 0, there is no cost to higher effort; as a result, most (thougk
not all) of the groups converge to the Pareto-efficient outcome of ¢, = 7 for
all players. But when g is changed back to $0.10, there is rapid reversion tc
the situation where most players choose the minimum effort.

3 addition, they add a constant of $0.60 to the payoff function so that no one caz.
lose money.
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Van Huyck, Battalio, and Beil’s results suggest that predictions from de-
ductive theories of behavior should be treated with caution: even though
Bryant's game is fairly simple, actual behavior does not correspond well
with the predictions of any standard theory. The results also suggest that
coordination-failure models can give rise to complicated behavior and dy-
namics.

Real Non-Walrasian Theories

Substantial real rigidity, even if it is not strong enough to cause multiple
equilibria, can make the equilibrium highly sensitive to disturbances. Con-
sider the case where the reaction function is upward-sloping with a slope
slightly less than 1. As shown in Figure 6.9, this leads to a unique equilib-
rium. Now let x be some variable that shifts the reaction function; thus we
now write the reaction function as y; = y,*(¥,x). The equilibrium level of y
for a given x, denoted y(x), is defined by the condition y;*(¥(x), x) = P(x).
Differentiating this condition with respect to x yields
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FIGURE 6.9 A reaction function that implies a unique but fragile equilibrium
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Fquation (6.99) shows that when the reaction function slopes up, there is
a “multiplier” that magnifies the effect of the shift of the reaction function
at a given level of y, gy;"/dx. In terms of the diagram, the impact on the
equilibrium level of y is much larger than the upward shift of the reaction
function. The closer the slope is to 1, the larger the multiplier is.

In a situation like this, any factor that affects the reaction function has
a large impact on overall economic activity. In the terminology of Summers
(1988), the equilibrium is fragile. Thus it is possible that there is substantial
real rigidity but that fluctuations are driven by real rather than nominal
shocks. When there is substantial real rigidity, technology shocks, credit-
market disruptions, changes in government spending and tax rates, shifts
in uncertainty about future policies, and other real disturbances can all be
important sources of output movements, Since, as we have seen, there is
unlikely to be substantial real rigidity in a Walrasian model, we refer to
theories of fluctuations based on real rigidities and real disturbances as
real non-Walrasian theories. Just as there are many candidate real rigidities,
there are many possible theories of this type.4°

This discussion suggests that whether there are multiple flexible-price
equilibria or merely a unique but fragile equilibrium is not crucial to fluctua-
tions. Suppose first that (as we have been assuming throughout this section)
there are no barriers to nominal adjustment. If there are multiple equilib-
ria, fluctuations can occur without any disturbances at all as the economy
moves among the different equilibria. With a unique but fragile equilibrium,
on the other hand, fluctuations can occur in response to small disturbances
as the equilibrium is greatly affected by the shocks.

The situation is similar with small barriers to price adjustment. Strong
real rigidity (plus appropriate insensitivity of the profit function) causes
firms’ incentives to adjust their prices in response to a nominal disturbance
to be small; whether the real rigidity is strong enough to create multiple
equilibria when prices are flexible is not important.

6.15 Limitations

Real-business-cycle research has developed precisely specified models that
take strong stands concerning the sources of shocks and how they are trans-
mitted to the aggregate economy. As a resull, it is often easy to confront the

40 Accepting that there is substantial real rigidity does not require adopting the view that
many types of shocks are important to fluctuations. In the daylight-saving-time example, for
instance, although there appears to be considerable real rigidity in individuals’ preferences
about their schedules, we do not observe sharp short-run variations in economy-wide real
schedules arising from sources other than changes in the time standard. Finally, an interme-
diate possibility is that when there are large real rigidities, many kinds of shocks, both real
and nominal, are important to fluctuations (see, for example, Greenwald and Stiglitz, 1988.
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models with the data and to identify ways in which they are unsuccessful.
Keynesian theory, in contrast, encompasses a wide range of models, most
of which are intended to address specific issues rather than to approximate
the behavior of the economy as a whole. In addition, Keynesian accounts
of fluctuations usually ascribe important roles to many different kinds of
shocks and many different types of market imperfections.

These features of the Keynesian approach form the basis for the ma-
jor criticism that can be made against it: Keynesian models are so vague
and so flexible that they are almost impossible to refute. Like Ptolemaic
astronomers with their epicycles to explain every new observation, Keyne-
sian macroeconomists can modify their theories and postulate unobserved
shocks to fit the data in almost any situation.

It is easy to find examples of the flexibility of Keynesian analysis, involv-
ing issues ranging from the basic assumptions of the models to the specifics
of individual episodes. Shortly after the publication of the General Theory,
Dunlop (1938) and Tarshis (1939) provided strong evidence against its pre-
diction of a countercyclical real wage. Rather than abandoning his theory,
Keynes (1939) merely argued that its description of price-setting behavior
should be changed. To give another example, the Keynesian response to
the breakdown of the output-inflation relationship in the late 1960s and
early 1970s was simply to modify the models to include supply shocks
and core inflation. Similarly, confronted with clear evidence that the micro-
economics of nominal adjustment differ greatly from what one would ex-
pect if the only barriers to adjustment are small fixed costs of changing
prices, new Keynesians did not discard their theories; instead they argued
that the actual barriers to nominal flexibility are a complicated combination
of adjustment costs and other factors (D. Romer, 1993a), or that menu costs
are just a metaphor that is no more intended to describe reality than is the
Walrasian auctioneer of competitive models (Ball and Mankiw, 1994). And
SO On.

The same flexibility characterizes not just Keynesian models, but Key-
nesian accounts of specific episodes. The models allow for disturbances in
essentially every sector of the economy—money supply, money demand,
fiscal policy, consumption, investment, price-setting, wage-setting, and in-
ternational trade—and thus are consistent with almost any combination of
movements in the different variables. For example, conventional Keynesian
accounts attribute the 1981-82 U.S. recession to tight monetary policy. The
fact that most measures of money growth did not decline sharply is not
viewed as an important problem for this view, but is accounted for by pos-
tulating a shift in money demand that was only partly accommodated by
the Federal Reserve. Similarly, conventional Keynesian accounts attribute a
large part of the 1990-91 U.S. recession to an unexplained fall in “consumer
confidence.”

Of course, it is possible that the economy is complicated, that there
are many types of shocks, and that the modifications of Keynesian models
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reflect gradual progress in our understanding of the economy. But a theory
that is so flexible that it cannot be contradicted by any set of observations
is devoid of content. Thus if Keynesian theory is to be useful, there must be
some questions about which it delivers clear predictions.

One view is that the central issue on which Keynesian theory must stand
or fall is the real effects of nominal disturbances. A central element of all
Keynesian models is that nominal prices or wages do not adjust immedi-
ately. As a result, the models predict that independent monetary distur-
bances affect real activity. If this prediction is contradicted by the data, it
appears that the models would have to be abandoned rather than modified,
and that the study of fluctuations would have to pursue the real-business-
cycle models of Chapter 4 or the real non-Walrasian theories of the previ-
ous section. If this view of the defining element of Keynesian theory is right,
evaluating and extending the evidence described in Section 5.6 concerning
the effects of monetary shocks is critical to business-cycle research.

Problems

6.1. Consider the problem facing an individual in the Lucas model when P; /P is
unknown. The individual chooses I; to maximize the expectation of U;; U,
continues to be given by equation (6.3).

(a) Find the first-order condition for L;, and rearrange it to obtain an expres-
sion for L; in terms of E[P;/P]. Take logs of this expression to obtain an
expression for ¥;.

(b) How does the amount of labor the individual supplies if he or she follows
the certainty-equivalence rule in (6.17) compare with the optimal amount
derived in part (a)? (Hint: how does E[In(P; / P)] compare with In(E[P; / P])?!

(¢) Suppose that (as in the Lucas model) In(P; /P) = E{In(P; /P) | P;]+ u;, where
u; is normal with a mean of zero and a variance that is independent of P,.
Show that this implies that In{E[(P,/P) | P;]1} = E[In(P; /P) | P;] + C, where
C is a constant whose value is independent of P;. (Hint: note that P; /P =
exp{E[In(P; /P) | P;]} exp{u;}, and show that this implies that the #; that
maximizes expected utility differs from the certainty-equivalence rule in
(6.17) only by a constant.)

6.2. (This follows Dixit and Stiglitz, 1977.) Suppose that the consumption index C;
in equation (6.2) is C; = [[1_ Z/"C{" "™ dj]"/"-1), where Cj is the individ-
ual’s consumption of good j and Z; is the taste shock for good j. Suppose the
individual has amount Y; to spend on goods. Thus the budget constraint is

[j~oPiCydi = Y;.

(a) Find the first-order condition for the problem of maximizing C, subject to
the budget constraint. Solve for Cj; in terms of Z;, P;, and the Lagrange
multiplier on the budget constraint.

(b) Use the budget constraint to find Cj; in terms of Z;, P;, Y;, and the Z’s and
P’s.
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{¢) Substitute your result in part (b) into the expression for C, and show that
C, =Y, /P,where P = [LI:O Z,P 7 dj]i,

(d) Use the results in part (b) and part (¢) to show that C; = Z,(P;/P)""(Y,/P).
(e¢) Compare your results with (6.7) and (6.9) in the text.

Observational equivalence. (Sargent, 1976.) Suppose that the money supply
is determined by m; = ¢’z,_ + e;, where ¢ and z are vectors and ¢, is an i.i.d.
disturbance uncorrelated with z,_;. e; is unpredictable and unobservable. Thus
the expected component of m;, is ¢’z;_;, and the unexpected component is e;.
In setting the money supply, the Federal Reserve responds only to variables
that matter for real activity; that is, the variables in z directly affect y.

Now consider the following two models: (i) Only unexpected money mat-
ters, SO y; = a’z;—1 + be, + v; (i) all money matters, so y; = a'Z,—1 + fm; + ;.
In each specification, the disturbance is i.i.d. and uncorrelated with z,_; and
€¢.

(a) Is it possible to distinguish between these two theories? That is, given a
candidate set of parameter values under, say, Model (i), are there parame-
ter values under Model (ii) that have the same predictions? Explain.

(b) Suppose that the Federal Reserve also responds to some variables that do
not directly affect output; that is, suppose m; = ¢’z;_1 + y' we-1 + ¢ and
that Models (i) and (ii) are as before (with their distubances now uncorre-
lated with wy_, as well as with 7z, and e;). In this case, is it possible to
distinguish between the two theories? Explain.

Suppose the economy is described by the model of Section 6.6. Assume, how-
ever, that P is the price index described in part (c) of Problem 6.2 (with all the
Z,’s equal to 1 for simplicity). In addition, assume that money-market equilib-
rium requires that total spending in the economy equal M. With these changes,
is it still the case that in equilibrium, output of each good is given by (6.46) and
that the price of each good is given by (6.47)?

Indexation. (See Gray, 1976, 1978, and Fischer, 1977b. This problem follows
Ball, 1988.) Suppose production at firm i is given by Y, = SL7, where S is a
supply shock and 0 < « < 1. Thus in logs, y, = s + af,. Prices are flexible;
thus (setting the constant term to zero for simplicity), p, = w; + (1 — a)¥; — s.
Aggregating the output and price equations vyields y = s + of and p = w+
(1 — a)f — s. Wages are partially indexed to prices: w = 0p, where 0 < 9 < 1.
Finally, aggregate demand is given by y = m — p. s and m are independent,
mean-zero random variables with variances V; and Vj,.

(a) What are p,y,¥, and w as functions of m and s and the parameters « and
6? How does indexation affect the response of employment to monetary
shocks? How does it affect the response to supply shocks?

(b) What value of 6 minimizes the variance of employment?

(c) Suppose the demand for a single firm’s outputis y, = y —n(p, —p). Suppose
all firms other than firm i index their wages to the price level by w = 6p
as before, but that firm i indexes its wage to the price level by w, = ¢;p.
Firm i continues to set its price as p; = w; + (1 — a), — s. The production
function and the pricing equation then imply thaty, = y— #(w, — w), where
¢ =an/la + (1 — a)yl.
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(1) What 1s employment at firm 1, #;, as a function of m, s, a, 7, 8, and 6,?
(1) What value of 4, munimmzes the variance of £, 7

(i) Tind the Nash equilibrium value of ¢ That 1s, find the value of 6 such
that 1f aggregate indexation 1s given by 6, the representative firm min
mizes the variance of ¢, by setting §, — # Compare this value with
the value found n part (b)

Synchronized price setting. Consider the Taylor model Suppose, however,
that every other period all of the individuals set theiwr prices for that period
and the next That 1s, in period t prices are set for t and t + 1, m t + 1, no
prices aie set, n t + 2, prices are sef for t + 2 and f + 3, and so on As mn
the Taylor model, prices are both predetermined and fixed, and individuals
set their prices according to (6 60) Finally, assume that m follows a random
walk

(a) What 1s the representative individual’s price 1 period t, x;, as a function
of my, E:mgyy, pr, and Epri1?

(b) Use the fact that synchronization implies that p; and p;.; are both equal
to x; to solve for x; 1 terms of m; and E i 4y

(c) What are y; and y;.1? Docs the cenlral result of the laylor model -that
nominal disturbances continue to have real effects after all prices have
been changed—still hold? Explain intuitively

The Fischer model with unbalanced price setting. Suppose the economy 1s
as described by the model of Section 6 7, except that instead of half of the
imdividuals setting their prices each period, fraction f set thewr prices in odd
periods and fraction 1 f set their prices in even periods Thus the price level
18 fpl +(1-f)piif t1isevenand (1 [)p} + fp? if t1s odd Derive expressions
analogous to (6 57) and (6 58) for p; and y, for even and odd periods

The instability of staggered price-setting. (See Fethke and Policano, 1986,
Ball and Cecchetti, 1988, and Ball and D Romer, 1989 ) Suppose the economy
1s described as in Problem 6 7, and assume for simplicity that m 1s a random
walk (so m; — m; | + Uy, where u 1s white noise and has a constant variance)
Assume that the amount of profits an individual loses over two periods rel
ative to always having p, = p;* 1s proportional 1o (py — p)? + (Pis1 — PF,1)?
If f < % and ¢ < 1, 1s the expected value of this loss larger for the mdivid
uals who set their prices in odd periods or for the mdividuals who set their
prices m even periods? In light of this, would you expect to see staggered
price settimg if ¢ < 17

Consider the Iaylor model with the money stock white notse rather than a
random walk, that 1s, m; = &, where & 1s sertally uncorrelated Solve the
model using the method of undetermined coefficients (Hint m the equation
analogous to (6 63), 1s 1t still reasonable to impose A + v — 1?)

Repeat Problem 6 9 using lag operators

(This follows Ball, 1994a ) Consider a continuous time version of the Taylor
model, so that p(t) = (1/1) LI_O x(t — 7)dr, where T 1s the mterval between
each individual’s price changes and x(t — 1) 15 the price set by individuals
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who set their prices at time t — 7. Assume that ¢ = 1, so that p;(t) = m(t);
thus x(t) = (1/T) [L, Eom(t + 7)dr.

(a) Suppose that initially m(t) = gt (g > 0), and that E;m(t + 7) is therefore
(t + 7)g. What are x(1), p(t), and y(t) = m(t) - p(1)?

(b) Suppose that at time zero the government announces that it is steadily
reducing money growth to zero over the next interval T of time. Thus
m(t) = t[l — (t/2T)]lg for 0 <t < T, and m(t) = gT/2 for t = T. The
change is unexpected, so that prices set before t = 0 are as in part (a).

(i) Show that if x(t) = gT'/2 for all t > 0, then p(t) = m(t) for all t > 0O,
and thus that output is the same as it would be without the change
in policy.

(if) For 0 < t < T, are the prices that firms set more than, less than, or
equal to gT/2? What about for T < t < 2T? Given this, how does out-
put during the period (0, 2 T) compare with what it would be without
the change in policy?

6.12, State-dependent pricing with both positive and negative inflation. (This fol-
lows Caplin and Leahy, 1991.) Consider an economy like that of the Caplin-
Spulber model. Suppose, however, that m can either rise or fall, and that firms
therefore follow a two-sided Ss policy: if p, — p;(t) reaches either § or —S,
firm i changes p, so that p, — p*(t) equals zero. As in the Caplin-Spulber
model, changes in m are continuous.

Assume for simplicity that p(t) = m(t). In addition, assume that p, —
p.f(t) is initially distributed uniformly over some interval of width S; that is,
p: — p(t) is distributed uniformly on [X, X + S] for some X between —S and
0. This is shown in Figure 6.10: the distribution of p, — p;"(t) is an “elevator”
of height § in a “shafl” of height 25.

(a) Explain why, given these assumptions, p, — p;*({) continues to be dis-
tributed uniformly over some interval of width S. (In terms of the dia-
gram, this means that although the elevator may move in the shaft, it
remains of height S.)

(b) Are there any positions of the elevator (that is, any values of X) where
an infinitesimal increase in m of dm raises average prices by less than
dm? by more than dm? by exactly dm? Thus, what does this model imply
about the real effects of monetary shocks?

6.13. Consider an economy consisting of some firms with tlexible prices and some
with rigid prices. Let p/ denote the price set by a representalive flexible-price
firm and p’ the price set by a representative rigid-price firm. Flexible-price
firms set their prices after m is known; rigid-price firms set their prices before
m is known. Thus flexible-price firms set p/ = p} = (1 - ¢)p + ¢pm, and rigid-
price firms set p* = Ep}* = (1 — ¢)Ep + ¢Em, where E denotes the expectation
of a variable as of when the rigid-price firms set their prices.

Assume that fraction g of firms have rigid prices, so that p = gp" |
a-aqw'.
(a) Find p! in terms of p", m, and the parameters of the model (¢ and g).

(b) Find p" in terms of Em and the parameters of the model.
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FIGURE 6.10 The distribution of p; — p;*(t) in the Caplin-Leahy model

(¢) (i) Do anticipated changes in m (that is, changes that are expected as
of when rigid-price firms set their prices) affect y? Why or why nor

(ii) Do unanticipated changes in m affect y? Why or why not?

6.14. Consider an economy consisting of many imperfectly competitive, price-

setting firms. The profits of the representative firm, firm i, depend o
aggregate output, y, and the firm’s real price, r,: m = w(y,r;), where m, <
(subscripts denote partial derivatives). Let r*(y) denote the profit-max
mizing price as a function of y; note that r*(y) is characterized b-
ma(y, r*(y)) = 0.

Assume that output is at some level yy, and that firm i’s real price 1s
r*(¥o). Now suppose there is a change in the money supply, and suppose that
other firms do not change their prices and that aggregate output therefore
changes to some new level, y;.

(a) Explain why firm i's incentive to adjust its price is given by G =
w(y1, r* ) — 7y, r* (o).

(b) Use a second-order Taylor approximation of this expression in y; around
Y1 = yo to show that G = —ma(yo, ¥ *(Vo)r* ()1 — »0)? /2.

(c) What component of this expression corresponds to the degree of real
rigidity? What component corresponds to the degree of insensitivity of
the profit function?
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Multiple equilibria with menu costs. (This follows Ball and D. Romer, 1991.)
Consider an economy consisting of many imperfectly competitive firms.
The profits that a firm loses relative to what it obtains with p, = p* are
K(p, — p*)%,K > 0. As usual, p* = p + ¢y and y = m — p. Each firm faces a
fixed cost Z of changing its nominal price.

Initially m is zero and the economy is at its flexible-price equilibrium,
which is y = 0 and p = m = 0. Now suppose m changes to m’'.

(a) Suppose that fraction f of firms change their prices. Since the firms that
change their prices charge p* and the firms that do not charge zero,
this implies p = fp*. Use this fact to find p, y, and p* as functions of
m’ and f.

(b) Plot a firm’s incentive to adjust its price, K (0 — p*)? = K p*?, as a function
of f. Be sure to distinguish the cases ¢ < 1 and ¢ > 1.

(¢) A firm adjusts its price if the benefit exceeds Z, does not adjust if the
benefit is less than Z, and is indifferent if the benefit is exactly Z. Given
this, can there be a situation where both adjustment by all firms and
adjustment by no firms are equilibria? Can there be a situation where
neither adjustment by all firms nor adjustment by no firms are equi-
libria?

(This follows Diamond, 1982.)*! Consider an island consisting of N people
and many palm trees. Each person is in one of two states, not carrying a
coconut and looking for palm trees (state P) or carrying a coconut and looking
for other people with coconuts (state C). If a person without a coconut finds
a palm tree, he or she can climb the tree and pick a coconut; this has a cost
(in utility units) of c. If a person with a coconut meets another person with
a coconut, they trade and eat each other’s coconuts; this yields & units of
utility for each of them. (People cannot eat coconuts that they have picked
themselves.)

A person looking for coconuts finds palm trees at rate b per unit time.
A person carrying a coconut finds trading partners at rate al per unit time,
where L is the total number of people carrying coconuts. a and b are exoge-
nous.

Individuals’ discount rate is . Focus on steady states; that is, assume that
L is constant.

(a) Explain why, if everyone in state P climbs a palm tree whenever he or she
finds one, then rVp = b(V; — Vp — ¢), where Vp and V are the values of
being in the two states.

(b) Find the analogous expression for Vc.
(¢) Solve for V¢ — Vp, Ve, and Vp in terms of 1, b, ¢, u, a, and L.

(d) What is I, still assuming that anyone in state P climbs a palm tree when-
ever he or she finds one? Assume for simplicity that aN = 2b.

41The solution to this problem requires dynamic programming (see Section 10.4).
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(e) For what values of c is it a steady-state equilibrium for anyone in state P
to climb a palm tree whenever he or she finds one? (Continue to assume
aN = 2b.)

(f) For what values of c is it a steady-state equilibrium for no one who finds
a tree to climb 1t? Are there values of ¢ for which there is more than one
steady-state equilibrium? If there are multiple equilibria, does one involve
higher welfare than the other? Explain intuitively.



Chaptér 7
CONSUMPTION

This chapter and the next investigate households’ consumption choices and
firms’ investment decisions in more detail. Consumption and investment
are important to both growth and fluctuations. With regard to growth, the
division of society’s resources between current consumption and various
types of investment—in physical capital, human capital, and research and
development—is central to standards of living in the long run. That division
is determined by the interaction of households’ allocation of their incomes
between consumption and saving given the rates of return and other con-
straints they face, and firms’ investment demand given the interest rates
and other constraints they face. With regard to fluctuations, consumption
and investment make up the vast majority of the demand for goods. Thus
if we wish to understand how such forces as government purchases, tech-
nology, and monetary policy affect aggregate output, we must understand
how consumption and investment are determined.

There are two other reasons for studying consumption and investment.
First, they introduce some important issues involving financial markets.
Financial markets affect the macroeconomy mainly through their impact
on consumption and investment. In addition, consumption and investment
have important feedback effects on financial markets. We will investigate
the interaction between financial markets and consumption and investment
both in cases where financial markets function perfectly and in cases where
they do not.

Second, much of the most insightful empirical work in macroeconomics
over the past twenty years has been concerned with consumption and in-
vestment. These two chapters therefore have an unusually intensive empir-
ical focus.

309
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7.1 Consumption under Certainty: The
Life-Cycle/Permanent-Income
Hypothesis

Assumptions

Although we have already examined aspects of individuals’ consumption
decisions in our investigations of the Ramsey and Diamond models in Chap-
ter 2 and of real-business-cycle theory in Chapter 4, here we start with a
simple case. Consider an individual who lives for T periods whose lifetime
utility is

T
U=>ulC), uE>0 u’()<0, (7.1)
t=1

where u(¢) is the instantaneous utility function and C; is consumption
in period t. The individual has initial weaith of Ag and labor incomes of
Y1, Ys,..., Yy in the T periods of his or her life; the individual takes these
as given. The individual can save or borrow at an exogenous interest rate,
subject only to the constraint that any outstanding debt must be repaid at
the end of his or her life. For simplicity, this interest rate is set to zero.!
Thus the individual's budget constraint is

T

T
S Ci<Ag+ D Y (7.2)
t=1 t=1

Behavior

Since the marginal utility of consumption is always positive, the individual
satisfies the budget constraint with equality. The Lagrangian for his or her
maximization problem is therefore

T T T
£=Zu(Ct)+A(A0+zY[—ZCr). (7.3)
t=1 =1 =1
The first-order condition for C; is

u'(Cy) = A (7.4)

INote that we have also assumed that the individual’s discount rate is zero (see [7.1]).
Assuming that the interest rate and the discount rate are equal but not necessarily zero
would have almost no effect on the analysis in this section and the next. And assuming that
they need not be equal would have only modest effects.
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Since (7.4) holds in every period, the marginal utility of consumption is con-
stant. And since the level of consumption uniquely determines its marginal
utility, this means that consumption must be constant. Thus ¢; = C; = -+~ =
Cr. Substituting this fact into the budget constraint yields

T
G = % (Ao + > YT) for all ¢. (7.5)
=1

The term in parentheses is the individual’s total lifetime resources. Thus
(7.5) states that the individual divides his or her lifetime resources equally
among each period of life.

Implications

This analysis implies that the individual's consumption in a given period is
determined not by income that period, but by income over his or her en-
tire lifetime. In the terminology of Friedman (1957), the right-hand side of
(7.5) is permanent income, and the difference between current and perma-
nent income is transitory income. Equation (7.5) implies that consumption
is determined by permanent income.

To see the importance of the distinction between permanent and transi-
tory income, consider the effect of a windfall gain of amount Z in the first
period of life. Although this windfall raises current income by Z, it raises
permanent income by only Z/T. Thus if the individual's horizon is fairly
long, the windfall's impact on current consumption is small. One implica-
tion is that a temporary tax cut may have little impact on consumption; as
described in Chapter 6, this appears to be the case in practice.

Our analysis also implies that although the time pattern of income is not
important to consumption, it is critical to saving. The individual’s saving in
period t is the difference between income and consumption:

StZYt—Ct

1 I 1 (7.6)
= Y- = > Y | - =A,,
(-7 ; 740
where the second line uses (7.5) to substitute for ;. Thus saving is
high when income is high relative to its average—that is, when transi-
tory income is high. Similarly, when current income is less than permanent
income, saving is negative. Thus the individual uses saving and borrow-
ing to smooth the path of consumption. This is the key idea of the life-
cycle/permanent-income hypothesis of Modigliani and Brumberg (1954)
and Friedman (1957).
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What Is Saving?

At a more general level, the basic idea of the life-cycle/permanent-income
hypothesis is a simple insight about saving: saving is future consumption.
As long as an individual does not save just for the sake of saving, he or
she saves to consume in the future. The saving may be used for conven-
tional consumption later in life, or bequeathed to the individual’s children
for their consumption, or even used to erect monuments to the individual
upon his or her death. But as long as the individual does not value saving in
itself, the decision about the division of income between consumption and
saving is driven by preferences between present and future consumption
and information about future consumption prospects.

This observation suggests that many common statements about saving
may be incorrect. For example, it is often asserted that poor individuals
save a smaller fraction of their incomes than the wealthy do because their
incomes are little above the level needed to provide a minimal standard of
living. But this claim overlooks the fact that individuals who have trouble
obtaining even a low standard of living today may also have trouble obtain-
ing that standard in the future. Thus their saving is likely to be determined
by the time pattern of their income, just as it is for the wealthy.

To take another example, consider the common assertion that individu-
als’ concern about their consumption relative to others’ tends to raise their
consumption as they try to “keep up with the Joneses.” Again, this claim
fails to recognize what saving is: since saving represents future consump-
tion, saving less implies consuming less in the fulure, and thus falling fur-
ther behind the Joneses. Thus one can just as well argue that concern about
relative consumption causes individuals to try to catch up with the Joneses
in the future, and thus lowers rather than raises current consumption.?

Empirical Application: Understanding Estimated
Consumption Functions

The traditional Keynesian consumption function posits that consumption is
determined by current disposable income. Keynes (1936) argued that “the
amount of aggregate consumption mainly depends on the amount of ag-
gregate income,” and that this relationship “is a fairly stable function.” He
claimed further that “it is also obvious that a higher absolute level of in-
come...will lead, as a rule, to a greater proportion of income being saved”
(Keynes, 1936, pp. 96-97; emphasis in original).

The importance of the consumption function to Keynes’s analysis of
fluctuations led many researchers to estimate the relationship between

2See Abel (1990) and Campbell and Cochrane (1995) for more on how individuals' con-
cern about their consumption relative to others’ affects saving once one recognizes that
saving represents future consumption.
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consumption and current income. Contrary to Keynes’s claims, these stud-
ies did not demonstrate a consistent, stable relationship. Across households
at a point in time, the relationship is indeed of the type that Keynes pos-
tulated; an example of such a relationship is shown in Panel (a) of Figure
7.1. But within a country over time, aggregate consumption is essentially
proportional to aggregate income; that is, one sees a relationship like that
in Panel (b) of the figure. Further, the cross-section consumption function
differs across groups. For example, the slope of the estimated consump-
tion function is similar for whites and blacks, but the intercept is higher for
whites. This is shown in Panel (c) of the figure.

As Friedman (1957) demonstrates, the permanent-income hypothesis
provides a straightforward explanation of all of these findings. Suppose that
consumption is in fact determined by permanent income: C = Y?. Current
income equals the sum of permanent and transitory income: Y = Y¥ + Y7,
And since transitory income reflects departures of current income from per-
manent income, in most samples it has a mean near zero and is roughly
uncorrelated with permanent income.

Now consider a regression of consumption on current income:

Ci=a+ by, +e. (7.7)

In a univariate regression, the estimated coefficient on the independent vari-
able is the ratio of the covariance of the independent and dependent vari-
ables to the variance of the independent variable. In this case, this implies

Cov(y,C)

b= Var(Y)

_ Cow(YP + YT, YP)

7.8
Var(Y? + YT) 78

B Var(Y?) .
~ Var(YP) + Var(YT)’

here the second line uses the facts that current income equals the sum of
permanent and transitory income and that consumption equals permanent
income, and the last line uses the assumption that permanent and tempo-
rary income are uncorrelated. In addition, the estimated constant equals the
mean of the dependent variable minus the estimated slope coefficient times
the mean of the independent variable. Thus,

a=C-by

I

=Y by’ +Y") (7.9)

=1 - b)Y,
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FIGURE 7.1 Some different forms of the relationship between current income
and consumption
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where the last line uses the assumption that the mean of transitory income
1S Zero.

Thus the permanent-income hypothesis predicts that the key determi-
nant of the slope of an estimated consumption function, b, is the relative
variation in permanent and transitory income. Intuitively, an increase in cur-
rent income is associated with an increase in consumption only to the ex-
tent that it reflects an increase in permanent income. When the variation in
permanent income is much greater than the variation in transitory income,
almost all differences in current income reflect differences in permanent in-
come; thus consumption rises nearly one-for-one with current income. But
when the variation in permanent income is small relative to the variation
In transitory income, little of the variation in current income comes from
variation in permanent income, and so consumption rises little with current
mncome.

This analysis can be used to understand the estimated consumption
functions in Figure 7.1. Across households, much of the variation in income
reflects such factors as unemployment and the fact that households are at
different points in their life cycles. As a result, the estimated slope coef-
ficient is substantially less than 1, and the estimated intercept is positive.
Over time, in contrast, almost all of the variation in aggregate income re-
flects long-run growth—that is, permanent increases in the economy’s re-
sources. Thus the estimated slope coefficient is close to 1, and the estimated
intercept is close to zero.?

Now consider the differences between blacks and whites. The relative
variances of permanent and transitory income are similar in the two groups,
and so the estimates of b are similar. But blacks’ average incomes are lower
than whites’; as a result, the estimate of a for blacks is lower than the esti-
mate for whites (see [7.9]).

To see the intuition for this result, consider a member of each group
whose income equals the average income among whites. Since there are
many more blacks with permanent incomes below this level than there are
with permanent incomes above it, the black’s permanent income is much
more likely to be less than his or her current income than more. As a result,
blacks with this current income have on average lower permanent income;
thus on average they consume less than their income. For the white, in con-
trast, his or her permanent income is about as likely to be more than current
income as it is to be less; as a result, whites with this current income on av-
erage have the same permanent income, and thus on average they consume

3In this case, although consumption 1s approximately proportional to income, the con-
stant of proportionality 1s less than 1; that is, consumption 1s on average less than perma-
nent income. As Friedman describes, there are various ways of extending the basic theory to
make 1t consistent with this result. One is to account for turnover among generations and
long-run growth: if the young generally save and the old generally dissave, the fact that each
generation s wealthier than the previous one implies that the young’s saving is greater than
the old’s dissaving.
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their ncome. In sum, the permanent-income hypothesis attributes the dif-
ferent consumption patterns of blacks and whites to the different average
incomes of the two groups, and not to any differences in tastes or culture.

7.2 Consumption under Uncertainty:
The Random-Walk Hypothesis

Individual Behavior

We now extend our analysis to account for uncertainty. Continue to assume
that both the interest rate and the discount rate are zero. In addition, sup-
pose that the instantaneous utility function, u(+), is quadratic. Thus the in-
dividual maximizes

T
E[UI=E {Z Ci - %cﬁ}, a>o. (7.10)
t=1

We will assume that the individual’s wealth is such that consumption is al-
ways in the range where marginal utility is positive. As before, the individual
must pay off any outstanding debts at the end of his or her life. Thus the
budget constraint is again given by equation (7.2), Zthl Cr < Ag + Z[T:I Y:.

To describe the individual’s behavior, we use the Euler-equation ap-
proach that we employed in Chapters 2 and 4. Specifically, suppose that
the individual has chosen first-period consumption optimally given the in-
formation available, and suppose that he or she will choose consumption
in each future period optimally given the information then available. Now
consider a reduction in C; of dC from the value the individual has chosen
and an equal increase in consumption at some future date from the value
he or she would have chosen. If the individual is optimizing, a marginal
change of this type does not affect expected utility. Since the marginal
utility of consumption in period 1 is 1 — aCy, the change has a utility cost
of (1 — aCy)dC. And since the marginal utility of period-t consumption
is 1 — a(;, the change has an expected utility benefit of Ej[1 — aC;]dC.
where Ejl+] denotes expectations conditional on the information available
in period 1. Thus if the individual is optimizing,

1-—aC; = Ei{1 - aCy], fort=2,3,...,T. (7.11)
Since Ei[1 — aC;] equals 1 ~ aFE;[(¢], this implies
C1 = E1[Cy], fort=2,3,...,T. (7.12)

The individual knows that his or her hifetime consumption will satisfy
the budget constraint, (7.2), with equality. Thus the expectations of the two
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sides of the constraint must be equal:

T T
> EIC]=Ag + > E[Y] (7.13)
t=1 t=1

Equation (7.12) implies that the left-hand side of (7.13) is TC;. Substituting
this into (7.13) and dividing by T yields

T
1
Ci == (A0+ D> ElYd. (7.14)
T t=1

That is, the individual consumes 1/T of his or her expected lifetime re-
sources.

Implications

Equation (7.12) implies that F;[C>] equals C;. More generally, reasoning anal-
ogous to what we have just done implies that in each period, expected next-
period consumption equals current consumption. This implies that changes
in consumption are unpredictable. By the definition of expectations, we can
write

Ct = E1[Ci] + e, (7.15)

where ¢; is a variable whose expectation as of period t — 1 is zero. Thus,
since E;_1[Ct) = Ci_1, we have

Ce=Ce1 + ey, (7.16)

This is Hall’s famous result that the life-cycle/permanent-income hypoth-
esis implies that consumption follows a random walk (Hall, 1978). The
intuition for this result is straightforward: if consumption is expected to
change, the individual can do a better job of smoothing consumption. Sup-
pose, for example, that consumption 1s expected to rise. This means that
the current marginal utility of consumption is greater than the expected
future marginal utility of consumption, and thus that the mdividual is bet-
ter off raising current consumption. Thus the individual adjusts his or her
current consumption to the point where consumption is not expected to
change.

In addition, our analysis can be used to find what determines the
change in consumption, e. Consider for concreteness the change from pe-
riod 1 to period 2. Reasoning parallel to that used to derive (7.14) implies
that ¢, equals 1/(T — 1) of the individual’'s expected remammng lifetime
resources:
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1 T :
CG=7—7({A+ > ExYi]

=2
(7.17)

1 T
?t—l (A() + Y] - Cl + Z EZ[YI]>1

t=2

where the second line uses the fact that A; = Ag+Y; ~ ;. We can rewrite the
expectation as of period 2 of income over the remainder of life, ZLZ EY:l,
as the expectation of this quantity as of period 1, Zt » E1[Y:], plus the infor-
mation learned between period 1 and period 2, >, B[Y] - X1, BV
Thus we can rewrite (7.17) as

T T T
G = % {Ao +Y,-C + Z E][Yt] + (Z EZ[Yt z 1[Yr )} (7.18)

t=2 t=2 t=2

From (7.14), Ao + Y7 + ZIT:Z E[Y,] equals TC;. Thus (7.18) becomes

T T
C2 = ?rlTl{TCI - C1 + (z EZ[Y[] - ZEI[Yt])}

t=2 t=2
(7.19)

:C1+T1 (ZEZIYIJ—Z& Yt)

t=2

Equation (7.19) states that the change in consumption between period 1 and
period 2 equals the change m the individual’s estimate of his or her lifetime
resources divided by the number of periods of life remaining.

Finally, note that the mdividual’s behavior exhibits certainty equiv-
alence: as (7.14) shows, the individual consumes the amount he or she
would 1f his or her future incomes were certain to equal their means; that
is, uncertainty about future income has no impact on consumption.

To see the intuition for this certainty-equivalence behavior, consider the
Euler equation relating consumption m periods 1 and 2. With a general in-
stantaneous utility function, this condition is

u'(Gy) = Rlu(G)]. (7.20)

When utility is quadratic, marginal utility 1s linear. Thus the expected
marginal utility of consumption is the same as the marginal utility of ex-
pected consumption. That is, since Ei[1 — aC,] = 1 — aE;[(;], for quadratic
utility (7.20) is equivalent to

u'(Cy) = u'(E1[Ca)). (7.21)
This implies C; = E;[C2].
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This analysis shows that quadratic utility is the source of certamnty-
equivalence behavior: if utility is not quadratic, marginal utility is not
linear, and so (7.21) does not follow from (7.20). We return to this point in
Section 7.6.4

7.3 Empirical Application: Two Tests
of the Random-Walk Hypothesis

Hall’s random-walk result ran strongly counter to existing views about con-
sumption.” The traditional view of consumption over the business cycle
implies that when output declines, consumption declines but is expected to
recover; thus it implies that there are predictable movements in consump-
tion. Hall’s extension of the permanent-income hypothesis, in contrast, pre-
dicts that when output declines unexpectedly, consumption declines only
by the amount of the fall in permanent income; as a result, it is not expected
to recover.

Because of this divergence in the predictions of the two views, a great
deal of effort has been devoted to testing whether predictable changes in
income produce predictable changes in consumption. The hypothesis that
consumption responds to predictable income movements is referred to as
excess sensitivity of consumption (Flavin, 1981).5

Campbell and Mankiw’s Test Using Aggregate Data

The random-walk hypothesis implies that the change in consumption is
unpredictable; thus it implies that no information available at time t —1 can

“Although the specific result that the change in consumption has a mean of zero and 1s
unpredictable (equation [7.16]) depends on the assumption of quadratic utility (and on the
assumption that the discount rate and the interest rate are equal), the result that departures
of consumption growth from its average value are not predictable arises under more general
assumptions. See, for example, Problem 7.3.

SIndeed, 1t 1s said that when Hall first presented the paper deriving and testing the
random-walk result, one prominent macroeconomist told him that he must have been on
drugs when he wrote the paper.

6The permanent-income hypothesis also makes predictions about how consumption re-
sponds to unexpected changes in income. In the model of Section 7.2, for example, the
response to news 1s given by equation [7.19]. The hypothesis that consumption responds
less than the permanent-income hypothesis predicts to unexpected changes i income 1s
referred to as excess smoothness of consumption. Since excess sensitivity concerns expected
changes 1n mcome and excess smoothness concerns unexpected changes, 1t 1s possible for
consumption to be excessively sensitive and excessively smooth at the same time. For more
on excess smoothness, see Campbell and Deaton (1989); West (1988); Flavin (1993); and
Problem 7.4.
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be used to forecast the change in consumption from t — 1 to t. Thus one
approach to testing the random-walk hypothesis is to regress the change
in consumption on variables that are known at ¢ — 1. If the random-walk
hypothesis is correct, the coefficients on the variables should not differ sys-
tematically from zcro.

This is the approach that Hall took in his original work. He was unable
to reject the hypothesis that lagged values of either income or consumption
cannot predict the change in consumption. He did find, however, that lagged
stock-price movements have statistically significant predictive power for
the change in consumption.

The disadvantage of this approach is that the results are hard to inter-
pret. Hall's result that lagged income does not have strong predictive power
for consumption, for example, could arise not because predictable changes
in income do not produce predictable changes in consumption, but because
lagged values of income are of little use in predicting income movements.
Similarly, it is hard to gauge the importance of the rejection of the random-
walk prediction using stock-price data.

Campbell and Mankiw (1989a) therefore use an instrumental-variables
approach to test Hall’s hypothesis against a specific alternative. The alter-
native they consider is that some fraction of consumers simply spend their
current income, and the remainder behave according to Hall’s theory. This
alternative implies that the change in consumption from period t — 1 to pe-
riod t equals the change in income between t — 1 and t for the first group
of consumers, and equals the change in estimated permanent income be-
tween t — 1 and t for the second group. Thus if we let A denote the fraction
of consumption that is done by consumers in the first group, the change in
aggregate consumption is

C—Cp=MY = Y1)+ (1= Ney,
(7.22)
= A + v,

where ¢; is the change in consumers’ estimate of their permanent income
fromt—-1tot.

Z; and v; are almost surely correlated. Times when income increases
greatly are usually also times when households receive favorable news
about their total lifetime incomes. But this means that the right-hand-side
variable in (7.22) is positively correlated with the error term. Thus estimat-
ing (7.22) by ordinary least squares (OLS) leads to estimates of A that are
biased upward.

The solution to correlation between the right-hand-side variable and the
error term is to use instrumental variables (IV) rather than OLS. The intu-
ition behind IV estimation is easiest to see using the two-stage least squares
interpretation of instrumental variables. What one needs are variables cor-
related with the right-hand-side variables but uncorrelated with the resid-
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ual. Once one has such instruments, the first-stage regression is a regression
of the right-hand-side variable, Z;, on the instruments. The second-stage
regression is then a regression of the left-hand-side variable, C; — C;_1, on
the fitted value of Z; from the first-stage regression, Z;. That is, we estimate:

C[ - Ct~1 = )\Z{ + /\(Z[ - Z{) + V¢
(7.23)

= )\Zt + \7t.

The residual in (7.23), ¥, consists of two terms, v, and A(Z; — Z;). By assump-
tion, the instruments used to construct Z are not systematically correlated
with v;. And since Z is the fitted value from a regression, by construction it
is uncorrelated with the residual from that regression, Z — Z. Thus regress-
ing C; — C;_1 on Z yields a valid estimate of A.”

The usual problem in using instrumental variables is finding valid in-
struments: it is often hard to find variables that one can be confident are
uncorrelated with the residual. But in cases where the residual reflects new
information between t — 1 and t, theory tells us that there are many candi-
date instruments: any variable that is known as of time t — 1 is uncorrelated
with the residual.

We can now turn to the specifics of Campbell and Mankiw’s test. They
measure consumption as real purchases of consumer nondurables and ser-
vices per person, and income as real disposable income per person. The data
are quarterly, and the sample period is 1953-1986. They consider various
sets of instruments. They find that lagged changes in income have almost
no predictive power for future changes. This suggests that Hall’s failure to
find predictive power of lagged income movements for consumption is not
strong evidence against the traditional view of consumption. As a base case,
they therefore use lagged values of the change in consumption as instru-
ments. When three lags are used, the estimate of A is 0.42, with a standard
error of 0.16; when five lags are used, the estimate is 0.52, with a standard
error of 0.13. Other specifications vield similar results.

Thus Campbell and Mankiw’s estimates suggest quantitatively large and
statistically significant departures from the predictions of the random-walk
model: consumption appears to increase by about fifty cents in response
to an anticipated 1-dollar increase in income, and the null hypothesis of no
effect is strongly rejected. At the same time, the estimates of A are far below

"The fact that Z is based on estimated coefficients causes two complications. First, the
uncertainty about the estimated coefficients must be accounted for in finding the standard
error of the estimate of A; this is done in the usual formulas for the standard errors of
instrumental-variables estimates. Second, the fact that the first-stage coefficients are esti-
mated introduces some correlation between Z and v in the same direction as the correlation
between Z and v. This correlation disappears as the sample size becomes large; thus IV is
consistent but not unbiased. If the instruments are only moderately correlated with the right-
hand-side variable, however, the bias in finite samples can be substantial. See, for example,
Nelson and Startz (1990).



322 Chapter 7 CONSUMPTION

1. Thus the results also suggest that the permanent-income hypothesis is
important to understanding consumption.?

Shea’s Test Using Household Data

Testing the random-walk hypothesis with aggregate data has several disad-
vantages. Most obviously, the number of observations is small. In addition, it
isdifficult to find variables with much predictive power for changes inincome;
it is therefore hard to test the key prediction of the random-walk hypothe-
sis that predictable changes in income are not associated with predictable
changes in consumption. Finally, the theory concerns individuals’ consump-
tion, and additional assumptions are needed for the predictions of the model
to apply to aggregate data. Entry and exit of households from the population,
for example, can cause the predictions of the theory to fail in the aggregate
even if they hold for each household individually.

Because of these considerations, many investigators have examined con-
sumption behavior using data on individual households. Shea (1995) takes
particular care to identify predictable changes in income. He focuses on
households in the Panel Study of Income Dynamics (commonly referred to as
the PSID) with wage-earners covered by long-term union contracts. For these
households, the wage increases and cost-of-living provisions in the con-
tracts cause income growth to have an important predictable component.

Shea constructs a sample of 647 observations where the union contract
provides clear information about the household’s future earnings. A re-
gression of actual real wage growth on the estimate constructed from the
union contract and some control variables produces a coefficient on the
constructed measure of 0.86, with a standard error of 0.20. Thus the union
contract has important predictive power for changes in earnings.

Shea then regresses consumption growth on this measure of expected
wage growth; the permanent-income hypothesis predicts that the coeffi-

8In addition, the instrumental-variables approach has overidentifving restrictions that
can be tested. If the lagged changes in consumption are valid instruments, they are un-
correlated with v. This implies that once we have extracted all of the information in the
instruments about income growth, they should have no additional predictive power for the
left-hand-side variable: if they do, that means that they are correlated with v, and thus
that they are not valid instruments. This implication can be tested by regressing the esti-
mated residuals from (7.22) on the instruments and testing whether the instruments hasve
any explanatory power. Specifically, one can show that under the null hypothesis of valid
instruments, the R? of this regression times the number of observations is asymptotically
distributed X° with degrees of freedom equal to the number of overidentifying restrictions—
that is, the number of instruments minus the number of endogenous variables.

In Campbell and Mankiw’s case, this TR? statistic is distributed X3 when three lags of
the change in consumption are used, and Xi when five lags are used. The values of the
test statistic in the two cases are only 1.83 and 2.94; these are only in the 59th and 43rd
percentiles of the relevant ¥’ distributions. Thus the hypothesis that the instruments are
valid cannot be rejected.
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cient should be zero.? The estimated coefficient is in fact 0.89, with a stan-
dard error of 0.46. Thus Shea also finds a quantitatively large (though only
marginally statistically significant) departure from the random-walk predic-
tion.

Recall that in our analysis in Sections 7.1 and 7.2, we assumed that
households can borrow without limit as long as they eventually repay their
debts. One reason that consumption might not follow a random walk is that
this assumption might fail—that is, that households might face liguidity
constraints. If households are unable to borrow and their current income
is less than their permanent income, their consumption is determined by
their current income. In this case, predictable changes in income produce
predictable changes in consumption.

Shea tests for liquidity constraints in two ways. First, following Zeldes
(1989) and others, he divides the households according to whether they
have liquid assets. Households with liquid assets can smooth their con-
sumption by running down these assets rather than by borrowing. Thus
if liquidity constraints are the reason that predictable wage changes affect
consumption growth, the prediction of the permanent-income hypothesis
will fail only among the households with no assets. Shea finds, however,
that the estimated effect of expected wage growth on consumption is es-
sentially the same in the two groups.

Second, following Altonji and Siow (1987), Shea splits the low-wealth
sample according to whether the expected change in the real wage is pos-
itive or negative. Individuals facing expected declines in income need to
save rather than borrow to smooth their consumption. Thus if liquidity
constraints are important, predictable wage increases produce predictable
consumption increases, but predictable wage decreases do not produce pre-
dictable consumption decreases.

Shea’s findings are the opposite of this. For the households with positive
expected income growth, the estimated impact of the expected change in the
real wage on consumption growth is 0.06 (with a standard error of 0.79);
for the households with negative expected growth, the estimated effect is
2.24 (with a standard error of 0.95). Thus there is no evidence that liquidity
constraints are the source of Shea’s results.

7.4 The Interest Rate and Saving

An important issue concerning consumption involves its response to rates
of return. For example, many economists have argued that more favorable

9An alternative would be to follow Campbell and Mankiw’s approach and regress con-
sumption growth on actual income growth by instrumental variables, using the constructed
wage growth measure as an mstrument. Given the almost one-for-one relationship between
actual and constructed earnings growth, this approach would be likely to produce similar
results.
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tax treatment of interest income would increase saving, and thus increase
growth. But if consumption is relatively unresponsive to the rate of return,
such policies would have little effect. Understanding the impact of rates of
return on consumption is thus important.

The Interest Rate and Consumption Growth

We begin by extending the analysis of consumption under certainty in Sec-
tion 7.1 to allow for a nonzero interest rate. This largely repeats material in
Section 2.2; for convenience, however, we quickly repeat that analysis here.

Once we allow for a nonzero interest rate, the individual’s budget con-
straint is that the present value of lifetime consumption cannot exceed ini-
tial wealth plus the present value of lifetime labor income. For the case of
a constant interest rate and a lifetime of T periods, this constraint is

T
1
; 1+r)rCr<AO+ZT+T)rY (7.24)

where r is the interest rate and where all variables are discounted to pe-
riod 0.

When we allow for a nonzero interest rate, it is also useful to allow for a
nonzero discount rate. In addition, it simplifies the analysis to assume that
the instantaneous utility function takes the constant-relative-risk-aversion
form used in Chapter 2: u(Cy) = Ctl“"/(l —- 0), where ¢ is the coefficient of
relative risk aversion (the inverse of the elasticity of substitution between
consumption at different dates). Thus the utility function, (7.1), becomes

- 1
U=2(1+p)t1_0, (7.25)

where p is the discount rate.

Now consider our usual experiment of a decrease in consumption in
some period, period t, accompanied by an increase in consumption in the
next period by 1+r times the amount of the decrease. Optimization requires
that a marginal change of this type has no effect on lifetime utility. Since
the marginal utilities of consumption in periods t and t + 1 are C,”%/(1 + p)!
and C24 /(1 + p)'*1, this condition is

1 1 _g

m (1 + I’)(_bWCH_l. ' (726)

We can rearrange this condition to obtain

1/6
Cl+1 ].+r *
= . 7.27
Ce (1 +p) ( )
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This analysis implies that once we allow for the possibility that the real
interest rate and the discount rate are not equal, consumption need not be
a random walk: consumption is rising over time if » exceeds p and falling
if r is less than p. In addition, if there are variations in the real interest
rate, there are variations in the predictable component of consumption
growth. Mankiw (1981), Hansen and Singleton (1983), Hall (1988b), Camp-
bell and Mankiw (1989a), and others therefore examine how much consump-
tion growth responds to variations in the real interest rate. For the most part
they find that it responds relatively little, which suggests that the intertem-
poral elasticity of substitution is low (that is, that 8 is high).

The Interest Rate and Saving in the Two-Period Case

Although an increase in the interest rate causes the path of consumption
to be more steeply sloped, it does not necessarily follow that the increase
reduces initial consumption and thereby raises saving. The complication
is that the change in the interest rate has not only a substitution effect,
but also an income effect. Specifically, if the individual is a net saver, the
increase in the interest rate allows him or her to attain a higher path of
consumption than before.

The qualitative issues can be seen in the case where the individual lives
for only two periods. For this case, we can use the standard indifference-
curve diagram shown in Figure 7.2. Assume, for simplicity, that the indi-
vidual has no initial wealth. Thus in (Cy, ;) space, the individual’s budget
constraint goes through the point (Y1, Y»): the individual can choose to con-
sume his or her income each period. And the slope of the budget constraint
is —(1 + r): giving up one unit of first-period consumption allows the indi-
vidual to increase second-period consumption by 1 + r. When r rises, the
budget constraint continues to go through (Y, Y») but becomes steeper;
thus it pivots clockwise around (Y7, Y>).

In Panel (a), the individual is initially at the point (Yj, Y»); that is, saving is
initially zero. In this case the increase in ¥ has no income effect—the individ-
ual’s initial consumption bundle continues to be on the budget constraint.
Thus first-period consumption necessarily falls, and so saving necessarily
rises.

In Panel (b), C; is initially less than Yi, and thus saving is positive. In this
case the increase in r has a positive income effect—the individual can now
afford strictly more than his or her initial bundle. The income effect acts
to decrease saving, whereas the substitution effect acts to increase it. The
overall effect is ambiguous; in the case shown in the figure, saving does not
change.

Finally, in Panel (c) the individual is initially borrowing. In this case both
the substitution and income effects reduce first-period consumption, and
so saving necessarily rises.
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FIGURE 7.2 The interest rate and consumption choices in the two-period case



7.4 The Interest Rate and Saving 327

Since the stock of wealth in the economy is positive, individuals are on
average savers rather than borrowers. Thus the overall income effect of a
rise in the interest rate is positive. An increase in the interest rate thus
has two competing effects on overall saving, a positive one through the
substitution effect and a negative one through the income effect.

Complications

This discussion appears to imply that, unless the elasticity of substitution
between consumption in different periods is large, increases in the interest
rate are unlikely to bring about substantial increases in saving. There are
two reasons, however, that the importance of this conclusion is limited.

First, many of the changes we are interested in do not involve just
changes in the interest rate. For tax policy, the relevant experiment is usu-
ally a change in composition between taxes on interest income and other
taxes that leaves government revenue unchanged. As Problem 7.5 shows,
such a change has only a substitution effect, and thus necessarily shifts
consumption toward the future.

Second, and more subtly, if individuals have long horizons, small
changes in saving can accumulate over time into large changes in wealth
(Summers, 1981a). To see this, first consider an individual with an infinite
horizon and constant labor income. Suppose that the interest rate equals
the individual’s discount rate. From (7.27), this means that the individual’s
consumption is constant. The budget constraint then implies that the indi-
vidual consumes the sum of interest and labor incomes: any higher steady
level of consumption implies violating the budget constraint, and any lower
level implies failing to satisfy the constraint with equality. That is, the in-
dividual maintains his or her initial wealth level regardless of its value:
the individual is willing to hold any amount of wealth if r = p. A similar
analysis shows that if r > p, the individual’s wealth grows without bound,
and that if r < p, his or her wealth falls without bound. Thus the long-run
supply of capital is perfectly elastic at v = p.

Summers shows that similar, though less extreme, results hold in the
case of long but finite lifetimes. Suppose, for example, that r is slightly
larger than p, that the intertemporal elasticity of substitution is small, and
that labor income is constant. The facts that r exceeds p and that the elas-
ticity of substitution is small imply that consumption rises slowly over the
individual’s lifetime. But with a long lifetime, this means that consumption
is much larger at the end of life than at the beginning. But since labor in-
come is constant, this in turn implies that the individual gradually builds
up considerable savings over the first part of his or her life and gradu-
ally decumulates them over the remainder. As a result, when horizons are
finite but long, wealth holdings may be highly responsive to the interest
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rate in the long run even if the intertemporal elaslicity of substitution is
small.'0

7.5 Consumption and Risky Assets

In practice, individuals can invest in many assets, almost all of which have
uncertain returns. Extending our analysis to account for multiple assets and
risk raises some new issues concerning both household hehavior and asset
markets.

The Conditions for Individual Optimization

Consider our usual experiment of an individual reducing consumption in
period t by an infinitesimal amount and using the resulting saving to raise
consumption in period t + 1. If the individual is optimizing, this change
leaves expected utility unchanged regardless of which asset the increased
saving is invested in. Thus optumization requires

’ al 1 14 .
u'(Ce) = —I—QEr[(l +r u'(Cvy)] foralli, (7.28)

where r' is the return on asset i. Since the expectation of the product of
two variables equals the product of their expectations plus their covariance,
we can rewrite this expression as

’ ]' ! 7 -
u'(Gy) = m{lz}[l + F NER (Cor )l + Cove(l + v, u' (Ces 1)} for all i,

(7.29)

where Cov(*) is covariance conditional on information available at time t.

If we assume that utility is quadratic, u(C) = C — aC%4/2, then the
marginal utility of consumption is 1 — aC. Using this to substitute for
the covariance term in (7.29), we obtain

’ 1 ’
W = o, YELL + 7 JE[W(Conl - aCovil + ryy, G} . (7.30)

Equation (7.30) imphes that in deciding whether to hold more of an asset,
the individual is not concerned with how risky the asset is: the variance of
the asset’s return does not appear n (7.30). Intuitively, a marginal increase
in holdings of an asset that is risky, but whose risk is not correlated with

I0Carroll (1992) shows, however, that the presence of uncertainty weakens this conclu-
sion somewhat.
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the overall risk the individual faces, does not increase the variance of the
individual’s consumption. Thus in evaluating that marginal decision, the
individual considers only the asset’s expected return.

Equation (7.30) implies that the aspect of riskiness that matters to
the decision of whether to hold more of an asset is the relation between the
asset’s payoff and consumption. Suppose, for example, that the individual
is given an opportunity to buy a new asset whose expected return equals
the rate of return on a risk-free asset that the individual is already able to
buy. If the payoff to the new asset is typically high when the marginal utility
of consumption is high (that is, when consumption is low), buying one unit
of the asset raises expected utility by more than buying one unit of the
risk-free asset does. Thus (since the individual was previously indifferent
about buying more of the risk-free asset), the individual can raise his or
her expected utility by buying the new asset. As the individual invests more
in the asset, his or her consumption comes to depend more on the asset’s
payoff, and so the covariance between consumption and the asset’s return
becomes less negative. In the example we are considering, since the asset’s
expected return equals the risk-free rate, the individual invests in the asset
until the covariance of its return with consumption reaches zero.

This discussion implies that hedging risks is crucial to optimal portfolio
choices. A steel worker whose future labor income depends on the health of
the American steel industry should avoid—or better yet, sell short—assets
whose returns are positively correlated with the fortunes of the steel in-
dustry, such as shares in American steel companies. Instead the worker
should invest in assets whose returns move inversely with the health of the
U.S. steel industry, such as foreign steel companies or American aluminum
companies. .

The Consumption CAPM

This discussion takes assets’ expected returns as given. But individuals’ de-
mands for assets determine these expected returns. If, for example, an as-
set’s payoff is highly correlated with consumption, its price must be driven
down to the point where its expected return is high for individuals to hold it.

To see the implications of this observation, suppose that all individuals
are the same, and return to the first-order condition in (7.30). Solving this
expression for the expected return on the asset yields

1

ElL+roal = g

{1+ p)u'(C) + aCove(1 + 1!y, Ce)l. (7.31)
Equation (7.31) states that the higher the covariance of an asset’s payoff
with consumption, the higher its expected return must be.

We can simplify (7.31) by considering the return on a risk-free asset.
If the payoff to an asset is certain, then the covariance of its payoff with
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consumption is zero. Thus the risk-free rate, 7;,, satisfies

(1+pu'(G)

1+7e = . 7.32
= T (Gl (7:32)
Subtracting (7.32) from (7.31) then gives us
_ aCove(l+rl,,C
Elr!] - Fray = 20 E Py Cn) (7.33)

Eidu’(Cii1)]

Equation (7.33) states that the expected-return premium an asset must offer
relative to the risk-free rate is proportional to the covariance of its return
with consumption.

This model of the determination of expected asset returns is known as
the consumption capital-asset pricing model, or consumption CAPM. The co-
variance between an asset’s return and consumption is known as its con-
sumption beta. Thus the central prediction of the consumption CAPM is
that the premiums that assets offer are proportional to their consumption
betas (Breeden, 1979; see also Merton, 1973, and Rubinstein, 1976).11

Empirical Application: The Equity-Premium Puzzle

One of the most important implications of this analysis of assets’ ex-
pected returns concerns the case where the risky asset is a broad portfolio
of stocks. To see the issues involved, it is easiest to return to the Euler
equation, (7.28), and to assume that individuals have constant-relative-risk-
aversion utility rather than quadratic utility. With this assumption, the Euler
equation becomes

_ 1 e
C ' =17 pE[[(l +rLCqh, (7.34)

where ¢ is the coefficient of relative risk aversion. If we divide both sides
by €, and multiply both sides by 1 + p, this expression becomes

-6
CH—I
-6
Cl‘

l+p=E [(1+r{+1) ] (7.35)

Finally, it is convenient to let g/, ; denote the growth rate of consumption
fromttot+1,(Cei1/Ce)~ 1, and to omit the time subscripts. Thus we have

"The original CAPM assumes that investors are concerned with the mean and variance
of the return on their portfolio rather than the mean and variance of consumption. That
version of the model therefore focuses on market betas—that is, the covariances of assets’
returns with the returns on the market portfolio—and predicts that expected-return premia
are proportional to market betas (Lintner, 1965; Sharpe, 1964).
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ElQ+rHQ+g9) % =1+p. (7.36)

To see the implications of (7.36), we take a second-order Taylor approx-
imation of the left-hand side around r = g = 0. Computing the relevant
derivatives yields

A+l +g)%~1+r-6g —6gr+ %6((9+1)g2. (7.37)

Thus we can rewrite (7.36) as

E[r'] - 6Elg°] - 6{E[r']E[g€] + Cov(r',g¢)}
1 (7.38)
+ 5000+ D{(E[g€])? + Var(g©)} =~ p.

When the time period involved is short, the E[r']E[g€] and (E[g€])? terms
are small relative to the others.!? Omitting these terms and solving the re-
sulting expression for E[r!] yields

E[r'] = p+ 6E[g] + 6Cov(r', g°) — %9(9 + 1)Var(g°©). (7.39)

Again, it is helpful to consider a risk-free asset. For such an asset, (7.39)
simplifies to

F~p+ 6E[g°] - %e(e + 1)Var(g©). (7.40)

Finally, subtracting (7.40) from (7.39) yields
E[r'] -7 = 6Cov(r',g°). (7.41)

In a famous paper, Mehra and Prescott (1985) show that it is difficult to
reconcile observed asset returns with equation (7.41). Mankiw and Zeldes
(1991) report a simple calculation that shows the essence of the problem.
For the United States during the period 1890-1979 (which is the sample that
Mehra and Prescott consider), the difference between the average return on
the stock market and the return on short-term government debt—the eg-
uity premium—is about six percentage points. Thus if we take the average
return on short-term government debt as an approximation to the average
risk-free rate, the quantity E[r!] — ¥ is about 0.06. Over the same period,
the standard deviation of the growth of consumption (as measured by real
purchases of nondurables and services) is 3.6 percentage points, and the
standard deviation of the return on the market is 16.7 percentage points; the

’Indeed, for the continuous-time case, one can derive equation (7.39) without any
approximations.
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correlation between these two quantities is 0.40. These figures imply that
the covariance of consumption growth and the return on the market is
0.40(0.036)(0.167), or 0.0024.

Equation (7.41) therefore implies that the coefficient of relative risk aver-
sion needed to account for the equity premium is the solution to 0.06 =
0(0.0024), or 6 = 25. This is an extraordinary level of risk aversion; it im-
plies, for example, that individuals prefer a 17% reduction in consumption
with certainty to a 1-in-2 chance of a 20% reduction. As Mehra and Prescott
describe, other evidence suggest that risk aversion is much lower than this.
Among other things, such a high degree of aversion to variations in con-
sumption makes it puzzling that the average risk-free rate is close to zero
despite the fact that consumption is growing over time.

In addition, the problem becomes even more severe if we focus on the
postwar period. Mankiw and Zeldes report that for the 1948-1988 period,
the average equity premium is 8 percentage points, the standard deviation
of consumption growth is 1.4 percentage points, the standard deviation of
the market return is 14.0 percentage points, and the correlation of con-
sumption growth and the market return is 0.45. These numbers imply a
value of 6 of 0.08/[0.45(0.014)(0.140)] =~ 91.

The large equity premium, particularly when coupled with the low risk-
free rate, is thus difficult to reconcile with household optimization. This
equity-premium puzzle has stimulated a large amount of research, and many
explanations for it have been proposed. No clear resolution of the puzzle
has been provided, however.!3

7.6 Alternative Views of Consumption

The permanent-income hypothesis provides appealing explanations of
many important features of consumption. For example, it explains why
temporary tax cuts appear to have much smaller effects than permanent
ones, and it accounts for many features of the relationship between current
income and consumption, such as those described in Section 7.1.

Yet there are also important features of consumption that appear incon-
sistent with the permanent-income hypothesis. For example, as described
in Section 7.3, both macroeconomic and microeconomic evidence suggest
that consumption responds to predictable changes in income. And as we
just saw, simple models of consumer optimization cannot account for the
equity premium.

13Cochrane and Hansen (1992) provide an overview of work on the puzzle and a frame-
work for thinking about proposed explanations. For some proposed explanations, see
Mankiw (1986b); Mankiw and Zeldes (1991); Constantinides (1990); Campbell and Cochrane
(1995); Weil (1989b); Epstein and Zin (1991); and Problem 7.10.



7.6 Alternative Views of Consumption 333

Because of these and other difficulties, there has been considerable work
on extensions or alternatives to the permanent-income hypothesis. This sec-
tion touches on some of the issues raised by these theories.14

Precautionary Saving and the Growth of Consumption

Recall that our derivation of the random-walk result in Section 7.2 was based
on the assumption that utility 1s quadratic. Quadratic utility requires, how-
ever, that marginal utility reaches zero at some finite level of consumption
and then becomes negative. It also implies that the utility cost of a given
variance of consumption is independent of the level of consumption. Since
the marginal utility of consumption is declining, individuals have increas-
ing absolute risk aversion: the amount of consumption they are willing to
give up to avoid a given amount of uncertainty about the level of consump-
tion rises as they become wealthier. These difficulties with quadratic utility
suggest that marginal utility falls more slowly as consumption rises; that is,
the third derivative of utility is probably positive rather than zero.

To see the effects of a positive third derivative, assume that both the
real interest rate and the discount rate are zero, and consider again the Fu-
ler equation relating consumption in consecutive periods, equation (7.20):
u'(Cy) = Efu'(Ce+1)). As described in Section 7.2, if utility is quadratic,
marginal utility is linear, and so E[u’(C;.1)] equals u’(E;[C;.1]); thus in this
case, the Euler equation reduces to C; = E/[Cs+1]. But if u’”’(*) is positive,
then u'(C) is a convex function of C. Thus in this case E;[u’(C;+1)] exceeds
u’(E:[Ct1]). But this means that if C; and E¢[C;.1] are equal, E-[u’(Cr41)] is
greater than u’'(C;), and so a marginal reduction in C; increases expected
utility. Thus the combination of a positive third derivative of the utility
function and uncertainty about future income reduces current consump-
tion, and thus raises saving. This saving is known as precautionary saving
(Leland, 1968).

Panel (a) of Figure 7.3 shows the impact of uncertainty and a positive
third derivative of the utility function on the expected marginal utility of
consumption. Since u’’(C) is negative, u’(C) is decreasing in C. And since
u'’’(C) is positive, u’(C) declines less rapidly as C rises—that is, u’(C) is
convex. If consumption takes on only two possible values, C4 and Cg, each
with probability % the expected marginal utility of consumption is the av-
erage of marginal utility at these two values. In terms of the diagram, this
is shown by the midpoint of the line connecting u’(C4) and u’(Cg). As the

4Three extensions of the permanent-income hypothesis that we will not discuss are
durability of consumption goods, habit formation, and nonexpected utility. For durability,
see Mankiw (1982); Caballero (1990a, 1993); Eberly (1994); and Problem 7.6. For habit for-
mation, see Deaton (1992, pp. 29-34, 99-100) and Campbell and Cochrane (1995). For non-
expected utility, see Weil (1989b, 1990) and Epstein and Zin (1989, 1991).
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FIGURE 7.3 The effects of a positive third derivative of the utility function on
the expected marginal utility of consumption
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diagram shows, the fact that u’(C) is convex implies that this quantity is
larger than marginal utility at the average value of consumption, (Ca+Cg)/2.

Panel (b) shows the effects of an increase in uncertainty. When the high
value of consumption rises, the fact that u’”’(C) is positive means that
marginal utility falls relatively little; but when the low value falls, the pos-
itive third derivative magnifies the rise in marginal utility. As a result, the
increase in uncertainty raises expected marginal utility for a given value of
expected consumption. Thus the increase in uncertainty raises the incentive
to save.

An important question, of course, is whether precautionary saving is
quantitatively important. To address this issue, recall that in our analysis
of the equity premium we found that the Euler equation for the risk-free
assetis 7 ~ p+ 0E[g] — 6(8 + 1)Var(g©)/2 (see [7.40]). For the case of ¥ = p,
this becomes

Elg€l = =(6 + 1)Var(g®). (7.42)

SR

Thus the impact of precautionary saving on expected consumption growth
depends on the variance of consumption growth and the coefficient of rel-
ative risk aversion.!> If both are substantial, precautionary saving can have
alarge effect on expected consumption growth. If the coefficient of relative
risk aversion is 4 (which is toward the high end of values that are viewed
as plausible), and the standard deviation of households’ uncertainty about
their consumption a year ahead is 0.1 (which is consistent with the evidence
in Dynan, 1993, and Carroll, 1992), (7.42) implies that precautionary saving
raises expected consumption growth by (1/2)(4 + 1)(0.1)?, or 2.5 percentage
points.1®

Finally, the presence of precautionary saving implies that not just expec-
tations of future income but also uncertainty about that income affects con-
sumption. C. Romer (1990), for example, argues that the tremendous uncer-
tainty generated by the stock-market crash of 1929 and by the subsequent
gyrations of the stock market was a major force behind the sharp fall in
consumption spending in 1930, and thus behind the onset of the Great De-
pression. To give another example, Barsky, Mankiw, and Zeldes (1986) show
that the combination of a current tax cut and an offsetting increase in future
tax rates reduces households’ uncertainty about their lifetime after-tax re-
sources. Thus when there is precautionary saving, this change raises current
consumption. More generally, Caballero (1990b) observes that, for a given
level of expected lifetime resources, uncertainty is likely to be larger when

I5For a general utility function, the 6 + 1 term is replaced by —Cu"’(C)/u”(C). In anal-
ogy to the coefficient of relative risk aversion, —Cu”(C})/u’(C}, Kimball (1990) refers to
—Cu"’(C)/u’"(C) as the coefficient of relative prudence.

“For more on the impact of precautionary saving on the level of aggregate consumption,
see Skinner (1988); Caballero (1991); and Aiyagari (1994).
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more of those resources are expected to come in the future. As a result,
precautionary saving can help to account for the fact that when income is
expected to rise, consumption is also expected to rise. Finally, Dynan (1993)
and Carroll (1994) investigate the empirical relationship between house-
holds’ uncertainty about their future income and consumption growth; they
reach conflicting conclusions, however.

Liquidity Constraints

The permanent-income hypothesis assumes that individuals can borrow at
the same interest rate at which they can save as long as they eventually
repay their loans. Yet the interest rates that households pay on credit-card
debt, automobile loans, and other borrowing are often much higher than the
rates they obtain on their saving. In addition, some individuals are unable
to borrow more at any interest rate.

A large literature investigates the causes, extent, and effects of such
liquidity constraints. They are potentially important for many aspects of
consumption. As described in Section 7.3, they can produce excess sensi-
tivity of consumption to predictable changes in income. If individuals face
high interest rates for borrowing, they may choose not to borrow to smooth
their consumption when their current resources are low. And if they can-
not borrow at all, they have no choice but tc have low consumption when
their current resources are low. Thus liquidity constraints can cause cur-
rent income to be more important to consumption than is predicted by the
permanent-income hypothesis.

This chapter will not provide a thorough treatment of liquidity con-
straints.!” Instead, as with our discussion of precautionary saving, we will
focus on the potential effects of liquidity constraints on the level of con-
sumption.

Liquidity constraints can raise saving in two ways. First, and most obvi-
ously, whenever a liquidity constraint is binding, it causes the individual to
consume less than he or she otherwise would. Second, as Zeldes (1989) em-
phasizes, even if the constraints are not currently binding, the fact that they
may bind in the future reduces current consumption. Suppose, for example,
that there is some chance of low income in the next period. If there are no
liquidity constraints, and if income in fact turns out to be low, the individ-
ual can borrow to avoid a sharp fall in consumption. If there are liquidity
constraints, however, the fall in income causes a large fall in consumption
unless the individual has savings. Thus the presence of liquidity constraints

17 See Deaton (1992, pp. 194-213) for a general introduction to liquidity constraints.
In addition, Section 8.7 presents a model of capital-market imperfections in the context of
loans to firms rather than to households.
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causes individuals to save as insurance against the effects of future falls in
income.

These points can be seen in a three-period model. To distinguish the
effects of liquidity constraints from precautionary saving, assume that the
instantaneous utility function is quadratic. In addition, continue to assume
that the real interest rate and the discount rate are zero.

Begin by considering the individual’s behavior in period 2. Let A; denote
assets at the end of period t. Since the individual lives for only three periods,
C; equals A, + Y3, which in turn equals A; + Y, + Y3 — C,. The individual’s
expected utility over the last two periods of life as a function of his or her
choice of (; is therefore

1 1
U=(C - Eacf) + BAL + Yo+ Y3 — C) — Ea(Al + Y+ Yy — ()2, (7.43)

The derivative of this expression with respect to (» is

U
N aC —(1 - aBA, + Yo + Vs — G))
aCy (7.44)

=a(A1 + Yo + E[Y3] - 2().

This expression is positive for C, < (4 + Y2 + E»[Y3])/2, and negative
thereafter. Thus, as we know from our earlier analysis, if the liquidity con-
straint does not bind, the individual chooses Co = (A1 + Y2 + E2[Y3])/2. But
if it does bind, he or she sets consumption to the maximum attainable level,
which is A; + Y». Thus,

G = mn[A1 Yo *EL{YL} A+ Yz] . (7.45)

Thus the liquidity constraint reduces current consumption if it is binding.

Now consider the first period. If the liquidity constraint is not binding
that period, the individual has the option of marginally raising C; and pay-
ing for this by reducing C,. Thus if the individual’s assets are not literally
zero, the usual Euler equation holds. With the specific assumptions we are
making here, this means that (; equals the expectation of C,.

But the fact that the Euler equation holds does not mean that the lig-
uidity constraints do not affect consumption. Equation (7.45) implies that
if the probability that the liquidity constraint will bind in the second period
is strictly positive, the expectation of C, as of period 1 is strictly less than
the expectation of (A; + Yo + Ex[Y3])/2. A, is given by Ag + Y; — (1, and the
law of iterated projections implies that E;[E2[Y3]] equals E;{Y3]. Thus,

Ag + Y1 + Bi[Y2] + E1[Y3] -

C < ) Sy (7.46)
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Adding C, /2 to both sides of this expression and then dividing by 3/2 yields

< Ap + Y1 + EllY2] + Ei[Y3]

(&) 3

(7.47)

Thus even when the liquidity constraint does not bind currently, the possi-
bility that it will bind in the future reduces consumption.

Finally, if the value of C; that satisfies C, = E;[(3] (given that (; is deter-
mined by [7.45]) is greater than the individual’s period-1 resources, Ag + Y1,
the first-period liquidity constraint is binding; in this case the individual
consumes Ag + Y;.!8

Empirical Application: Liquidity Constraints and
Aggregate Saving

As we have just seen, liquidity constraints can raise saving. Jappelli and
Pagano (1994) investigate empirically whether cross-country differences in
liquidity constraints are important to cross-country differences in aggregate
saving.

Jappelli and Pagano begin by arguing that there are important differ-
ences in the extent of liquidity constraints across countries. In Spain and
Japan, for example, home purchases generally require down payments of
40% of the purchase price, whereas in the United States and France they
require 20% or less. Similarly, Korea strongly restricts the availability of
consumer credit, but the Scandinavian countries do not. Bankruptcy and
foreclosure laws also vary greatly. In Belgium and Spain, for example, it
takes two years or more to foreclose on a mortgage, whereas in Denmark
and the Netherlands it takes less than six months. Greater legal barriers to
foreclosure are likely to discourage lending.

Jappelli and Pagano then ask whether these differences in credit avail-
ability are associated with differences in saving rates. They first examine
the relationship between the loan-to-value ratio for home purchases (that
is, one minus the required down payment) and the saving rate. As Figure 7.4
shows, there is a clear negative association. They then add the loan-to-value
ratio to a regression of saving rates on measures of government saving, the
demographic composition of the population, and income growth. The loan-
to-value ratio enters negatively and significantly. In a typical specification,
the point estimates imply that an increase in the required down payment of
10 percent of the purchase price is associated with a rise in the saving rate
of 2 percent of NNP. They also find that using a measure of the availability
of consumer credit in place of the loan-to-value ratio yields similar results.

18Because both present and future liquidity constraints potentially affect behavior, com-
plete solutions of models with liquidity constraints usually require the use of numerical
methods (see, for example, Deaton, 1992, pp. 180-189).
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FIGURE 7.4 The loan-to-value ratio for home purchases and the saving rate
(from Jappelli and Pagano, 1994; used with permission)

In sum, their evidence suggests that liquidity constraints are important to
aggregate saving.!?

Empirical Application: Buffer-Stock Saving

A central prediction of the permanent-income hypothesis is that there
should be no relation between the expected growth of an individual’s in-
come over his or her lifetime and the expected growth of his or her con-
sumption: consumption growth is determined by the real interest rate and
the discount rate, not by the time pattern of income.

Carroll and Summers (1991) present extensive evidence that this predic-
tion of the permanent-income hypothesis is incorrect. For example, individ-
uals in countries where income growth is high typically have high rates of
consumption growth over their lifetimes, and individuals in slowly growing
countries typically have low rates of consumption growth. Similarly, typi-
cal lifetime consumption patterns of individuals in different occupations
tend to match typical lifetime income patterns in those occupations. Man-
agers and professionals, for example, generally have earnings profiles that
rise steeply until middle age and then level off; their consumption profiles
follow a similar pattern.

More generally, most households have little wealth (see, for example,
Deaton, 1991, and Hubbard, Skinner, and Zeldes, 1994a). Their consumption

19Jappelli and Pagano go on to investigate the relationship between liquidity constraints
and aggregate growth. They find that even when they control for investment, liquidity con-
straints are positively related to growth. Given that the way that liquidity constraints most
plausibly affect growth is through their effect on saving (and hence investment), this finding
is difficult to interpret.
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approximately tracks their income, but they have a small amount of saving
that they use in the event of sharp falls in income or emergency spending
needs. In the terminology of Deaton (1991), most households exhibit buffer-
stock saving behavior. As a result, a small fraction of households hold the
vast majority of wealth.

At least three explanations of buffer-stock saving have been proposed.
First, Shefrin and Thaler (1988) argue that consumption behavior is not well
described by complete intertemporal optimization (see also Laibson, 1993).
Instead, individuals have a set of rules of thumb that they use to guide their
consumption behavior. Examples of these rules of thumb are that it is usu-
ally reasonable to spend one’s current income, but that assets should be
dipped into only in exceptional circumstances. Such rules of thumb may
lead consumers to use saving and borrowing to smooth short-run income
fluctuations, and thus cause consumption to follow the predictions of the
permanent-income hypothesis reasonably well at short horizons. But they
may also cause consumption to trackincome fairly closely overlong horizons.

Second, Deaton (1991) and Carroll (1992) argue that buffer-stock saving
arises from a combination of a high discount rate, a precautionary-saving
motive, and some reason that households do not go heavily into debt. In
Deaton’s analysis, the reason for the absence of debt is the presence of lig-
uidity constraints. In Carroll’s, it is that the marginal utility of consumption
approaches infinity as consumption becomes sufficiently low; as a result,
households are unwilling to risk the very low consumption that would oc-
cur if they were in debt and their future income turned out to be low. The
combination of the high discount rate and the inability or unwillingness
to go into debt causes households’ wealth to be approximately zero, and
thus causes consumption to approximately track income. But even with a
relatively high discount rate, the positive third derivative of the utility func-
tion causes households to view the risks of sharp falls in consumption and
sharp rises as asymmetric; as a result, they typically keep a small amount
of savings to use in the event of large falls in income.

Third, Hubbard, Skinner, and Zeldes (1994a, 1994b) suggest an explana-
tion of buffer-stock saving that is close in spirit to the permanent-income
hypothesis. The key elements of their explanation, aside from intertem-
poral optimization, are a precautionary-saving motive and the fact that
welfare programs provide insurance against very low levels of consump-
tion. For households that face a nonnegligible probability of going on wel-
fare, the presence of welfare discourages saving in two ways: it directly
provides insurance against unfavorable realizations of income, and it im-
poses extremely high implicit tax rates on asset holdings. Nonetheless,
the precautionary-saving motive causes these households to typically hold
some assets when their consumption is above the guaranteed floor. For
households whose income prospects are favorable enough that the pos-
sibility of going on welfare is negligible, on the other hand, consumption
is determined by conventional intertemporal optimization; thus they ex-
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hibit conventional life-cycle saving. Hubbard, Skinner, and Zeldes therefore
argue that the different patterns of wealth accumulation of the poor and the
rich can be explained without appealing to differences in their preferences.

Problems

7.1,

7.2.

7.3.

The average income of farmers is less than the average income of non-farmers,
but fluctuates more from year to year. Given this, how does the permanent-
income hypothesis predict that estimated consumption functions for farmers
and nonfarmers differ?

The time-averaging problem. (Working, 1960.) Actual data do not give con-
sumption at a point in time, but average consumption over an extended period,
such as a quarter. This problem asks you to examine the effects of this fact.

Suppose that consumption follows a random walk: C; = C;_1 + e, where e
is white noise. Suppose, however, that the data provide average consumption
over two-period intervals; that is, one observes (C; + Cr+1)/2, (Cry2 + Cr43)/2,
and so on.

(a) Find an expression for the change in measured consumption from one two-
period interval to the next in terms of the e’s.

(b) Is the change in measured consumption uncorrelated with the previous
value of the change in measured consumption? In light of this, is measured
consumption a random walk?

(c) Given your result in part (a), is the change in consumption from one two-
period interval to the next necessarily uncorrelated with anything known
as of the first of these two-period intervals? Is it necessarily uncorrelated
with anything known as of the two-period interval immediately preceding
the first of the two-period intervals?

(d) Suppose that measured consumption for a two-period interval is not the
average over the interval, but consumption in the second of the two peri-
ods. That is, one observes C;.1, Ct43, and so on. In this case, is measured
consumption a random walk?

(This follows Hansen and Singleton, 1983.) Suppose instantaneous utility is of
the constant-relative-risk-aversion form, u(C;) = C[H?/(l - 8),0 > 0. Assume
that the real interest rate, r, is constant but not necessarily equal to the dis-
count rate, p.

(a) Find the Euler equation relating C; to expectations concerning Cy,1.

(b) Suppose that the log of income is distributed normally, and that as a result
the log of C,., is distributed normally; let ° denote its variance condi-
tional on information available at time t. Rewrite the expression in part (a)
in terms of In G;, E[ln C41], o2, and the parameters r, p, and ¢. (Hint: if

a variable x is distributed normally with mean yx and variance V, E[e*] =
ereV/?)
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(c) Show that if r and o2 are constant over time, the result in part (b) implies
that the log of consumption follows a random walk with drift: InC,; =
a +InC; + ug.1, where u is white noise,

(d) How do changes in each of r and ¢? affect expected consumption growth,
EInCiy1 - InC¢]? Interpret the effect of ¢? on expected consumption
growth in light of the discussion of precautionary saving in Section 7.6.

7.4. A framework for investigating excess smoothness. Suppose that C; equals
[r/(1 + A + Z;o=o E[Y:+5]/(1 + r)°], and that Arq = (1 + r)(A; + Y: — C).

(a) Show that these assumptions imply that E/|C¢,1] = C; (and thus that con-
sumption follows a random walk) and that > E[Cris)/(1 + F)S = A; +
Zzo:o E[Yeis)/(1 + 1)s.

(b) Suppose that AY; = ¢AY;_1 + u;, where u is white noise. Suppose that Y;
exceeds E,_1[Y:] by one unit (that is, suppose u; = 1). By how much does
consumption increase?

(c) For the case of ¢ > 0, which has a larger variance, the innovation in in-
come, u;, or the innovation in consumption, C; — E;-1[C;]? Do consumers
use saving and borrowing to smooth the path of consumption relative to
income in this model? Explain.

7.5. Consider the two-period setup analyzed in Section 7.4. Suppose that the gos-
ernment initially raises revenue only by taxing interest income. Thus the indi-
vidual’s budget constraint is C; + G2 /[1 +(1 — 1)r] < Y1 + Yo /[1 +(1 — 7)7], where
r is the tax rate. The government’s revenue is zero in period 1 and 7 (Y; — C*)
in period 2, where C{ is the individual’s choice of C; given this tax rate. Now
suppose the government eliminates the taxation of interest income and instead
institutes lump-sum taxes of amounts 77 and T; in the two periods; thus the
individual’s budget constraint isnow Cy + G2 /(1+7) < (Y1 —T1)+ (Yo —T») /(1 +7).
Assume that Y, Y, and » are exogenous.

(a) What condition must the new taxes satisfy so that the change does not
affect the present value of government revenues?

(b) If the new taxes satisfy the condition in part (a), is the old consumption
bundle, (¢, CY), not affordable, just affordable, or affordable with room
to spare?

(c) If the new taxes satisfy the condition in part (a), does first-period consump-
tion rise, fall, or stay the same?

7.6. Consumption of durable goods. (Mankiw, 1982.) Suppose that, as in Section
7.2, the instantaneous utility function is quadratic and the interest rate and the
discount rate are zero. Suppose, however, that goods are durable; specifically,
Ci = (1 - 8)Cr-1 + E;, where E; is purchases in period t and 0 < § < 1.

(a) Consider a marginal reduction in purchases in period t of dE;. Find values
of dE;., and dE;,, such that the combined changes in E;, E;,,, and F;.»
leave the present value of spending unchanged (so dE; + dE;.1 + dE; .+, = 0)
and leave C;,, unchanged (so (1 — 8)°dE; + (1 ~ 8)dE;+1 + dE;.» = 0).

(b) What is the effect of the change in part (@) on C; and C;+1? What is the
effect on expected utility?
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(c) What condition must C; and E;[C;,1] satisfy for the change in part (a) not
to affect expected utility? Does C follow a random walk?

(d) Does E follow a random walk? (Hint: write E; — E;—) in terms of C; — C;_;
and Ci—; — C; -».) Explain intuitively. If § = 0, what is the behavior of E?

Consider a stock that pays dividends of D, in period t and whose price in period
t is P;. Assume that consumers are risk-neutral and have a discount rate of r;
thus they maximize E[3 2, C:/(1 + 1)'].

(a) Show that equilibrium requires P; = E;[(D:+1 + Pr+1)/(1 + r)] (assume that
if the stock is sold, this happens after that period’s dividends have been
paid).

(b) Assume that limg_ o, E;[P;+s/(1 +r)5] = O (this is a no-bubbles condition; see
the next problem). Iterate the expression in part (a) forward to derive an
expression for P, in terms of expectations of future dividends.

Bubbles. Consider the set