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REINVENTING CAPITALISM

IT SHOULD HAVE BEEN A VICTORY CELEBRATION. BY THE time eBay’s new CEO, Devin Wenig, climbed the stage for the online marketplace’s twentieth-anniversary event in September 2015, goods worth more than $700 billion had been traded on eBay’s platform, and active eBay users had reached 160 million. The company Pierre Omidyar had started in 1995 as a small side-business turned into what looked like a perpetual money-maker. EBay had taken an old but highly successful idea, the market, and put it online.

Because eBay’s market was no longer a physical place, it never closed. And thanks to the Internet’s global reach, pretty much everyone connected to it could buy and sell on it. Through eBay’s unique rating system, it created a way to trust market participants without knowing them. Together that made the new virtual marketplace tremendously attractive, resulting in what economists call a thick market, a market with lots of buyers and sellers. Thick markets are good markets, because they increase the likelihood of finding what one is looking for. EBay also took a feature of traditional markets and improved on it: it replaced fixed prices with an auction mechanism, a far better way to achieve optimal price, as economics students learn in their first semester.

A marketplace with global reach that’s always open and makes transacting simple, easy, and efficient—that’s the recipe for eBay’s meteoric rise. It not only ushered in the Internet economy but also seemed to reconfirm the preeminent role markets play in our economy.

But to journalists attending the celebration, Wenig looked more like “a general rallying the troops of a beleaguered army,” and his speech felt like a pep talk—with good reason. The world’s largest marketplace had lost some of its mojo. Analysts on Wall Street even labeled eBay “due for a reset.” With so much going for it, some may see eBay’s recent troubles as a bout of bad management, aggravated by bad luck. But to us it’s an indication of a much larger, structural shift.

Just months before eBay’s twentieth anniversary, Yahoo, another early Internet pioneer, was suffering its own market woes. Yahoo owned a substantial chunk of Chinese online marketplace Alibaba, and based on Alibaba’s share price, its holding of Alibaba’s shares was more valuable than Yahoo’s total market capitalization. So sellers of Yahoo’s shares were essentially paying buyers to take on their stock and shares of Yahoo were trading at an effectively negative price. That doesn’t make sense, of course, because the value of a share of common stock can’t be negative. But stock prices, economists tell us, should reflect the collective wisdom of the market; so they ought to be right. Something was wrong—terribly wrong.

EBay’s surprising troubles and Yahoo’s crazy share price aren’t random events. They signify a fundamental weakness of existing marketplaces, a weakness, as we’ll explain, that is tied to price. Because the flaw is linked to price, not all marketplaces are suffering. In fact, some markets, less reliant on price, are outright thriving.

Just about the time eBay and Yahoo got into trouble, a more recent Internet start-up, BlaBlaCar, was doing amazingly well. Founded in Europe by a young Frenchman bitten by the Internet bug during graduate studies at Stanford, BlaBlaCar, much like eBay, operates an online marketplace, albeit a highly specialized one. It is in the business of helping people share car rides by matching those offering a ride with those looking for one. And it does so very well, matching millions of riders every month and growing quickly. Whereas eBay’s original focus was on price-based auctions, BlaBlaCar’s marketplace offers participants rich data about each other, ranking details such as driver chattiness (hence its name), so users can easily search and identify the best matches for them, and downplaying the importance of price (ride-sharers can select price only within a limited range). BlaBlaCar’s ride-sharing market isn’t alone in using rich data. From Internet travel site Kayak to online investment company SigFig, to digital labor platform Upwork, more and more markets that use data to help participants find better matches are gaining traction and attracting attention.

In this book, we connect the dots between the difficulties faced by traditional online markets; the error of the stock market’s trusted pricing mechanism; and the rise of markets rich with data. We argue that a reboot of the market fueled by data will lead to a fundamental reconfiguration of our economy, one that will be arguably as momentous as the Industrial Revolution, reinventing capitalism as we know it.

The market is a tremendously successful social innovation. It’s a mechanism to help us divvy up scarce resources efficiently. That’s a simple statement—with enormous impact. Markets have enabled us to feed, clothe, and house most of 8 billion humans, and to greatly improve their life expectancy as well as life quality. Market transactions have long been social interactions, making them superbly well aligned with human nature. That’s why markets seem so natural to most of us and are so deeply ingrained in society’s fabric. They are the building blocks of our economy.

To do their magic, markets depend on the easy flow of data, and the ability of humans to translate this data into decisions—that’s how we transact on markets, where decision-making is decentralized. This is what makes markets robust and resilient, but it requires that everyone has easy access to comprehensive information about what’s available. Until recently, communicating such rich information in markets was difficult and costly. So we used a workaround and condensed all of this information into a single metric: price. And we conveyed that information with the help of money.

Price and money have proved to be an ingenious stopgap to mitigate a seemingly intractable challenge, and it worked—to a degree. But as information is compressed, details and nuance get lost, leading to suboptimal transactions. If we don’t fully know what is on offer or are misled by condensed information, we will choose badly. For millennia, we tolerated this inadequate solution, as no better alternative was available.

That’s changing. Soon, rich data will flow through markets comprehensively, swiftly, and at low cost. We’ll combine huge volumes of such data with machine learning and cutting-edge matching algorithms to create an adaptive system that can identify the best possible transaction partner on the market. It will be easy enough that we’ll do this even for seemingly straightforward transactions.

Suppose, for instance, you are looking for a new frying pan. An adaptive system, residing perhaps on your smartphone, accesses your past shopping data to gather that you bought a pan for induction cooktops last time, and also that you left a so-so review of it. Parsing the review, the system understands that the pan’s coating really matters to you, and that you favor a ceramic one (it also notes your preferred material for the grip). Equipped with these preferences, it then looks at online markets for optimal matches, even factoring in the carbon footprint of the delivery (because it knows how worried you are about that). It negotiates automatically with sellers, and because you are ready to pay by direct transfer it is able to get a discount. With a single tap, your transaction is complete.

It sounds seamless and simple—because it should be. It’s far faster and less painful than having to do the search yourself, but it also takes into account more variations and evaluates more offers than you would do. Neither does the system tire easily (as we humans do when searching for something offline or online), nor is it distracted in its decision advice by price, derailed by cognitive bias, or lured by clever marketing. Of course, we’ll still use money as a store of value, and price will still be valuable information; but no longer being focused on price broadens our perspective, yields better matches, a more efficient transaction, and, we believe, less trickery in the market.

Such decision-assistance systems based on data and machine learning will help us identify optimal matches in these data-rich markets, but we humans will retain the ultimate decision-making power and will decide how much or how little we delegate as we transact. That way we can happily have our decision-assistance system hail a ride for us, but when it comes to our next job, we’ll choose ourselves from among the employment options our data-driven advisers suggest.

Conventional markets have been highly useful, but they simply can’t compete with their data-driven kin. Data translates into too much of an improvement in transactions and efficiency. Data-rich markets finally deliver what markets, in theory, should always have been very good at—enabling optimal transactions—but because of informational constraints really weren’t.

The benefits of this momentous change will extend to every marketplace. We’ll see it in retail and travel, but also in banking and investment. Data-rich markets promise to greatly reduce the kind of irrational decision-making that led to Yahoo’s crazy stock price in 2014 and to diminish bubbles and other disasters of misinformation or erroneous decision-making that afflict traditional money-based markets. We have experienced the debilitating impact of such market disasters in the recent subprime mortgage crisis and in the 2001 burst of the dot-com bubble, but also in the countless calamities that have affected money-based markets over the past centuries. The promise of data-rich markets is not that we’ll eradicate these market failures completely, but that we’ll be able to greatly reduce their frequency and the resulting financial devastation.

Data-rich markets will reshape all kinds of markets, from energy markets, where built-in inefficiencies have lined the pockets of large utilities and deprived households of billions in savings, to transportation and logistics, and from labor markets to health care. Even in education, we can use markets fueled by data to better match teachers, pupils, and schools. The goal is the same for all data-rich markets: to go beyond “good enough” and aim for perfection, giving us not just more bang for the buck, but more satisfaction in the choices we make, and a more sustainable future for our planet.

THE KEY DIFFERENCE BETWEEN CONVENTIONAL MARKETS and data-rich ones is the role of information flowing through them, and how it gets translated into decisions. In data-rich markets, we no longer have to condense our preferences into price and can abandon the oversimplification that was necessary because of communicative and cognitive limits. This makes it possible to pair decentralized decision-making, with its valuable qualities of robustness and resilience, with much-improved transactional efficiency. To achieve data-richness, we need to reconfigure the flow and processing of data by market participants, an idea that was already suggested as far back as 1987. Massachusetts Institute of Technology (MIT) professor Thomas Malone and his colleagues foresaw “electronic markets,” but only recently have we achieved the technical progress to extend that early vision and bring it into full bloom.

One may assume that the advent of data-rich markets rests mainly on advances in data-processing capacity and network technology. After all, far more information permeates data-rich markets compared with conventional ones, and Internet bandwidth has been increasing steadily with no end in sight. Leading network technology providers such as Cisco suggest that growth rates in Internet traffic will continue to exceed 20 percent per year until at least 2021—a rate that when compounded over just a decade will add up to a staggering 500 percent upturn. Processing capacity has risen dramatically, too: we now measure our personal computer’s power in thousands of billions of calculations per second, and we still have room for improvement, even if that power may no longer be doubling every two years as it has in the past.

These are necessary developments toward data-rich markets, but they aren’t sufficient. What we need is to do things not just faster but to do them differently. In our data-rich future, it will matter less how fast we process information than how well and how deeply we do so. Even if we speed up the communication of price on traditional markets to milliseconds (as we have already done with high-frequency trading), we’d still be oversimplifying. Instead, we suggest that we need to put recent breakthroughs to use in three distinct areas: the standardized sharing of rich data about goods and preferences at low cost; an improved ability to identify matches along multiple dimensions; and a sophisticated yet easy-to-use way to comprehensively capture our preferences.

Just getting raw data isn’t enough; we need to know what it signifies, so that we don’t compare apples with oranges. With recent technical breakthroughs, we can do that far more easily than in the past. Just think of how far we have come in the ability to search our digital photos for concepts, such as people, beaches, or pets. What works for images in our photo collections can be applied to markets and can translate data into insights that inform our decision-making.

Identifying best matches is easy when we compare only by price; but as we look for matches along numerous dimensions, the process gets complex and messy, and humans easily get overwhelmed. We need smart algorithms to help us. Fortunately, here, too, substantial progress has been made in recent years. Finally, knowing exactly what we want isn’t easy. We may forget an important consideration or erroneously disregard it; for humans, it’s actually quite difficult to articulate our multifaceted needs in a simple, structured way. That’s the third area in which recent technical advancements matter. And today, adaptive systems can learn our preferences over time as they watch what we are doing and track our decisions.

In all three of these areas, highly evolved data analytics and advanced machine learning (or “artificial intelligence,” as it is often called) have fueled important progress. When combined, we have all the key building blocks of data-rich markets. Digital thought leaders and energetic online entrepreneurs are already taking note. There is a gold rush just around the corner, and it will soon be in full swing. It’s a rush toward data-rich markets that deliver ample efficiency dividends to their participants and offer to the providers a sizable chunk of the total transaction volume.

The digital innovations of the last two decades are finally beginning to alter the foundations of our economy. Some companies have already set their sights on data-rich markets and put the necessary pieces in place. As eBay celebrated its twentieth anniversary and pondered its future, its new CEO announced a highly ambitious, multiyear crash program and forged a number of key acquisitions. The aim is to greatly improve the flow of rich information on the marketplace at all levels, to ease discovery of matches, and to assist eBay users in their transaction decisions.

EBay is not alone. From retail behemoth Amazon and niche players, such as BlaBlaCar, to talent markets, marketplaces are reconfiguring themselves and pushing into a data-rich future. Because data-rich markets are so much better at helping us get what we need, we’ll use them a lot more than traditional markets, further fueling the shift from conventional markets to data-rich ones. But the impact of data-rich markets is far larger, the consequences far bigger.

MARKETS AREN’T JUST FACILITATING TRANSACTIONS. When we interact on markets, we coordinate with each other and achieve beyond our individual abilities. By reconfiguring markets and making them data rich, we shape human coordination more generally. If done well, market-driven coordination greased by rich data will allow us to meet vexing challenges and work toward sustainable solutions, from enhancing education to improving health care and addressing climate change. Gaining the ability to better coordinate human activity is a big deal.

This will have repercussions for more conventional ways of coordinating our activities. Among them, the most well known and best studied is the firm. The stories we usually tell about firms are about vicious competition between them, whether it is General Motors versus Ford, Boeing versus Airbus, CNN versus Fox News, Nike versus Adidas, Apple versus Google, or Baidu versus Tencent. We love tales about individual battles that bloodied one of the contestants and advanced the position of the other. Entire libraries of business books and hundreds of business-school cases are dedicated to chronicling and analyzing these epic battles. But rather than battles between firms, we now see a more general shift from firms to markets, as the market, thanks to data, gets so much better at what it does. This shift doesn’t mean the end of the firm, but it represents its most formidable challenge in many decades.

Responding to the rise of data-rich markets isn’t going to be simple. If firms could utilize the technical breakthroughs we describe, reshape the flow of information within them, and capture similar efficiency gains, it would be straightforward. Alas, as we’ll explain, the technical advances that underlie and power data-richness can’t be used as easily in firms as they can in markets. They are constrained by the way information flows in firms. To adapt, the nature of the firm will need to be reimagined.

Possible responses to the challenge from data-rich markets involve finding ways to either more narrowly complement or emulate them. Firms might automate decision-making of (certain) managerial decisions and introduce more marketlike features, such as decentralized information flows and transaction-matching. These strategies offer medium-term advantages, and they are being adopted in a growing number of companies. They are useful for ensuring the continuing existence of firms in the medium term (although they bring their own set of weaknesses), but they are unlikely in the long run to stop the slide of the firm’s relevance in organizing human activity.

Just as firms will continue to have some, albeit diminished, role to play in the economy, in the future we’ll also still use money, but in data-rich markets money will no longer play first violin. As a result, banks and other financial intermediaries will need to refocus their business models. And they are going to need to move quickly, as a new breed of data-driven financial technology companies, the so-called fintechs, are embracing data-rich markets and challenge the conventional financial services sector. It is easy to see how banking will be severely affected by the decline of money, but the implications are larger, and more profound. At least in part, the role of finance capital rests on the informational function it plays in the economy. But as data takes over from money, capital no longer provides as strong a signal of trust and confidence as it currently does, undermining the belief that capital equates with power that underlies the concept of finance capitalism. Data-richness enables us to disentangle markets and finance capital by furthering the one while depreciating the other. We are about to witness both the rather immediate reconfiguration of the banking and finance sector, and the later but more profound curbing of the role of money, shifting our economy from finance to data capitalism.

DATA-DRIVEN MARKETS OFFER SUCH COMPELLING ADVANTAGES over traditional, money-based ones that their advent is assured. But they are not without shortcomings of their own. The fundamental problem is the reliance on data and machine learning and the lack of diversity of data and algorithms. These make them particularly vulnerable to troubling concentration as well as systemic failure. Because of this structural weakness (which we’ll explain further), data-rich markets could turn into enticing targets for ruthless companies and radical governments to not only cripple the economy but also undermine democracy. To mitigate this vulnerability, we propose an innovative regulatory measure. A progressive data-sharing mandate would ensure a comprehensive but differentiated access to feedback data and would maintain choice and diversity in decision assistance. It’s not only the antitrust measure of the data age, but it also guards against far bigger and more sinister developments that could threaten society.

The rise of a market in which a substantial part of the transactional process is automated, and the decline of the firm as the dominating organizational structure to organize human activity efficiently will uproot labor markets around the world. Nations will face the need to respond to this profound shift in the economy as it endangers many millions of jobs, fuels widespread worries in countless nations, and is already driving populist political movements. As we’ll detail, many of the conventional policy measures at our disposal are unfortunately no longer effective.

A shift from finance to data capitalism will question many long-held beliefs, such as work as a standardized bundle of duties and benefits. Breaking up this bundle is going to be a challenging but necessary strategy for firms looking for the right human talent, and for societies worried about mass unemployment, to bring back to employees jobs as well as meaning and purpose. Central to the changes we’ll witness in labor markets is data. Comprehensive and rich data flows drive the revival of the market and the decline of firms and money, prompting massive upheavals in the labor market. By the same token, rich data also enables us to upgrade labor markets so that they’ll offer far more individualized and satisfying work far more easily and more frequently than before (although, as we explain, this will need to be supported by innovative policy measures).

From the early days of money-based markets, critics have pointed at the gap between the idea of choice, so fundamental in markets, and the actual cognitive limitations that constrain our ability to choose well. For centuries, two antagonistic views have been pitted against each other: one side has advocated for a central authority to take over decision-making in markets from vulnerable humans, while the other has defended conventional markets, and with that the concept of decentralized information flows and decision-making, arguing that crippled individual choice was far better than none. These arguments were often stark—painted in black or white.

Over the last decades, a kind of truce has taken hold around the world, an acceptance that money-based markets work, but only with the appropriate regulations in place (and with no consensus on what “appropriate” entails). The compromise is that even though we can’t overcome the cognitive constraints that lead to erroneous decisions, we can put in place rules and processes that help mitigate their most negative effects. This was pragmatic, given the realities that hold sway on money-based markets, and the absence of a more enticing, workable alternative. But it was also an acceptance of defeat; real progress in improving the inner working of the market seemed forever illusive. The market was tainted, but the alternatives were worse. So, we learned to live with it.

The availability of rich data and recent technical breakthroughs mean that we now can move beyond money-based markets to data-rich ones and overcome some of the key informational and decisional constraints that we have been grappling with. The vision is ambitious. Rather than making for better mitigation of the conventional market’s weaknesses, we are about to see a rewiring of the market that renders mitigation far less necessary. In the future, data-rich markets will offer individual choice without the constraints of inescapable cognitive limitations.

Of course, we won’t be able to overcome all human biases and decision flaws (nor avoid savvy marketers exploiting them); even if humans choose to use smart machine learning systems on data-rich markets, that choice will still be a human one to make. When we empower ourselves to choose, we also retain that human error. Even rich data markets won’t be perfect; but pragmatically, they will be far superior to what we have today. We may still err, but we’ll surely err less frequently. Data-rich markets will change the role of markets and money, and question well-worn concepts, from competitiveness and employment all the way to finance capitalism itself. Because they will readjust the role of markets in coordinating human activities, they will have a huge impact on how we live and work with each other.

Some may fret over the role retained for human beings—that of the ultimate decision maker—and hope for a more rational central decision authority to take over. But we are convinced that keeping this fundamental role for humans isn’t a bug; it’s a feature. With the crucially important and valuable push for efficiency, sustainability, and rationality (because we really do need to improve our decision-making!), we must never forget the need to preserve and even embrace what makes us human. The ultimate goal of data-rich markets is not overall perfection but individual fulfillment, and that means celebrating the individuality, diversity, and occasional craziness that is so quintessentially human.
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COMMUNICATIVE COORDINATION

IT WOULD BE THE GRANDEST HUMAN PYRAMID EVER erected: a castle—or castell—ten tiers high, rising fifty feet or more up from its pinya, or base, and composed of hundreds of individuals. Other human-pyramid-building clubs in Spain’s Catalonia region had attempted the feat, but none had thus far succeeded.

On November 22, 2015, the members of the Minyons club of Terrassa, Spain, tried. In front of a large crowd of spectators, while drummers and pipers played the theme of Star Wars, the castellers began to construct their castle in the air. After they’d built the ground level, the Minyons assembled a second level of ninety-six people, which would reinforce the strength of the massive tower. Above it they built a third level of forty more. On them, the rest of the more slender tower would rise or fall.

The four Minyons assigned to the fourth tier found their foothold. As the fifth-tier people locked their hands on their neighbors’ shoulders, the band kicked off a traditional Catalan tune. It wasn’t a premature celebration. The remaining climbers had to rely on the song’s tempo to maintain their swift and highly choreographed ascent. Wincing in the unseasonably nippy wind, the crowd watched as each new foursome got into place.

Finally, it was time for the children to clamber high up into the air to crown the structure. The enxaneta, the climber assigned to the highest tier, had to wave to the spectators to signal that she had made it to the top before she and everyone else could carefully descend in reverse order. The moment was tense. Yes, the tower might fall apart, and the attempt would be a failure, but there was much more at stake: nine years earlier, a girl had fallen to her death from a nine-tier tower.

Nothing had been left to chance. The Minyons had started training eight months earlier, meeting twice a week, developing their strength and courage, learning the most effective ways to balance on a wobbling person’s shoulders and exploring various configurations to see which one held the longest. They worked out how to tie the faixa, the sash worn around the waist, so that it would hold tight when climber after climber grabbed it and stepped on it like the rung in some ordinary ladder. Only after watching the group’s efforts for all these months had the cap de colla, the head of the group, decided that they were ready to attempt the “quatre de deu,” the four-over-ten tower. He worked with a deputy to determine the placement of people in the base and bottom tiers to ensure an even distribution of support to all four sides of the tower. The pyramid would only be considered “complete” if it did not collapse as it was deconstructed, which meant that the bottom tiers had to hold firm for nearly four minutes as the weight of people constantly shifted above them. When the Minyons completed their tower, they had built their human castle and set a new world record. As a result of their diligent coordination, it seemed as though there were “no limits but the sky.”

For the Catalan people, building castells is a tradition stretching back three hundred years to the convention of creating a small human pyramid at the end of a popular folk dance. How this practice evolved into building castells with hundreds of people isn’t quite clear, beyond our quintessentially human impulse to reach a goal—then another and another until we reach for the stars. No one gets paid to be a casteller; money has nothing to do with it. There are, however, several points of pride on the line.

Castell competitions are held every two years. The “winner” is not always the team that has built the tallest tower: the complexity of the structure is the principal concern, as it reflects the degree of human coordination involved. An eleven-story tower with a single person on each tier is a much simpler accomplishment, requiring far fewer people, than a ten-story tower comprising three or four people on each tier. The more people involved, the more astonishing the spectacle. Because so much depends on coordinating from the bottom to the top, fer pinya—Catalan for “to make the base”—has come to mean “working together” generally.

The castells of Catalonia are a remarkable example of human coordination. The tower building requires significant preparation, including copious amounts of time and effort to observe what works and imagine what might yet be possible. Most important, it demands faultless communication. The head of the club shouts guidance from the ground, but that cannot be the only information conveyed up and down the castell as it is erected. Climbers must constantly communicate their standing in the tower, letting the people beside them know if they are starting to struggle under the weight or lose their balance. Information flows through gestures as well as words—a squeeze of a shoulder or the trembling of a foot are important clues about the potential for success or the imminent danger of failure. The team’s members must respond to the information dexterously, as too great a shift by one person can push others out of alignment and trigger a collapse. An adjustment here or there can save the structure; at the very least it will ensure that everybody falls safely into the many arms that make up the roof of the pinya. A delicate give-and-take is essential to achieving the goal, as has been the case for generations of castellers.

Despite the importance of the moments when humans first tamed fire, invented the wheel, or developed the steam engine, these discoveries and inventions pale compared to our human ability to coordinate. Without coordination, a flame would not warm more than one human being; the wheel could not transport but a single individual; and the steam engine would have no tracks to roll on and no factory to operate in. If there is a single crucial thread that has persisted through human history, it is the importance of coordination, whether our aim is to build a castell or a country. Close coordination played a transformative role in human evolution; in fact, our very existence has depended on it. Although early hominids were learning to stand upright, they remained easy prey for the big predators stalking the African savannas. Only when they came together, shouting alarms and fashioning tools and reshaping the world to their benefit, could they improve their living conditions. Coordination allowed our ancestors to combine their strengths, and as a result they lived longer and thrived, generation after generation. By forming familial bonds and banding together, it became possible to protect a dependent child for several years after birth, giving humans time to develop and nurture extraordinary cognitive capacities and skills.

As humans grew ever more proficient at large-scale coordination, they were able to accomplish far more than generations before them. Coordination enabled the design and construction of breathtaking monuments, from the pyramids of Giza, the Mayan temple of Chichén Itzá, and the sprawling Angkor Wat to St. Peter’s Basilica and the Taj Mahal. Their complexity and sheer scale display our amazing ability to bring people together, in labor as well as worship, devotion, and love. Other feats of engineering that seemingly served more prosaic purposes also defined who could coordinate with whom. The Great Wall separated the Chinese empire from the encroaching Mongol hordes and kept a lid on centuries of Chinese technological advances in metallurgy and agriculture. When the Suez Canal opened in 1869, it cut the sea route from Europe to Asia by 30 percent and opened the floodgates to globalization.

The monuments to our power to coordinate are not limited to large physical structures. The library of Alexandria and its hundreds of thousands of scrolls, too, was a testament to human coordination, as it pooled the knowledge of the ancient world—it is said, by forcing visiting merchants to surrender their original books in exchange for a freshly transcribed copy. The revolutionary eighteenth-century Encyclopédie was a joint effort among many dozens of France’s greatest intellectuals, who gathered everything that they believed an enlightened citizenry needed to know into 71,818 articles, free from the stranglehold of a dictating authority (the Jesuits). Indeed, Wikipedia’s ability to effectively and efficiently coordinate hundreds of thousands of contributors to create more than 40 million articles in nearly three hundred languages is just the latest in a long line of collaborative projects aimed at capturing our understanding of the whole wide web of the world.

Even the pinnacles of scientific achievement—many of which we ascribe to a single mind—are often the product of coordination. Carolus Linnaeus may be credited with inventing the first taxonomic system to classify the planet’s life forms, but he depended on an extensive network of patrons, colleagues, and students to collect samples far from his native Sweden and its limited biodiversity. Without their help in creating this vast catalog, Linnaeus could not have made his argument that each species had unique characteristics and an “allotted place” in nature—concepts that directly led to the theory of evolution. The moon landing required not just one Neil Armstrong stepping into the powdery lunar dust or the staff at the National Aeronautics and Space Administration (NASA) mission control center commanding the launch of the Apollo spacecraft. It also required more than 300,000 mathematicians, physicists, biologists, chemists, engineers, and mechanics spread across dozens of labs, each playing his or her own small part, from developing a menu of foods to sustain people in zero gravity to setting up a communications link between the lunar module, mission control, and the White House to crafting the parachute that safely brought the astronauts home to the blue marble of Earth. Similarly, the construction of the Large Hadron Collider, which in 2012 detected the Higgs boson and helped solidify the Standard Model of particle physics, involved more than 10,000 scientists from over one hundred countries. We do not unravel the mysteries of our universe and our existence through the work of a single lone genius but rather through collaboration among many other individuals. As one of Linnaeus’s students put it, “He who holds the chain of things looks with grace upon each link.”

The varieties of human coordination are as diverse as human populations, from the web of reciprocal responsibilities and duties within a social network of family and kinship to the centralized command and control of an army to the collaborative peer production of encyclopedic projects and scientific experiments. “Coordination ranges from tyrannical to democratic,” wrote Yale economist Charles Lindblom. “My notion of a well-coordinated or organized society might envision a dominating elite—Plato’s philosopher-kings or an aristocracy, for example. Yours might envision egalitarian institutions.”

Human coordination rests on our faculty for communication. We acquired and developed complex languages to convey nuances and to enlist other individuals to help us reach our goals. We negotiate and forge partnerships through conversations, correspondence, and contracts. With the written word, we gained a tool for transferring information through space and time, giving us the means to express ourselves across miles and into the future.

Advancements in the flow of information often underlie a step-change in our coordinative capacity. Assyrian cuneiform enabled our ancestors to organize by recording harvests and transactions. Ships would not only return with precious wares from distant lands, they would also bring back information for armies and merchants. The invention of the telegraph, telephone, and other communications technologies—including the Internet—have greatly improved human coordination through effective communication. And societal institutions help humans coordinate through subtle communication: courts, for instance, send signals about how specific conflicts are settled, thereby reducing the incidences of future disagreements. In their own unique way, all these different ways of communicating influence our ability to coordinate.

Some tools of communication turn out to be better suited for a particular kind of coordination than others. For example, written notes take time to reach the recipient and require both sides to be literate and share the same language, but they can be very precise and detailed. A foreman at a factory floor can holler commands to a group of workers and thereby share information swiftly with a number of others, but there is a limit to how easily information can flow back. Similarly with mobile phones, it’s easy to reach someone with a phone (if there is network coverage), and the spoken give-and-take is more flexible and faster than written communication, but it’s harder to coordinate an entire group of people that way. Changes in how we communicate have had a profound impact on the way we coordinate.

THE MOST OBVIOUS WAY TO MEASURE SUCCESS OF OUR coordinated and cooperative efforts is in terms of effectiveness. Did we win the battle? Did we seat the capstone? Did we catalog all that is known about astronomy? Did we part the waters? Did we put a man on the moon? Effectiveness is about the ends, not the means: it’s about achieving the result, no matter the cost.

The pharaohs of ancient Egypt did not worry much about the cost of building the pyramids, nor did Emperor Qin when he led his army in the conquest of the Yue and Xiongnu tribes, expanding the Chinese state and building the first “long wall” to defend it. These leaders, and those following in their footsteps, were far more concerned with effecting their visions than with the price tag for doing so. Likewise, a community may decide to harvest a crop from a plot of land, even if this wastes a great deal of water. An army may want to win a war, even at the expense of a great number of soldiers. It doesn’t matter if it cost $10 billion to build the Large Hadron Collider, the scientists suggest, because the knowledge gained from it is priceless—it will lead us to innumerable other discoveries (but policy makers still worried about the cost).

The truth, of course, is that our resources aren’t unlimited. Only in paradise do milk and honey flow aplenty. Throughout the ages, resources have been scarce, and our means for utilizing them have been limited. Thus, for most of us, in most circumstances, it was never enough to simply reach a goal irrespective of cost; we had to accomplish our aims efficiently, avoiding waste. The very origin of the word economics—the Greek oikonomia, or “rules of the house”—refers to the ancient practice of managing an estate with self-sufficiency and frugality. In the early twenty-first century, with more than 7.5 billion people to feed, clothe, house, educate, and employ in the world, we are facing numerous constraints on crucial resources—not just natural resources but also those of money and time. More than ever we strive to coordinate efficiently through improved communication.

There are two mechanisms that have been absolutely critical in helping us coordinate successfully at scale. These amazing social innovations not only make it easy for humans to work together but also ensure that they do so efficiently. With them, we have been able to accommodate fast global population growth and breathtaking increases in life expectancy: just within the last five hundred years, the number of people inhabiting the world has grown almost twentyfold, and life expectancy has almost tripled. Accommodating so many humans, their needs and desires and their hopes and dreams, necessitates coordination mechanisms that are amazingly effective and astoundingly efficient. These two innovations represent a huge advance in our efforts to coordinate, and we have rightfully embraced them in countless settings and in most societies around the world. Both are so familiar that we often take them for granted, but they are crucial to what we have achieved. They are the market and the firm.

But while they aim to achieve the same thing—helping humans to coordinate efficiently—they do so very differently. One of the decisive differences is in the way that information flows and decisions are reached. In a market, coordination is decentralized. Individuals in the market gather and provide information and make decisions for themselves. In a competitive, well-functioning market, there is no single leader deciding what is being bought or sold and under what conditions, no central authority that tells people what to do and when to do it. Because coordination is diffused, markets are flexible and dynamic. Adding participants is easy. People can join or leave the market at will. As a population grows, the market grows with it; as people travel and communicate over increasingly long distances, the market encompasses outsiders and newcomers. As Charles Lindblom observed, through the market, coordination is possible not just on the level of a household or village but also on the level of a great city or society—without having to depend on just a handful of people to anticipate (or try to anticipate) everyone’s wants and needs. In other words, the market scales extremely well.

Market coordination takes place through transactions, when buyer and seller discover they have matching preferences and agree on the terms of a deal. Myriad transactions take place in markets around the globe every day. Each of us engages in dozens of them every week, from the coffee-to-go in the morning to purchasing a new dress at the mall or taking a date out to dinner. Globally, transactions worth well over $100 trillion take place every year, a figure that has grown by a factor of almost 2,000 since the 1500s. And every such transaction boils down to two parties communicating with each other. It’s an amazing feat—all achieved through a simple social innovation. The great Scottish philosopher Adam Smith coined the term “the invisible hand” to capture the essence of what makes markets work, nearly 250 years ago. But the simplicity of the metaphor conceals a complex and astonishing accomplishment that altered the conditions for coordination. It has to do with how much our goals have to be aligned for human coordination to happen.

In many instances, when humans work together toward a common goal, they must share that goal. One party needs to induce, cajole, persuade, and prod others to set aside personal priorities and preferences, if only temporarily. Where it works, it enables many to work together effectively, but keeping everyone on the same page for long is difficult, and joint efforts regularly fail. In the absence of persuasion, humans have sometimes resorted to cooperation based on coercion, not on choice. Even if that succeeds, it is neither morally just nor, as many coercive regimes have learned, particularly durable.

In contrast, the market does not require participants to share their individual goals for transactions to take place, nor is it based on compulsion; instead, participants are permitted, even encouraged, to further their own immediate interests by accepting only those transactions that they find personally advantageous. This process greases the machinery of human cooperation to everyone’s benefit.

The market is not the only social mechanism to enable coordination. It shares the limelight with the firm. Even though we often think of a firm as part of a market system, the truth is that the market and the firm adopt complementary and contrasting approaches to the problem of efficiently coordinating human activity. In essence, market and firm are rivals for our coordinative capacity.

The firm is no less successful in helping individuals coordinate with each other. In most countries, well over two-thirds of the workforce is employed by the estimated 100–200 million firms that exist around the world. Over the last decades, the share of people working in the private sector in many nations has grown, especially as employment by private-sector firms in high-growth countries such as China has skyrocketed. In the developed Organization for Economic Cooperation and Development (OECD) nations, almost four out of five humans work in a firm. These firms can be tiny, employing only a handful of individuals, or gigantic, like the US discount retailer Walmart, which employs more than 2 million people, or anything in between.

However, the firm—unlike the market—is an example of centralized coordination, featuring an equally centralized communicative structure. People come together in a firm to pool their efforts and resources, but their activities are organized and directed by a single recognized central authority. There is a relatively stable group of members, with participants clearly inside the firm for a period of time. Outsiders must be carefully vetted; newcomers must be thoroughly oriented. Individuals with relevant experience are charged with making key decisions with a specific goal in mind—typically, though not always, maximizing the firm’s profits for its owners and shareholders. Leaders may have expertise related to the firm’s competitive advantage or because they are good at motivating employees and persuading customers. Each member of the firm is given a clear set of responsibilities, and people are usually brought into the firm because their skills fit a stated strategy. Because of the division of labor, decision-making in most firms is hierarchical and centralized.

Henry Ford was a famous devotee of hierarchical, command-and-control management. When the first prototype of the Model T rolled off the factory floor, on October 1, 1908, the market for cars was just emerging. Ford’s success was related less to the design of the cars than to his control of the manufacturing process. Instead of having workers move from one car on the shop floor to the next, he had the workers remain stationary and brought the cars to them on a series of moving assembly lines. This and many other innovations cut the amount of time it took to produce a car by more than half. To solve the problem of the length of time needed for the car’s paint to dry, Ford used his own special recipe for japan black, a lacquer that dried in forty-eight hours, much faster than any other formula or color he tested. Ford’s approach to production slashed the price tag of one of his company’s cars to an affordable $825 when it was introduced in the market in 1909; by the mid-1920s, Ford’s Model T sold for less than $300.

Ford maintained strict rules, both on the factory floor and in his workers’ homes. When high employee turnover was threatening efficiency, he increased wages, implementing the “five-dollar day”—but the rate was only granted to those who met the standards of Ford’s “sociological department,” which gathered details about the character of employees and monitored their drinking, spending, and even their household tidiness.

Ford did not want to share decision-making authority with anyone. When the firm’s shareholders demanded a larger dividend, he borrowed money not just to pay the dividend but also to buy back the company, putting it under his sole control. When sales slumped in 1920, he shut down his manufacturing units for nearly six weeks and eliminated anything he viewed as waste, including 60 percent of the company’s telephone lines. By his reckoning, “only a comparatively few men in any organization need telephones.” After all, important information should flow upward—to him, in the head office—not laterally. The following year sales doubled, while prices fell. The company was back on track.

Many firms, and not just those in the automotive industry, have followed Ford’s model of combining the division of labor with centralized decision-making. These companies manufacture products within a tightly controlled, largely vertically integrated organization. Some critics of capitalism have argued that firms will increase in size and combine to form monopolies or oligopolies that may ultimately control the economy and undo the market as we know it. Although we have seen vast concentration in a number of sectors—from trains and steel in the late 1890s to huge conglomerates (sometimes called national champions) in the latter half of the twentieth century to digital behemoths such as Amazon, Google, Facebook, and Baidu in the twenty-first century—the firm hasn’t yet replaced the market. Firms and markets still compete against each other to predominate when efficiency matters. And in some sectors such as manufacturing, which were once dominated by firms, a shift is underway to organize through the market.

For example, in the 1990s a number of state-owned companies in China teamed up with the “big four” Japanese manufacturers (Honda, Kawasaki, Suzuki, and Yamaha) to build motorcycles for the growing Chinese domestic market. The Chinese companies licensed the designs from the Japanese developers and, like the Ford Motor Company, built each part to exacting specifications. But at around $700, despite being much cheaper than the equivalent models manufactured in Japan, these motorcycles were still well beyond the budget of most Chinese citizens. According to researchers John Seely Brown and John Hagel, after the government opened up the industry to small entrepreneurs, several companies clustered in Chongqing Province broke away from the licensing system in an effort to create a less expensive process that would make motorcycles affordable to the masses. Instead of looking for ways to decrease the expenses in their own factories, these companies decided to buy and assemble parts made by others. They went to the market.

First, the assemblers broke down the design of the most popular motorcycle model into four basic modules, each made up of hundreds of components. They then distributed sketches of these modules to every possible parts supplier, leaving almost all the details out. Potential suppliers had to ensure that their parts met basic standards for weight and size and worked seamlessly with the other parts in the module. Beyond that, they could make any improvements in the design they wanted to, especially if they reduced the cost—to themselves, to the assemblers, and to consumers. The assemblers didn’t dictate anything. Perhaps most un-corporate of all was the fact that there were plenty of decision makers in the manufacturing process—all of them on equal footing.

Many of the assemblers also made it clear that they were not going to enter into exclusive contracts with any one supplier. That would be too constraining. They wanted the freedom to buy the same or similar components and modules from multiple sources, to be able to switch and swap based on availability and demand, and to respond to new information about the features consumers found most appealing. With millions of interchangeable parts being churned out in Chongqing, even small “mom-and-pop” shops could get into motorcycle assembling, dramatically expanding the number of market participants.

Using this modular, market-based production process, the price of a motorcycle plummeted to under $200. By 2005, Chinese manufacturers accounted for half of the global production of motorcycles, and in several emerging markets, they overtook Japanese brand names. Honda’s sales fell from 90 percent to 30 percent of the market in Vietnam within only five years. The Chinese had not only deconstructed the basic architecture of state-of-the-art Japanese motorcycles, they had also deconstructed the basic organizational architecture of motorcycle manufacturing. Rather than opting for a firm’s centralized control and vertical integration, they succeeded by drawing on participants in a market to efficiently produce affordable motorcycles.

Decentralized and diffuse or centralized and hierarchical? This is the choice we face when we want to coordinate efficiently. Do we opt for the market or choose the firm? Each offers unique qualities, and each differs starkly from the other. As much as they are complementary at times, there is no question that markets and firms are two distinct social innovations, two powerful mechanisms that help humans coordinate with each other, two amazing strategies competing fiercely with each other.

The key difference between the market and the firm is in the way information flows and is translated into decisions, and by whom. This is reflected in their structures: the market mirrors the flow of information from everyone to anyone and the decentralized decision-making by all market participants, much as the hierarchical firm mirrors information streaming to its center, where leaders make the key decisions. Of course, not all car manufacturers work like the Ford Motor Company, and not all markets exactly resemble the one for motorcycle parts in Chongqing. Diverse contexts have produced a variety of well-functioning structures in firms and markets.

More important, at different times the market has had a competitive advantage over the firm, and vice versa. Since the beginning of the nineteenth century, and propelled by new methods and tools that have advantaged the firm’s specific structures for information flow and decision-making, the firm has risen dramatically in importance.

This advantage, we suggest, is not only temporary, it is already coming to an end. The data age has introduced an unprecedented counterforce that will push the market forward, opening not only a new chapter in the age-old competition between market and firm, but also offering society a vastly more efficient way to coordinate its activities. To appreciate how this has been possible, we need to first understand the information flows and decision-making processes in traditional markets.
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MARKETS AND MONEY

IN THE EARLY MORNING HOURS DURING FISHING SEASON, hundreds of boats push out from the towns and villages of the state of Kerala, on India’s Malabar Coast. Because the fish they catch—primarily sardines and mackerel, mainstays of the local diet—must be sold and used relatively soon after being brought to shore, numerous markets have sprung up in villages along the coastline.

For hundreds of years, Kerala fishermen were confronted with two basic choices when it came to selling their fish. On a particularly successful day, when a fisherman pulled in a great haul, he would have no idea whether other boats working in the area were having just as much luck as he had, but he would know there was a chance of it. This forced him to make a risky calculation: he could steer his boat to the closest market, which would cost him the least amount of time and energy. But when he got there, he might find himself competing with many fishermen and get little in return for his day’s work. There was even the possibility that by the time a fisherman landed his boat, the local demand would have been fully satisfied. Then he’d get nothing at all.

Alternatively, the fisherman could gamble and land his boat farther down the coast, incurring a greater expenditure of time and fuel. However, if other fishermen were making the same calculation, there was no guarantee that the distant market would be any better than the close one. And once he chose his market, he was basically stuck with it. His fish could very well spoil during the time it would take to travel up and down the coast looking for buyers. Thus, if a fisherman couldn’t sell his catch at the market where he’d landed, he would usually just throw it away.

Yet often, as it turns out, there were buyers nearby—less than ten miles away, in some cases—who weren’t able to get fish and were willing to pay a premium for it. The fishermen just didn’t know it. Neither did the buyers on land know how much fish would be available. Their only choice was to trust what was already on offer. As a result, prices for fish were incredibly volatile, with wild swings in each local marketplace—an indication of huge inefficiencies in the market overall.

Then, in 1997, mobile phone towers were installed in a series of coastal towns, extending reception well into the sardine and mackerel grounds offshore. Soon, as Robert Jensen, a professor at the University of Pennsylvania’s Wharton School, has explained eloquently, the fishermen were transacting with buyers while they were still out on the water. As information about the supply and demand for fish in various markets got distributed more widely, market volatility plummeted. Thanks to a better flow of information, the market became vastly more efficient.

The story of the Kerala fishermen adopting mobile phones has been described as a case of empowerment through digital technologies, and as a compelling demonstration of the importance of information to the success of a market. For us, however, though correct, these characterizations miss a crucial point: not every digital technology empowers market participants, nor will an additional information flow necessarily improve markets. Whether a particular technology furthers the market by enabling new information streams depends on how well the specific qualities of that technology are aligned with the informational structure of the market.

For the Kerala fishermen, mobile phones were such an empowering communication tool because they enabled one-on-one conversations with their potential buyers. This led to more and better transactions, greatly improving the working of the market. In contrast providing fishermen with a gigantic megaphone to advertise their catch to the markets on shore would not have helped much, as information would have flown in one direction only. And if everyone had a megaphone it would have been nearly impossible for a fisherman to communicate with any one buyer. With mobile phones, information about product and price—the crucial pieces of information needed in conventional markets—could be exchanged swiftly. Communication was efficient and timely. The secret of success was the excellent fit between what mobile phones enabled and the kind of information flows—simple, fast, two-way, and across distance—the market needed.

IN THIS CHAPTER, WE WILL EXAMINE HOW THE STRUCTURE of the market is linked to information and how that information flows, how it is translated into transaction decisions, and how the information role of money has been decisive in making traditional markets successful—up to a point.

The fundamental principle of the market is that decision-making is decentralized, and so is the flow of information. People evaluate the information available to them and use it to make decisions that benefit them. Information flows from everyone to everyone.

Of course no one in the market can know everything—but the market does not require omniscience. When participants learn new information, it influences their priorities and preferences, which in turn are reflected in the choice of transactions they engage in as well as those they forgo. For example, if a vendor in a farmer’s market routinely proffers bad apples, buyers will choose to patronize a different stall the next time they want to buy fruit. Shorter lines in front of that vendor’s stall signal the decision of some buyers to purchase their apples elsewhere. Customers don’t have to try the apples at every stall to get a sense of each vendor’s standard of quality; they can use the length of customer lines as a proxy. It’s not perfect, but it’s a good and quick first approximation. Information leads to efficiency gains, not just for the market as a whole but also for individual participants. It beats having to investigate every potential transaction partner in the market by yourself.

Decentralized decision-making helped by a wealth of information has another important advantage: it mitigates the effect of bad decisions. When a central authority is making a decision for everyone, a lot depends on the authority getting this decision right. In the market, on the other hand, the consequences of a single bad decision are comparatively local. If one person makes a wrong choice, the market as a whole does not collapse; there is no single point of failure. This makes the market quite resilient. And the bigger the market and the more diverse its participants, the more resilient it becomes. Once an individual discovers she made the wrong decision, that will likely be factored into her future decisions, which in turn sends signals to the market. Because of such informative signals, not just the individual but also the market learns—not in a controlled, linear, or clearly predictable fashion, but it learns nonetheless.

Occasionally far more than a few people make the same mistake, and the market suffers. Cascades of bad information can lead to bubbles and sudden crashes. But in markets that are working well, these systemic blunders are rare relative to the volume of transactions. In the words of economist and Nobel laureate Friedrich August von Hayek, “The market is essentially an ordering mechanism, growing up without anybody wholly understanding it, that enables us to utilize widely dispersed information about the significance of circumstances of which we are mostly ignorant.”

There is a critical link between market efficiency and information flows, and the experience of the Kerala fishermen is a powerful illustration. Information can make or break a market—not only does information have to travel throughout the market, but it must travel at low cost. Each additional ounce of effort and each extra penny expended in the pursuit of necessary information makes the market a more expensive mechanism for human coordination. Little would have changed for the fishermen in Kerala, for example, if placing a call from their mobile phones had cost more than they earned for a day’s catch or if technical problems had forced them to dial dozens of times before they could get through. And every additional cost that turns into a reason for market participants to not pursue a piece of information increases the number of bad decisions.

Of course it is only in ideal markets that each participant always has all the information she needs. The reality is more challenging. Some participants, for example, may not reveal their preferences openly, in order to strengthen their negotiating positions and force a better deal. This may sound like a sensible strategy for an individual, but if it is widespread, it hurts everyone by making it difficult for others to process the information being shared. Moreover, if market participants have to assume that others are not transparent, they must factor this into their decision-making. In his classic example of information asymmetry, George Akerlof cites the market for used cars. Because it’s difficult to inspect the condition of every component of a car without disassembling it, buyers cannot really ascertain if a car they are considering purchasing is a “peach” or a “lemon” at the time of the transaction. As every used car in the market could potentially be a lemon, buyers are less inclined to pay extra for a purported peach, while sellers who actually have a car in great condition must absorb the market’s informational inefficiencies, and in most cases they either decide not to sell their cars or to sell them for less than they feel they’re worth. As a result, fewer peaches are offered for sale, which reduces buyers’ options in the market. This “lemon problem” highlights how a lack of information in the market leads to a decision-making dynamic that hurts not just individual participants but the market as a whole.

There is still some disagreement among economists concerning how much information an efficient market requires. As we have seen, if there is too little information, bad decisions will result. But the reverse can pose problems, too: in a market where everyone knows everything about everyone else, participants with new ideas may not be able to profit enough from them before copycats appear and free ride (hence the perceived need for intellectual property protection). And if everything is communicated to everyone, the sheer volume of information might be too difficult and costly to process.

Still, the overwhelming view among economists is that in markets, more information trumps less. This is why rules mandate the sharing of information in many markets. In the United States, for example, people selling their cars are required to inform buyers of any major accidents the car has been involved in. Companies listed on the stock market are required to file quarterly financial reports with the stock market regulator, which are then made public. Banks and investment funds, too, must comply with stringent reporting obligations (although, as we have seen in the subprime mortgage crisis, if they bury pertinent information deeply enough, potential investors may not notice). In many jurisdictions, doing business directly with consumers obliges the seller to fully disclose any unusual contractual terms before concluding a transaction. And companies operating in certain sectors, from pharmaceuticals and health care to education and air travel, are required to provide additional information to regulators and the public.

Even when an individual doesn’t intentionally withhold information, there can be obstacles to its free flow. When a piece of art sells at a flea market price and then turns out to be a valuable original, the information about the true value of the goods has somehow gotten lost, and a transaction takes place that shouldn’t. In such cases, one side suffers a financial loss. Such informational failures can lead to more tragic consequences, when important—even life-saving—insights are available to a limited number of people but do not spread fast enough to reach the people who urgently need them.

Consider the case of Vicki Mason, a young British woman pregnant with her first child in the autumn of 1961. To counter her morning sickness, she took a new sedative from a German pharmaceuticals company, Grünenthal, which had a flawless reputation. It had been suggested by her doctor, and it appeared to be so risk free that the British government was allowing a subsidiary of the beverage company Distillers to distribute it over the counter. By the time Vicki started taking the new drug—also known by its generic name, thalidomide—a German doctor, alarmed by the growing number of babies being born with misshapen limbs, had started actively investigating the connection to the drug’s use. By mid-November, he informed Grünenthal of his findings and by the end of the year, thalidomide was no longer available for sale in West Germany or the United Kingdom. Vicki’s daughter Louise, born in June 1962, was the last British “thalidomide baby” to survive beyond infancy. Vicki Mason had no way of knowing that she was making a horrific mistake when she decided to take Grünenthal’s drug. Data on the side effects had not reached her or her doctor in time. Eventually, important information may spread to all corners of a market, but if it isn’t available in time for those facing a decision, it may lead to grave errors.

LACK OF INFORMATION, HOWEVER, ISN’T THE ONLY challenge. For decades, economists have presumed that transactions are the outgrowth of rational calculations. If a person prefers bananas over apples, for example, and is offered both at the same price, she will choose to buy bananas. Decisions were seen as the logical consequences of a person’s preferences and constraints—of what was demanded and what could be supplied. As it turns out, however, market participants make far more bad decisions than one would expect. Sometimes this is engineered by marketing tactics. When shopping for groceries we buy more when shopping carts are bigger. We buy more cheese than we actually need after a charming salesperson offers us a few bites to taste. And many of us give in to temptation and buy the candies, gums, and magazines out of boredom while waiting on the checkout line. Our transaction decisions are clouded by human irrationality.

Even if we aren’t exposed to any such persuasive marketing efforts, we can become overwhelmed by the complex task of matching our preferences with what is available on the market. Suppose we prefer bananas over apples, but also organic over conventional and ripe over green. How would we choose between green conventional bananas and ripe organic apples? It isn’t a simple matter of weighing the pros and cons for each choice: we also have to weigh them according to their importance. Quickly we’ll face a pretty vexing decision. Although knowing more about our preferences and options is helpful in general, having to actually weigh, factor, and compare this information in all its dimensions (not just the type of fruit but also its ripeness, how and where it was grown, and perhaps its sugar content, nutritional value, and shelf life) may overwhelm our mental capacities and lead us to make decisions that aren’t entirely rational. It may not matter that much when we choose a fruit at the supermarket. But it matters quite a bit when we are faced with more consequential choices: what hotel we book for our annual vacation, which new car we purchase, what house we get, which school we pick for our children, or what medical treatment we choose may hinge on our successful processing of many different dimensions of preferences.

Sometimes sellers deliberately make it hard to assess and compare the products and services available by adding even more dimensions or by providing information for each dimension in nonstandard form. Think of insurance policies. Deciding well in these circumstances is hard. Except when it comes to recognizing visual patterns, the human brain isn’t very good at processing huge amounts of information. In experiments, psychologists have found that humans are only really able to juggle about half a dozen distinct pieces of information at the same time—not even enough to be able to compare and contrast three characteristics of three different products.

It’s a frustrating conundrum: on the one hand, we yearn for more information to assess our options and transact wisely; on the other hand, we are being overwhelmed by information, fail to process it successfully, and risk making a less than optimal choice. We may not like it, but in such situations, sometimes we find ourselves stymied: either we know too little and thus can’t recognize the most appropriate choice, or we know so much that, overwhelmed, we choose poorly.

The excessive cost of information and our limited capacity to process it often lead us to make mistakes. Yes, if we know and try hard, we may control our temptation to buy those supermarket candies. But we can’t as easily overcome the limitations that are hardwired into our brains when comparing multiple items along multiple dimensions. This limits our ability to make the most of markets. Even if we discover an inexpensive, fast way to communicate relevant information, we are still restricted by our cognitive abilities; and even if we augment our cognitive capabilities, it is not enough if information does not reach us or does so too slowly or at too high a cost.

Yet as intractable as this challenge may sound, a fix is available that mitigates these problems, and we have been using it for millennia: money.

“MONEY IS THE ROOT OF MOST PROGRESS,” HARVARD historian Niall Ferguson wrote in his widely acclaimed work The Ascent of Money. Money’s importance is directly linked to its utility. Its obvious role is that it stores and holds value. When trade was transacted with gold and silver coins, this seemed self-evident; precious metals are rare, so coins made from them are valuable. But money has another role. With money, we can condense information about our preferences into price and this information can be conveyed and processed by humans much more easily.

Using money and price we make markets work. Money acts as a standardized yardstick to denominate the value of goods and services, allowing people to size up dissimilar items, to compare apples to oranges, coffee mugs to teacups. In the absence of money, when individuals bartered in the market, they had to come to some agreement about how much of one good should be exchanged for how much of another. That was terribly difficult without an accepted common denominator. It created unpredictability and made it difficult to correlate transactions. Knowing that an individual traded a knife for a fur coat is not much help to someone wanting to trade a slab of reindeer meat for a vessel full of fish oil. Bartering provides little information to anyone who isn’t trading in exactly the same entities. With money as an accepted yardstick, however, negotiating transactions not only got easier, but the information generated from such transactions could be shared. Through money and price, transactional information got a standardized language that market participants understood. Goods and transaction partners varied, but the informational value of each transaction persisted in an easy-to-understand vernacular, to inform and enlighten the market.

This offers yet another advantage. Throughout his life, Friedrich Hayek celebrated the vital role of price in markets. Hayek’s deep appreciation for price rests on the fact that as transaction partners negotiate, they have to take into account all the information they have at hand, including their priorities and preferences, and condense them down to a single figure. Let’s say a skilled cutler wants to sell a knife that took her a long time to make. She will factor that into the price she wants to get for it. She’ll also consider how many knives are available on the market and the price they typically sell for. She’ll look at their quality and compare that to the quality of her own knife. Only after she has considered these various elements will she announce a price. A potential buyer will go through a similar process of collecting and analyzing information within the market. Then buyer and seller will either strike a deal—because their prices match—or they’ll haggle and negotiate, perhaps gaining further information or changing how they weigh the information they have and adjusting their prices accordingly. If they agree to transact, it sends a signal to the market about the value of the knife. If they don’t, that also sends a signal—about the fact that buyer and seller value the knife differently. Rather than spending time communicating a multitude of needs and wants, we communicate a price. It encapsulates our preferences and priorities into a single unit of information.

The efficiency of the market is reflected in the simplicity of prices as conveyors of information. “In a system where the knowledge of relevant data is dispersed among millions of agents,” Hayek said, “prices can act to coordinate the separate actions of different individuals.” Price greatly reduces the amount of information that needs to flow through the market; the information is compressed into a single figure for which traditional communications channels are sufficient.

With money, market participants not only know what something is worth on the market. Once we put a value on something, using money, we can trace that value; we can record and compare value over time, thus creating an informational link between the past and the future, and maintaining an external, more objective basis for mutual trust among market participants. Recording monetary values, and thus sustaining trust, is what lets us keep an open tab at our favorite pub and lets dealers maintain a line of credit with their suppliers.

Money may not have been invented to facilitate transactions on the market (scholars of money point to numerous roles money has played outside of an economic context). But it surely has made markets work more efficiently. At first, market currency was a widely agreed-upon placeholder, often a commodity that already carried some intrinsic value. For example, almost everywhere, at some point cowrie shells were used, and in parts of Asia, Africa, and Europe, salt was widely accepted as payment (the term “salary” has salt as its root), probably because of its nearly universal demand as a food preservative. The conquering generals of Rome collected grain as taxes. In Latin America, cacao beans were common currency—an early chocolate money with a bit more bite. In North America, animal skins were often used, the origin of the term “buck.” Already expressing the value of goods in such standard terms conveyed important information on markets.

But money does not need to be worth something in its own right. Indeed, it is much better when money serves primarily, if not exclusively, as the language in which market transactions are being conducted. When we exchanged commodities such as barley for goods and services, the underlying material could always be kept for its own sake rather than used in a transaction. It had intrinsic value. Gold and silver may not have been directly useful, but these precious metals were rare and shiny; much like diamonds, they turned into sought-after possessions. With the shift to base-metal coins and paper, we moved away from denominating value through a good that was intrinsically valuable. Initially, currency-issuing nations believed they had to prop up their money by guaranteeing that it could be exchanged for gold or silver at a fixed rate. When that practice ended, around the beginning of the twentieth century, money became purely informational. Today, money is moving from the physical to the virtual—the digits signaling a transaction in our bank accounts, the bits denoting an entry into Bitcoin’s ledger—further emphasizing money’s informational role.

In our daily lives, we may often overlook the informational function of money and price. After all, we are usually far more interested in completing transactions—getting the food to feed our family, purchasing the home to shelter us and our loved ones, or buying the car to get us around—than in focusing on the details of the transaction process. And yet, without the flow of information that money and price enable, we would be ignorant about what others have to offer on the market and incapable of comparing and evaluating quickly and with ease. Money and price are the infrastructure, the conduits of information, that make the market work.

But money and price do much more than streamline information flows; they also simplify transactional decision-making. If we have difficulty comparing and evaluating goods and services across many dimensions, the shift to a price—a simple figure—eases our cognitive load. Just imagine for a moment a world without money: say you want to purchase a loaf of bread, and one baker offers it to you in exchange for a pound of butter, whereas another wants a crate of apples. How would you go about comparing these two offers? In fact, how would you even have gotten the information on what the bakers want in exchange for their goods? If markets have great potential for coordinating human activity but are saddled with the practical problems of costly information flows and cognitive information overload, money-based markets realize this potential by reducing flow and simplifying processing of information to an acceptable level.

It is thus no surprise that money-based markets have been enormously successful and form the core of economic activity in most nations around the world. In fact, money-based markets are indelibly woven into the social fabric of nearly every culture on the planet. We’re so trained to think in terms of price that when we hear about a new product or service, we almost instinctively ask for its price in order to evaluate and categorize its relevance and value to us. We have become so infatuated with markets and money that we have introduced them in areas quite remote from conventional economic activities. We purchase “winks” to indicate interest in another person on online dating sites. Firms buy and sell pollution certificates to manage fossil-fuel use. And we set up so-called prediction markets to pool (through money and price) available information on everything from Hollywood box-office receipts to the outcomes of presidential elections.

In every one of these marketplaces, price is the key enabler. Consider prediction markets. When participants share their forecasts of a future event, they essentially pool all the information they have. But how do we know what information is accurate and relevant, and what isn’t? Averaging all the information we have will not necessarily lead us to the truth. Asking more people and counting views equally is no surefire method to get closer to the truth, either. As the Marquis de Condorcet showed more than two hundred years ago, adding more people only helps when each new person has a better-than-even chance to know the truth. However, when a prediction market allows participants to trade with real money, the overall prediction often improves. That’s because those who are confident about the rightness and relevance of the information on which they’ve made their prediction are more willing to put more money behind their “bet” to maximize the payoff they get if they turn out to be correct. They put their money where their mouth is. As a result, their transactions signal the perceived quality of their information, and their view is weighed more heavily. This does not guarantee that all of the predictions in the market will be correct—far from it—but it is eminently better than giving equal weight to every bit of information.

Google’s experiments with prediction markets are but one real-world example of the power of combining markets with money to generate more accurate forecasts of future events. Since 2005, employees at the company have been asked to answer questions about potential developments in the tech industry and the world in general. For instance, they may be asked, “How many users will Gmail have at the end of the quarter?” or “Will a Russia office open?” and are offered a range of defined responses. Employees participating in the prediction market are given a wallet of “Goobles” to spend on their answers. If they choose the correct answer, they earn profits in Goobles, and at the end of each quarter, everyone can trade in their Goobles for raffle tickets. Thus, market participants have an incentive to spend Goobles only on predictions when they think they have a pretty good sense of knowing whether they’ll come to fruition, because that increases their chances for a reward. The price incentive works: the markets have proved quite good at gauging the probability of events related to Google projects, thereby facilitating the flow and processing of information.

These and similar experiments have bolstered the view that the combination of markets and money offers an outstanding way to coordinate human activity. Much time and effort has been spent on improving money-based markets by enabling price information to flow even faster, by making price comparisons even easier, and thus, generally speaking, by lowering the overall cost of the system. When the first issue of the product-comparison magazine Consumer Reports was published in 1936, as the world struggled to recover from the economic distress of the Great Depression, its founder believed that there needed to be more aggressive reporting than there had been in the past—more information flow. Newspapers and specialty magazines followed suit, covering everything from the most effective laundry detergent to the best cars, cameras, and computers in various categories and classes. These information intermediaries provided comprehensive reviews and extensive tables breaking down the various product features and components and comparing them side by side. But for all their detail, the reviews almost always appeared under a big, bold headline that stated the case very simply: they listed the top three to five items based on value—the “biggest bang for the buck.” Money and price were just too obvious, and readers too well accustomed to their alluring simplicity to push those concepts aside.

Internet price comparison sites and apps that let users find the best deal in absolute or relative terms—including PriceGrabber, Which?, Confused.com (for cars and insurance), Kayak (for travel), and of course Google Shopping—are digital descendants of these information services. So, too, are browser plug-ins and apps such as InvisibleHand and PriceBlink, which can search in the background as you visit Amazon, Walmart, and other retailer sites and notify you if a lower price is available anywhere on the Web. They, too, focus on price, taking for granted that the less it costs to discover and compare prices, the lower the overall cost of transacting on the market; and everyone wins.

PRICE-BASED MARKETS ARE THE ESTABLISHED ORTHODOXY. We are accustomed to them. They do the job. But condensing countless dimensions of information into a single figure hardly seems the right choice for an information age, for an era characterized by astonishing improvements in our ability to communicate and process lots of information.

A system based on money and price solved a problem of too much information and not enough processing power, but in the process of distilling information down to price, many details get lost. Just as a tiny thumbnail JPEG image on the Web offers only a very coarse representation of the original, but is the best we can do given the constraints of technology, we embraced price because we had not found a way to devise another means for decreasing the cost and difficulty of handling richer information flows. But price is compromised by the very fact that it abridges the information available to the market.

For example, your willingness to buy a pair of shoes at a particular price may reflect the urgency of your need, how well you think the shoes are manufactured, and how much you (and your peers) like the style. To some extent it is also a product of how much money you have available to spend at a given moment in time rather than, say, a week or a month in the future. In theory, these nuances are reflected in the amount of money you’re willing to pay for the shoes. But no seller can intuit from that figure how much weight you assign to each of those factors. Usually the best a seller can do is analyze total sales by price and volume—that is, in a huge, amorphous aggregate—and adjust prices up and down in an effort to match demand and move inventory.

Say that you spot a pair of shoes in a store window. The style is exactly right for you, but you’re not that happy with the color. You’d be willing to buy them as is if the price were just a bit lower. Or if they were available in the color you like, you’d be willing to pay more than the advertised price! Frustrated, you walk away—not knowing that the same style in the color you want can be bought at a shop you’ve never visited. In another scenario, perhaps the style and color and fit are perfect, but you don’t have enough money to buy the shoes on the spot. Two weeks later, flush with cash, you return to the store and discover that the seller had reduced the price because the shoes weren’t selling fast enough. Now the shoes are out of stock in your size. If the woman who owns the store had known you well enough, she might have been happy to sell you the shoes on your first visit with the promise that you’d pay her within two weeks, especially because she would have gotten a higher price from you than she got from the eventual buyer. In these cases, the market outcomes are inefficient, because price does not adequately convey enough information about the buyer’s and the seller’s priorities and preferences.

Over the centuries we have developed ways to deal with some of the consequences caused by the lack of detailed information in a price. For example, if you want to buy something immediately but don’t have the cash, you can choose to use credit (if you are creditworthy). Or, with the help of a smartphone, we may search for and discover another shop stocking what we want in the right size and color. Likewise, producers and sellers conduct surveys to determine which aspects of a style—the brand name, the color, the shape, the fit, and so on—are most appealing to their preferred customers and adjust their production levels and prices accordingly. But even though these tools are useful in teasing out the different components of price, they also increase the cost of a market transaction.

Worse, such information reductionism also fails to significantly reduce the difficulties of choosing that afflict every human being participating in the market. Having less information to process does not automatically lead to better decisions. In fact, by condensing information into a single number, we become vulnerable to several well-documented biases that plague our decision-making. Smart marketers exploit this, attempting to distract us from rational evaluation and refocus us on price. Prices ending in nines are good examples, making us believe that something is cheaper than it actually is.

In January 2010, Steve Jobs took to the stage in his familiar black mock turtleneck to announce the iPad. He asked the crowd, “What should we price it at? Well, if you listen to the pundits, we’re going to price it at under $1,000, which is code for $999.” The price flashed up on the screen behind him. But, Jobs continued, Apple had aggressive cost goals for the iPad, and the company had met them. Accompanied by the sound of shattering glass, the $999 figure was replaced on the screen by $499—the retail price of the first iPad. This wasn’t merely a glittering spectacle on Jobs’s part; he was “anchoring” the value of the iPad in people’s minds to an artificially high price point, prompting them to view it as relatively affordable, regardless of how well its features compared to those of similar products.

We like to think that price allows us to compare apples to apples, but behavioral pricing expert Florian Bauer, of the consulting firm Vocatus, maintains that sellers often use price to deliberately obscure information that would improve market efficiency. This can make us think we are comparing apples to apples when we’re really asked to compare apples to bananas or oranges. Steve Jobs used this trick when introducing the iPad.

Our reliance on price thus can lead to inefficiencies in the market that hinder our ability to coordinate. When companies devise different bundles of goods, each of which is assigned a single price, for us to compare and choose from, we are so conditioned to focus on price that we give less, if any, weight to the underlying differences among the bundles. Unfortunately, as a result, our decisions are flawed: we agree to an expensive purchase when a cheaper option is available, not despite but because of the simplicity of price and the fact that it plays to our biases.

This kind of manipulation has tangible costs. Although the pricing of its new tablet is important for Apple, the flawed choices that ensue are limited in number and effect—but when too many market participants fall victim to the same flawed decision-making, economic disaster may ensue. The subprime mortgage crisis of 2007–2009 has often been characterized as the result of unethical bankers colluding with corrupt analysts at rating agencies to sell risky investment products to ignorant investors, while regulatory agencies looked the other way. There’s certainly a lot of evidence for such a view. But there may be another way to interpret this unprecedented obliteration of capital—as a toxic combination of opaque information and deeply flawed human decision-making.

Around the beginning of the new millennium, “innovative” financial institutions began to bundle together subprime mortgages—those carrying a higher risk of default—with other mortgages into securities. The elevated risks associated with the resulting new products weren’t exactly a secret, but they were captured in technical language and buried deep in public filings that very few people ever cared to read. Rating agencies, tasked to read the fine print and to evaluate risk, failed to act as “canaries in the coal mine.” Without easy access, the available information did not get adequately reflected in the price of the securities. Investors, meanwhile, who were longing for healthy profits in what seemed like a robust housing market, had no obvious reason to worry. When a growing number of homeowners began to default on their payments, it caused a domino effect. In the end, trillions of dollars of value had evaporated, caused at least in part by obstacles in accessing information and blunders in using it. The subprime mortgage crisis is also an indictment of conventional money-based markets and their inability to foster appropriate information flows and facilitate the transformation of this information into well-grounded decisions.

Money eased the exchange and evaluation of market information for many centuries, by collapsing a great deal of it into price. But in large part, those coveted greenbacks paper over the fundamental challenge of taking highly condensed information and translating it into transaction decisions. Money-based markets are fraught with inefficiencies, and these are felt in how well or how badly the market fulfills its promise of coordinating human activities to everyone’s best interest. Today, thanks to a number of recent innovations, the market is poised to evolve, leaving behind the straitjacket of money and price, of constrained information flows and crippled decision-making.
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DATA-RICH MARKETS

“NOTHING ANYONE DOES WILL SEEM THAT CRAZY anymore.” That’s how Jason Les described playing poker against Libratus.

Jason Les is one of the world’s top players of heads-up no-limit Texas Hold’em, a version of the game with no limits on bet sizes that has made some people rich and impoverished far more. Soft-spoken, like many professional poker players, Les is a guy with strong analytical skills. In January 2017, he and three other poker pros sat down at their high-stakes tables in Pittsburgh’s Rivers Casino for a showdown with Libratus, poker’s new whiz kid. They played 120,000 hands one-on-one against Libratus over the course of three weeks. Like the very best poker pros, Libratus remained cool despite the pressure: no “flop,” no “turn,” no “river” rattled the newcomer. But unlike a typical poker celebrity, Libratus wasn’t flashy. That’s not on the menu for a machine learning system combined with lots of data and housed on a supercomputer at Carnegie Mellon University (CMU).

Libratus’s human opponents worked hard to detect quirks and patterns in the computer’s style. Two years earlier, in 2015, four poker pros, including Les, had competed successfully against Libratus’s predecessor, Claudico. Built by Tuomas Sandholm’s team at CMU (which also built Libratus), Claudico had difficulty calculating the likelihood that the pros were bluffing. This led it to place suboptimal bets in a significant number of deals. Each night, while looking through the printout of the hands they played, Les and his fellow competitors spotted weaknesses in Claudico’s strategies. The following day, they took advantage of them.

Against Libratus, however, their approach was ineffective. Libratus was just getting better and better as the tournament advanced. As Les noted, “We did have the impression Libratus was adjusting to the way we played over the course of the competition. At the end of the competition, we discovered that it was improving, but not in the way we thought. It was learning all the unusual bet sizes we were trying, plugging its own holes every night as the event progressed.”

Libratus had played trillions of hands against itself over several months to prepare for the 2017 tournament. As the system learned, its ability to detect human bluffing had dramatically improved, allowing it to find the optimal bet that would win any given hand—because its opponent either folded or held weaker cards. Reflecting on Libratus’s behavior, Les said: “It is completely unaffected by results and always consistent in strategy. If we were to describe a human this way, we would call him a machine.” Of course Libratus has no emotions, so it doesn’t hesitate to place huge bets, even when it has a bad hand. In 2017, the humans had finally met their match: Libratus racked up more than $1.7 million in chips and won the tournament decisively.

Poker is a beautiful game, not least because it involves a combination of psychology, probability, and game theory. Excellent recall, numeracy, and rational thinking form the foundation of every good poker player’s skill set. But these attributes aren’t enough. Professional players must also possess superb communication skills. At the table, they must read the “tells” of their opponents—not just how they sit, squint, or hold their cards, but also what their betting behavior signals (the latter is what Libratus and its opponents had to focus on). At the same time, they must offer very few tells themselves—and sometimes fake them in the hope that their opponents might take the bait.

In these and many more ways, poker is much closer than more symbolic, abstract games such as chess and Go to our real-world experiences of strategizing, signaling, negotiating, and transacting on the market. The elements—wagers of real money, the buzz of strategy and bluff, the subtle dynamic of reading and sending signals—feel very familiar. Thus a computer that beats champion poker players at their own game stuns us. How unique are humans in their ability to wheel and deal, to strategize and communicate?

Libratus’s impressive victory indicates that a computer may be capable of transacting in the marketplace better than we can or, at the very least, that a computer can greatly aid humans in conducting market transactions—not because it runs more calculations per second than our brains do but because, unlike humans, its decisions remain unclouded by human cognitive constraints.

Consider betting strategies: most human poker players do not see the logic in betting a huge amount to capture a small pot. If a player places a huge bet for a small pot, the opponents generally assume the bettor doesn’t understand the game or is bluffing badly, because the bet will almost certainly stop the opponents from betting more and will limit how much money the bettor can win. Libratus, however, regularly placed huge bets, and in the end the strategy paid off richly. Numerous cognitive biases—from misjudging risks and sticking to a strategy even in light of new information to an imprudent disregard for small wins—cloud a human’s decision-making and militate against huge bets for small pots (among other things). In contrast, Libratus reevaluated its strategy after every move, spent nights methodically revisiting the hands of the day, deducing behavioral patterns in its human opponents, and honing its own strategy to exploit them. And Libratus stubbornly crunched through huge volumes of data that overwhelm human decision makers. In consequence, Libratus won far more often than any of its human opponents, even if the average individual wins weren’t spectacular.

By combining a reevaluation of strategy with learning from the past, Libratus could “see” the tournament not simply as a large number of individual encounters, but as sequences of games that reveal an opponent’s behavior and weaknesses without locking Libratus into a prohibitively fixed model of human behavior. It’s a kind of strategy that smart negotiators use across many rounds of negotiations, and one that shrewd merchants employ, especially for repeat market transactions. Unsurprisingly, Professor Sandholm, Libratus’s designer, envisions a commercial version of the system to bargain on behalf of consumers and businesses in complex market transactions. But that is only the beginning. The triumph of Libratus foreshadows an even more fundamental shift in our economy, and, just as with Libratus, the driver of that shift is data.

AS WE HAVE SHOWN, MARKETS ARE AMAZING SOCIAL INNOVATIONS that enable us to coordinate our activities with each other efficiently—in principle. In practice, they suffer from limited information flows. We rely on money and price to reduce the amount of information that needs to be communicated and processed. But information condensation means that market participants aren’t always able to share their preferences comprehensively or to weigh them appropriately in their decision-making. Price may solve the problem of too much information, but it causes us to choose badly. Our fixation on price has hampered the market’s ability to do what it does well: coordinate.

The answer to this problem isn’t digital payment, or virtual money. That might speed up existing information flows, or make them cheaper, but information would still be compressed into price, eliminating valuable detail. The solution is not to fiddle with money but to replace—or at the very least complement—its informational role with rich and comprehensive streams of data. Data is the new grease for the wheels of the market. It helps market participants to find better matches.

Thus, the most immediate and obvious difference between conventional markets and data-rich ones is the volume and variety of data that flows among market participants. Rather than being restricted to the information trickle around price, in data-rich markets participants would aim to convey and act upon the full gamut of preference information, utilizing the market’s informational structures to communicate all this data at low cost.

In theory, we could have utilized more and richer data in analog days. But it would have been very costly. Thanks to digital networks, massive amounts of data now can flow quickly, easily, and cheaply between transaction partners, whether they are near each other or thousands of miles apart. But just widening the data pipes alone, as much as that might overcome the “dearth-of-information” challenge, would likely lead to an information overload for market participants. How would we, so accustomed to and focused on price, compare products across many dimensions and then identify the right match? How would we express our multiple preferences swiftly and easily?

Money and price may be an information straitjacket, but escaping it requires not just very different ways of communicating information; it also necessitates a step-change in how we translate information into decisions. We not only need vastly more data, but also the right methods and tools to work with that data. It is precisely the absence of such methods that has kept money-based markets in place in the early decades of the digital age. Things are changing, however. A recent confluence of advances in data-handling is finally enabling us to leave behind the limitations of money and price and embrace data-richness on markets.

Three key technologies are crucial to this reconfiguration of markets. They allow us to (1) use a standard language when comparing our preferences, (2) better match preferences along multiple dimensions so that we can select the optimal transaction partners, and (3) devise an effective way to comprehensively capture our preferences. All three technologies have in common that they facilitate the translation of rich data into effective transaction decisions. Underscoring the central role of data, these technologies not only improve our ability to choose based on data, but the technologies themselves are founded on data. Together, they provide the foundation for an economic revolution.

When baby boomers went on vacation, they had to thumb through inch-thick hotel brochures and meet with travel agents to confirm whether the brochures’ slick marketing copy and glitzy photos were accurate. If they were fortunate enough to know somebody who had stayed at a particular hotel before, they could rely on that person’s recommendation. But that was the exception rather than the rule. Today, by contrast, we choose our accommodations after sifting through a sea of information—customer ratings, journalists’ reviews, photographs posted online by previous guests—and we can quickly compare hotels by location, amenities, and quality of service. We can even take a virtual road trip to the place, thanks to Google Street View. And when it comes to price, online comparison will easily tell us when and where to get the best deal.

Likewise long gone are the days when we rented a car or looked for a ride-share on the basis of price alone. BlaBlaCar boasts more than 40 million members in more than twenty countries and allows riders and drivers to get matched along multiple dimensions, including their self-reported level of chattiness—from Bla (“watches the scenery go by”) to BlaBlaBla (“won’t keep quiet”). Hence riders are more likely to take other information into account when selecting a ride. The approach has people chatting: at the time of this writing, 4 million people book rides through the company every month.

This information convenience is pleasing for its ease of use and accessibility (at least most of the time). Our travel transactions are more efficient because buyers and sellers can match their preferences more precisely. Of course, such richness of data isn’t only springing up in the travel industry. When we shop online for anything from books to electronics to clothes, we have at our disposal scores of characteristics to consider as well as sophisticated searching and filtering tools that enable us to browse, research, and compare products.

What makes this work isn’t the speed, low cost, or storage capacity of the technology we use. It’s not even simply the increased volume of available information. What fuels better matches is that we have an efficient way to label and categorize information.

Let’s say you’re shopping for a new shirt. You go online to the site of your favorite retailer. You click on “Shirts,” and the site gives you hundreds of choices. But you can filter these choices—or filter out the ones you don’t want—by selecting your preferences among a staggering number of factors: size, fabric, color, fit, sleeve length, type of collar, and perhaps even brand. So if you want a boatneck cotton knit top with three-quarter-length sleeves in size eight in either blue or turquoise—preferably one that’s on sale—there it is. And if it isn’t there, you can move on to another source. How can an online retailer provide you with that much information about its shirts? By labeling each product with data that describes each garment’s characteristics. This requires, however, that all products of a particular kind, say “shirts,” are labeled using the same set of categories. These categories are data, too; but they are data about data, or metadata.

This isn’t new. Since the time Assyrian clay tablets were first affixed with labels describing their content, information about information has been important. Today, efficient labeling is essential. Without it, we have little hope of finding anything online. By the same token, the process has gotten harder. In the old days of relational databases, data was neat and tidy, because every data field was clearly defined, down to specifying the exact format of the field’s content. Since the late 1990s, however, this orderliness has been challenged by the exponential growth in digital information, much of which does not fit neatly into a database field: it comes in the form of e-mails, Web pages, images, and audio and video files.

Consider the case of YouTube, a market for video content in which uploaders (i.e., sellers) transact with viewers (i.e., buyers), often financed by a third group of market participants, advertisers. To assure that videos will be watched, viewers need to be able to find content easily; for the same reason, content providers need to be able to make their content quickly discoverable. The title of a video and the date and time of its upload only go so far. Adding labels and keywords to the video is only as effective as the uploader’s ability to select the right keywords.

Commercial content providers face the same problem. A sports network such as ESPN broadcasts and records hundreds of thousands of hours of video footage every week. Although some fans may want to watch an archived sports event from start to finish, many will want to go straight to the most important moments—replaying LeBron James’s decisive chase-down block in Game 7 of the Cavaliers’ comeback in the NBA championship in 2016, for example, or Dave Roberts’s ninth-inning base steal in Game 4 of the 2004 American League Championship Series, which put him in position to end the “curse of the Bambino.” To ensure that these moments are easily discoverable, ESPN has been relying on human labor, employing dozens of people to watch multiple sports events simultaneously in real time and to manually tag every play and interaction.

If ESPN were letting staff tag the videos in any way they wanted, the project would not be all that different from the hit-or-miss labeling on YouTube—just an improvement in scope and scale. But these taggers have also been trained to use a well-developed hierarchy of keywords, what experts in the field call an “ontology,” as they label the videos they’re watching.

Sports lends itself to ontological systems. Every sport—from archery to wrestling—has defined sets of rules, not only for the players but also for the competition itself. The same is true of books, electronics, and appliances. Whenever there is a clearly delimited set of parameters, it’s easier to discover the products most appropriate for any given consumer. Because publishers have more than a century of experience classifying books into discrete categories, following the Dewey Decimal or Library of Congress systems, if you’d like to buy a book on the history of women during the Civil War, you can probably find it. Indeed, one reason Jeff Bezos started Amazon as an online bookstore in 1994 was because publishers’ seasonal catalogs had recently been digitized, and he planned to build his company from the foundation of that data.

The same foundation allows Amazon shoppers to select, filter for, and compare consumer goods not only according to brand, price, and buyer reviews but also according to many other less obvious characteristics. For washing machines, for instance, there is information about how a washer opens, its color, its size, and, in some European markets, its load capacity and energy efficiency. Similar information dimensions exist for numerous other products, such as TVs, hard drives, and microwave ovens. Labeling the features of electronics is often relatively straightforward: the manufacturers either provide sufficiently rich data to the online retailer, or the online retailer adds the data itself as the ontology is fairly obvious. Generally speaking, there are more markets with rich information flows for product segments that lend themselves to simple and accepted ontologies.

By contrast, developing an ontology for a general marketplace is much more difficult. That’s why finding YouTube videos is far more hit-or-miss than shopping for washing machines at Amazon. How do you search for a concept—say, a video on how to do somersaults? YouTube cannot yet match the depth and breadth of the keywords that are standard at ESPN, simply because humans have not yet been able to come up with an easy-to-grasp general-purpose ontology that everyone can understand quickly and apply flawlessly.

EBay has long been struggling to provide a comparable level of discoverability in its marketplace. Unlike customers who use Amazon’s conveniently rich filters, buyers on eBay often have had to search for words in product titles and descriptions, then scroll through page after page of results. This is the legacy of eBay’s start as a marketplace where anyone could sell anything, including goods that were in many ways unique, whereas Amazon began as a seller of products (books) in a single category with a well-developed product ontology. Over time, the lack of an ontology in a market reduces the number of transactions that take place, because people have trouble finding a match even when one exists. Without clearly usable filters to ease discoverability, a market’s efficiency plummets.

Because success in many marketplaces hinges on enabling a rich flow of data, there is considerable economic pressure to develop efficient labeling strategies. Madi Solomon, an expert in such data, emphasizes that the key lies in finding the right ontology. She knows how difficult this can be—she describes herself as “coming from the salt mines” of data, having worked as the corporate nomenclature taxonomist for the Walt Disney Company (which owns 80 percent of ESPN) and then as the director of data architecture and semantic platforms for the educational publisher Pearson. In the future, however, Solomon thinks identifying the right ontology will require less human ingenuity than hardheaded data analysis: data will drive data ontologies.

Considering how much depends on getting labels and categories right, as well as how relatively limited our capabilities are so far, it’s easy to see why data ontology is a hot field for information technology start-ups and an important tool for transforming money-based markets into data-rich ones. The massive data project underway at eBay aims to improve cataloging for products on offer, increasing the rate of discoverability from 42 to about 90 percent. They are already acquiring and working with a number of data ontology start-ups, such as Alation, Corrigon, and Expertmaker, to automatically categorize product information. Other marketplaces are following suit, racing to put the data infrastructure in place that will enable a rich, multidimensional flow of information. Without it, markets, offline and online alike, will remain locked into the conventional focus on price.

We are already enjoying data-rich markets in numerous sectors, such as travel, ride-sharing, and electronics. But the richer the information, the more difficult it is to process it—to weigh each dimension based on our preferences and select the optimal transaction partner. Translating an avalanche of information into decisions is hard. Who hasn’t gotten overwhelmed by too many filters and options when searching for airline flights on online platforms, such as Expedia, or for a place to stay on Airbnb? Even if all offers are plainly visible to us, identifying the best one is often difficult. The challenge is information overload, including having too many options to filter and select, and thus to identify the optimal match. Fortunately, here, too, technology can help.

In conventional markets focused mostly on price, matching preferences of a buyer and a seller is relatively trivial. All preferences are condensed into the price a buyer is willing to pay and a seller is willing to accept. Bringing the two together is supposed to happen pretty much by itself, as long as buyers and sellers state their various preferences in terms of price and as long as there are sufficient (and sufficiently diverse) market participants. In practice, valuable preference information gets lost, perhaps because market participants fail to reflect correctly all their preferences in price, but also because others erroneously deduce preferences from a price. Under those conditions, something that looks like a good match, in fact, is not. We may think the market works, but in truth it doesn’t, and it leaves everyone worse off.

Data-rich markets have the advantage of not deducing preferences from price. They offer another advantage over price, as well: not only do individuals have multiple preferences regarding a potential transaction, they also likely weigh different preferences differently. When preferences are condensed into price, two preferences weighed equally may yield the same price point as two preferences weighed very unequally (one very high and one very low, for instance). In data-rich markets, the raw preference data, including relative weights, is available, but it requires a matching process that is smart enough to take these multiple dimensions of preferences and their relative weight into account. Doing this manually is challenging for most humans, and it requires time and effort that few may be willing to invest. Data-richness would all be for naught if the detail in the preference data isn’t acted upon and used to identify the best match.

Fortunately, over the past few decades mathematicians and economists have been hard at work developing algorithms to evaluate sets of multiple preferences and their relative weights and to identify best matches. Although the actual process is quite technical, at its core it isn’t too dissimilar from analyzing and matching patterns in data. It is the same technology we use to manage our photo collections to find pictures with certain features, or to have our smartphones “understand” voice commands, or to make the health apps on our smart watches detect telltale signs of a dangerous heart condition. Because preference data is just a data stream forming a particular pattern, we can adapt pattern-matching algorithms to help us identify optimal transaction partners. This isn’t simple by any measure (choosing exactly what to compare against what isn’t trivial), but thanks to better algorithms, improved in large part through huge amounts of training data, the task has been getting easier. In data-rich markets, these algorithms are the method by which transaction partners may find each other.

This is a huge improvement over transaction decisions based on price; it enables buyers and sellers to take full advantage of the comprehensive data flows available and helps them translate data into transactions effectively and efficiently. Because of the decentralized nature of the market, information exchanged between market participants is dyadic: after a potential buyer has communicated with a potential seller and exchanged preferences, both know about the other, but not about the entire market. Moreover, market participants may not want to reveal all their preferences to the market. This and similar behavior leads to the information asymmetries we mentioned earlier. Data-rich markets do not eliminate such asymmetries; but because more preference information on data-rich markets generally leads to better matches, there is less of an incentive to keep information from others: vastly improved matching aims to identify the transaction partner that gets the most value out of a transaction, the partner who is thus willing to pay the highest price, arguably outweighing some of the advantages in negotiations that many information asymmetries may offer. In data-rich markets, each exchange between potential partners reveals more information, even if not leading to a transaction, and thus betters the outcome. And advanced matching even helps where information asymmetries persist by carefully orchestrating the matching process to improve overall welfare. Of course, the process is iterative; even if bits flow fast and cheaply, it still takes effort, and because nobody will know every preference of everyone else, transaction decisions, though much improved, won’t be perfect.

Some market participants may agree on transactions that further both their interests but leave others worse off. In some instances, the outcome, although individually positive, may be “welfare reducing”—the economists’ shorthand for destroying rather than creating overall value. Of course, the cost of not always achieving maximum overall welfare is a small price to pay in return for the vast relative improvement that we get through the individual matching processes, thanks to the shift to data-richness. However, for some very specific types of transactions, especially those that have huge consequences beyond the immediate transaction partners (economists call this “externalities”), we may want to apply lessons from existing markets that must function without price. They work through clever market design combined with a different type of matching algorithm. Think, for example, of choosing which patient gets a donor kidney. Donor kidneys aren’t sold (at least legally, although some economists have suggested they should be), so preferences can’t be condensed and simplified into a stated price. In such markets, a central clearinghouse often collects preference information from all market participants and uses advanced matching algorithms to connect suitable market participants to transact. The goal is to produce as many suitable matches as possible. This sort of matching, too, has recently improved significantly, thanks to enhanced algorithms and a better understanding of which matching algorithm works best for which type of market. In 2012, two of the world’s leading experts in matching, Lloyd Shapley and Alvin Roth, were awarded the Nobel Prize in economics for their theories on the subject.

For transactions with huge externalities, data-rich markets could utilize a similar approach; and the richness of their data streams would facilitate the sophisticated matching that needs to be done by the clearinghouse. But it would require that everyone on the market agree beforehand on a set of principles concerning how the matching will work, and that these principles are strictly adhered to (lest the market participants lose trust in the matching system). Hence, such an approach with a centralized matching authority (although participants retain the ultimate decision whether to join the market or not) is suitable only for highly specific contexts, and in the vast majority of markets, we’ll use a data-rich and algorithm-enhanced, but iterative and decentral matching process.

A more pattern-oriented matching based on rich data is popping up in a wide variety of different contexts, and in different forms. Music platforms such as Spotify and Apple Music aim to match listener preferences with individual songs. The same is true of Netflix and Amazon product recommendations. But this is only the beginning. Not all these well-known algorithms employ all the dimensions of preferences available to them. This opens up exciting opportunities for innovative start-ups. Many of them are vying to be the one to offer the next big breakthrough in matching. For example, the London-based start-up Saberr suggests that personality-based algorithms can help build highly effective work teams. Saberr’s cofounder, Alistair Shepherd, uses results from personality surveys to create an algorithm to discover compatibility within a group of people. He tested his algorithm at a competition for entrepreneurs at which individuals not knowing each other were grouped into teams and then surveyed. Shepherd’s survey didn’t ask anything about the participants’ work experience or education. At its first demonstration, the algorithm predicted which team would win the competition as well as exactly where the other eight teams would finish that day. Shepherd has replicated those results by predicting the winners of the eight-month-long Microsoft Imagine Cup as well as the investment choices made by venture-capital fund Seedcamp. Deloitte, luxury goods conglomerate LVMH, and Unilever are among Saberr’s clients.

Because better matches benefit not just market participants but also the market as a whole, we are tempted to think of preference-matching algorithms as a service improvement offered by the market. That’s what Apple and Amazon, eBay and Alibaba, Netflix and Spotify are aiming for. As marketplaces compete for participants, it’s easy to see how better algorithms can translate into a competitive advantage for the market provider. The more markets move away from a focus on price to data-rich matching, the more the race for better matching will intensify. Thus, we can expect matching services to turn into key differentiators on marketplaces. In the long run, however, these competitive advantages will likely diminish as most marketplaces adopt comparable smart matching technology. At that time, matching will have turned into a basic service, a utility that markets are assumed to provide.

By the same token, matching services do not necessarily have to be provided only by marketplaces. One could imagine opportunities for new intermediaries promising better matches to those market participants that share their preferences and related information with them—think of them as partial clearinghouses. If this happens, value creation in the matching process on the market shifts from the provider of the market to the supplier of optimal matches; as a result, the marketplace may turn into a commodified service with most value (and thus most profits) captured by the intermediaries. And markets may discover that they aren’t just competing with each other but also with a new group of disrupters focused on matching. We see this unfolding already in financial services, where new data intermediaries, such as PeepTrade, offer more comprehensive information and better matching services than existing trading platforms. They will be able to charge a premium for access to their insights, while conventional market platforms see their services, such as facilitating buying and selling securities, turn into low-price commodities.

But there is yet another element that’s needed for data-rich markets to work. Rich-data streams and improved matching abilities are like a car without an engine if they’re not paired with a robust, rational way to help market participants express their preferences (and turn them into data).

With data-richness, market participants may learn the preferences of others and pair them using matching algorithms, but how do market participants express their preferences and their relative weight and communicate them to each other? It’s a difficult challenge, and solving it is crucial. Nobody wants to transact on markets that require hours of time spent answering questionnaires. Fortunately, here, too, recent technical advances have gotten us much closer to viable solutions. Consider again Amazon’s product-recommendation engine: at first glance, it’s a matching system. It quite successfully matches our preferences with available products and makes recommendations about what we should order. But that is only half of the story. Amazon captures our preferences not from us directly but from the comprehensive data stream it gathers about our every interaction with its website—what products we look at, when and for how long we look at them, which reviews we read. Amazon looks for unique patterns in the data that reveal our preferences. Identifying such patterns enables Amazon to statistically deduce our wants and needs without having to ask us directly. It doesn’t know them exactly, of course, only approximately (and sometimes will make erroneous recommendations); and it does not know why we prefer one thing over another; it just takes into account the fact that we do. But that is sufficient for Amazon to feed its preference-matching algorithm and search for the products we are most likely to purchase.

Amazon’s strategy isn’t unique; it’s representative of Big Data, an approach to data analysis that aims to capture data comprehensively about a particular phenomenon, looking for complex patterns embedded in the data. By concentrating on pattern analysis, it differs from conventional statistics that have been focused on condensing data to its essence, from calculating averages to running regressions. A feature of many Big Data approaches is that the pattern one is looking for isn’t defined from the outset; rather, it emerges as huge amounts of training data are analyzed. In the context of Amazon’s recommendation system, for instance, this means that the system did not know which data pattern would suggest a particular customer preference; it was only by going through years of past interactions and purchases that the system would discover the most likely one. Because the system learns as it sifts through training data, it is often characterized as an “artificial intelligence” approach, even though that term originally referred mostly to systems that had been fed general rules rather than having them learn through training data. These systems don’t understand the data in any human sense; they only identify the patterns they are “seeing,” much like Libratus does when it beats the pros at heads-up no-limit Texas Hold’em.

For such a machine-learning approach to work well, two conditions must be met. First, huge volumes of data are needed initially for machine learning systems to train themselves and make explicit what is embedded in the data. For example, Google utilized all text from the Web to uncover the probability patterns of word usage for its language-translation tool. And, second, the system must receive frequent feedback so that over time it can self-adjust based on the specific and changing circumstances, going beyond its initial training. Newer machine learning systems are looking for more than patterns in the data: they utilize feedback data in a more nuanced, differentiated way, devaluing older data for instance, a bit like human memory does.

Feedback is central to any such system, especially when the system is used to assist in critical decision-making. Tesla’s CEO, Elon Musk, boasted on Twitter in late 2016 that his company’s cars logged many hundreds of millions of miles using Autopilot, Tesla’s semiautonomous driving system. Likely, it wasn’t simple numbers-bragging that drove Musk to tweet. Autopilot generates and accumulates valuable feedback data that gets sent to Tesla and is used to “train” the next software release of the Autopilot system. Teslas literally get better with every mile somebody drives them.

The same feedback process that keeps Teslas on the road can be used to learn about changing preferences of market participants. If a customer repeatedly buys a particular toner cartridge for a printer from the highest-quality provider regardless of price, that buyer reveals a preference for quality; the system does not need to know why the buyer is relatively price insensitive. When that customer starts buying the cheapest toner instead, it signals that preferences may have changed, and the system will adjust.

Several of today’s most powerful adaptive machine learning systems are trained with huge amounts of data initially, then learn to adjust to a specific individual. For example, the intelligent assistants built into some of our devices, such as Amazon’s Alexa and Apple’s Siri, can convert speech to text because the system has been trained through analysis of billions of audio data points covering a wide variety of pronunciations. Once you start using the assistant, it uses feedback to adjust itself based on your language use and preferences. Start-ups around the world, too, are focusing on teasing out preferences from feedback data through machine learning. For example, Infi, a preference assistant developed in Israel analyzes a wider variety of smartphone and social media data.

In the market, the combination of massive, data-based training followed by adaptive feedback and personalized learning offers the potential for significant efficiency gains. Adaptive machine learning systems can reduce the influence of our cognitive biases in decision-making while still allowing us to be ourselves. Because such systems rest on lots of initial training data, that data represents feedback signals of a very wide variety of individuals. Although every individual is saddled with a unique mix of biases, signals from a large group of diverse individuals may diminish more extreme forms of bias. The cognitive limitations implicit in our preferences will not disappear, but the system may help us revert to the mean—if we want that.

As feedback mechanisms evolve, it will become possible for an adaptive system to identify preference data from less biased sources and weigh that data more heavily. After all, unlike humans, these systems aren’t limited in how much they can learn. This could lead to systems that come already preloaded with a robust, comprehensive set of preferences—a smart, even-keeled decision agent that can step in whenever you do not trust your own judgment. But it could also adapt to our specific preferences (and thus also our biases) by observing how we decide and how we react to suggestions the system proposes to us. Over time, the system may become more like us. How much or how little is something that the system, too, might be able to discern implicitly by analyzing our feedback on its decision suggestions: if we liked when it tried to avert one of our biases, it’ll note that—and vice versa. In short, such systems have the potential to offer the best of both worlds: to expose us to decision expertise from thousands or millions of other market participants while learning and following our very own preferences and priorities over time.

Such machine learning systems can be useful in any context, not just the market. But some social structures are better able than others to generate the feedback data that’s required. Thanks to their decentralized nature, markets produce a unique flood of signals that a machine learning system can absorb and learn from. Each signal—from the exchange of money when a transaction is agreed upon to a minuscule gesture of interest (or lack thereof) as a person scans available options—has informational value. Even the sequence of interactions matters—the order in which the signals occur. The signals are small enough to create a large supply of data, yet the data points are sufficiently connected for preference analysis.

All the necessary elements for the re-creation of the market are in place. Improvements in data ontology help us extract valuable data from huge streams of it and categorize it in many dimensions. Advances in matching algorithms enable us to find and select the optimal transaction partner in the market of our choice. And machine learning systems identify our preferences as they observe us so that we don’t have to spend time making these preferences (and their relative weighing) explicit. As our trusted assistants, they advise us as we choose and alert us (if we want them to) when we are making a biased decision. They may even end up making a lot of decisions for us.

When combined, these techniques will make us formidable buyers and sellers, not because we will win every negotiation but because we’ll act efficiently, relentlessly optimizing outcomes based on our preferences. They will not only benefit participants but will greatly improve the market as a whole and make it the most efficient place to coordinate human activity.

Each of the technological advances we outlined in this chapter plays a distinct role in overcoming the market’s two fundamental challenges: obtaining access to a rich, multidimensional flow of information at low cost, and translating that information into decisions. Data ontologies help the flow of information; adaptive machine learning systems and preference-matching algorithms help us process information. They also reinforce each other in subtle but important ways. Machine learning systems can be utilized not only to tease our preferences out of data; they can also be used to improve preference-matching algorithms and to discover word patterns that will lead to superior data ontologies. Similarly, data ontologies may help us find a better way of ordering our preferences. And preference-matching algorithms can not only assist us in finding the optimal transaction partners, they can also help us identify the most appropriate set of external preferences against which to benchmark our own.

We foresee a time when one marketplace after another will reinvent itself using the advances in technology and the concepts we have outlined. The change is already under way. But it won’t be a simple, swift, or linear transition. As marketplaces are innovating, they will have to experiment to discover the right combination of technology and market design that suits the needs of their participants. But once a money-based marketplace has turned itself into a data-rich one, a marketplace built on multidimensional information streams, enhanced by preference-matching algorithms and machine learning, there will be no turning back. We can already see such a development unfold in a market that serves as a guinea pig for reinvention—the market for love.

FOR THOUSANDS OF YEARS, PEOPLE SEARCHING FOR LOVE have asked intermediaries for help. Matchmaking is a very old profession, and many social events exist in every culture that are at least in part designed to give people looking for a soul mate an opportunity to find one. But that opportunity has long been constrained by geographical barriers and lack of information. Our perfect soul mate may live two villages away, but because we don’t know that, we will never meet.

This is why dating websites caused an almost immediate sensation in the early days of the Internet. The most popular among them seemed to offer a thick market for love—that is, a market in which a large number of diverse participants increases the chances for success. Eli Finkel, an expert on online dating and professor of psychology and management at Northwestern University, calls the members of this first generation of dating platforms the “supermarkets of love.” They assured that the marketplace was teeming with potential partners. Users liked that, but they quickly got overwhelmed by the effort necessary to find a mate among the masses—to identify “their” needle in the haystack.

In response, dating sites developed elaborate surveys and questionnaires to tease out preferences and help customers identify the best possible matches quickly and easily. Essentially, the sites switched to multidimensional information streams and implemented preference-matching algorithms. It seemed a sensible move, but it failed badly. It took participants hours to answer hundreds of questions about themselves, and the resulting matches were only marginally better than a random walk in the supermarket of love.

Online dating sites reacted as conventional markets might have done. New competitors assumed the problem was cognitive overload and decided that rather than more information, people wanted less. Much as traditional money-based markets have aimed to reduce the complexity of preference matching by headlining price (to give users a sense of comparability), more recent online dating platforms, like Tinder, narrowed the necessary interactions down to a single dimension—desirability. Swiping left and right is its purest form. By condensing the decision to a single dimension, the process of matching gets easier. But just as comparing prices doesn’t tell you everything you need to know when making a transaction, reduction to a single dimension does not guarantee a successful outcome when dating.

The problem is that in the attempt to improve mediocre results, dating sites dumbed down their service. Shifting to multidimensional information, it turns out, was the right move, but it wasn’t sufficient by itself. As Professor Finkel explains, the questionnaire process was too simplistic, looking just for similarities (or opposites), and it used the wrong data to boot. What’s necessary, in our parlance, are improved preference-matching algorithms and a better data ontology that capture how people relate to each other. Rather than asking customers to spend hours answering questions, future dating services will use machine learning systems that deduce the necessary relational data from video, photos, speech, and perhaps even wearable tracking devices. They will register when we smile or blush as we interact with somebody we like and know when our hearts begin to beat in sync. If a system gathers our preferences without much effort on the user’s part, and combines them with the right multidimensional flow of information and the appropriate matching algorithms, that will lead to a substantial increase in successful matches. These next-generation dating markets will be far more sophisticated and efficient—although perhaps less exciting. The necessary techniques for reinventing online dating markets already exist; they just need to be combined correctly.

What’s happening in online dating is happening in other markets as well. Some markets are ahead; others still lag. But it is a change no marketplace that wants to stay in business will be able to resist. In just a few years, we’ll have at our disposal powerful data-rich systems that know us well enough to offer meaningful assistance with our market transactions. In return, having spent less resources and less time to get a better match, we’ll reap a handy efficiency dividend. But that’s not all.

For the first time in human history, we’ll have a choice about whether and to what extent we involve ourselves in certain decisions that are the bread and butter of human coordination, but not exactly the recipe for a satisfying life. We will be able to direct a machine learning system to do the boring stuff and reserve those decisions that give us the most joy and pleasure for ourselves. We will deliberately give up some of our choices so we can focus on the choices that matter most to us. As a result, we will be able to disentangle the need to decide from the pleasure of choosing.

But as we remake the market, infusing it with rich data, we also have to understand, and then rethink, the role of the firm.
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COMPANIES AND CONTROL

EVER SINCE IT WAS FOUNDED IN 1994, AMAZON HAS been in the disruption business. Today it is hailed as a one-stop, one-click bazaar that infers your product preferences by analyzing your digital shopping carts, racking up annual revenues of more than $100 billion. First bookstores, then pet stores, then shoe stores—retailers in one sector after another have struggled against the vast online marketplace. It didn’t simply offer a larger catalog of goods than any brick-and-mortar store could stock but also invited individuals to sign up as sellers, from artisanal cheese makers to self-published authors. But opening its virtual doors to individuals wasn’t the only way in which Amazon embraced the model of the market. It also allowed buyers to have an active voice, by rating and reviewing products so that future buyers would have easy and direct access to relevant market information when deciding what to purchase. If there ever was a poster child for a successful digital organization that behaves more like a market than a firm, it seems the Everything Store would have to be it.

Yet this is far from the full story. In a number of important ways, Amazon embodies the hierarchically organized, command-and-control structure of the firm that has coordinated much of the world’s phenomenal economic growth over the past few hundred years. Amazon is structured as a traditional firm, and Jeff Bezos is a traditional CEO, looking for ever more efficient and effective ways to control every aspect of his organization, and comprehensive information is his tool of choice.

Bezos’s attention to every pixel is legendary. In 2011, a former Amazon engineer named Steve Yegge garnered international attention when he shared his thoughts on his ex-boss in a rant on Google Plus that he had not meant to post publicly. “Bezos is super smart; don’t get me wrong,” Yegge noted. “He just makes ordinary control freaks look like stoned hippies.” On Glassdoor, the website where employees can anonymously rate their employers and managers, Amazon has ranked notoriously low in job satisfaction compared to other darlings of Silicon Valley. Many reviews complain about the demands placed on employees and declare that they have no autonomy. A 2015 New York Times investigation of working conditions among office staff found that employees are “held accountable for a staggering array of metrics” about different aspects of the firm’s operations—running about fifty pages long—and are asked to explain detected inefficiencies in weekly and monthly business review sessions.

Processing that much information puts a drain on morale. “If you are a good Amazonian, you become an Amabot,” one employee told the Times reporters. The best Amabots claim to put in one-hundred-hour workweeks in order to pore over the data and answer any and all questions posed to them about how the information should influence decisions. Others grow frustrated, burn out, and move on—or, if they are among the bottom 10 percent of the company’s performers, get a warning or get fired. The metrics allow Bezos to control staffing up and down the hierarchy without observing performance firsthand.

When the Times exposé appeared, it struck a nerve, garnering 5,858 comments online, the most in the website’s history up to that point. As the Economist noted, many of the commenters “claimed that their employers had adopted similar policies. Far from being an outlier, it would seem that Amazon is the embodiment of a new trend”—what the magazine branded “digital Taylorism,” after the scientific management principles of Frederick Winslow Taylor. It seemed that new technologies were ushering in a supercharged version of command-and-control, fueled by data about employees, processes, products, services, and customers. But why would a celebrated marketplace innovator like Jeff Bezos embrace the centralized structures, rules, and behaviors of the firm to manage the vast majority of his business empire rather than developing technology to capture the decentralized magic of the market? Are Amazon and other digital unicorns (as well as many of their smaller brethren) not realizing that the data-rich marketplaces they are helping to evolve also have consequences for them as firms and may force them to rethink their own raison d’être, or at the very least their organizational setup?

To answer that question we need to understand how information flows in firms and is translated into decisions; and how, over time, new tools and methods have repeatedly helped the structure of the firm to evolve.

THE FIRM CAN BE MANY THINGS, INCLUDING A LEGAL entity to raise capital, bundle risks, and help disentangle management from ownership. For our context, though, as we have explained, the firm, much like the market, is a mechanism to enable human coordination. Much like the market, the firm aims to offer such coordination at low cost. And much like the market, firms are designed, at least in principle, to scale well—to continue to coordinate efficiently as they grow (or shrink). The key difference between the market and the firm is how decisions are made and by whom. In the market, decision-making is decentralized and spread across all market participants. In the firm, decision-making is far more centralized and vested in a relatively small number of individuals. This difference is intertwined with and reflected in how each one of them handles the flow of information and its translation into decisions. Understanding how firms might be faring as data flows and data technologies change thus requires us to examine how this is happening currently. It is an astounding case of repeated innovation—technical, but also organizational and social.

Only with sufficient, timely, and accurate information from all parts of the organization do a firm’s leaders have the necessary raw material for making decisions. For centuries, this insight has driven the development of effective methods for reporting in general, and the invention of accounting in particular. Often glossed over by the public, these methods are among the most crucial ingredients in the rise and success of the firm—at least as important as mass customization and globalization. Initially, they provided data about a firm’s financial performance, but over time they got broadened to comprise all aspects of a firm’s activities.

Having a more comprehensive view of what’s going on is the necessary foundation for shifting the aim of reporting from holding an organization accountable for the past to utilizing the information as the basis for strategic planning into the future. Data replaces gut feelings; the aspiration toward rational management supplants the reliance on idiosyncratic decision-making. And though the focus here is on the flow of information, the ultimate aim, of course, is better decisions.

In the early days of the firm, internal reports on business activities were narratives—stories about what happened in a transaction, told in person to one’s partners, or, increasingly, conveyed through written diaries to bridge space and time. Few of these “accounts” included much in the way of numerical calculation, because most early numbering systems were too complicated and cumbersome to accommodate even minimal arithmetic. The widespread adoption of Arabic numerals changed that, providing merchants with a standard, easy-to-read language for expressing levels of raw materials, inventory, sales, and cash reserves.

In his masterful history of accounting, Jacob Soll suggests that reporting within a firm took off when its leaders realized that more information flowing to them could be translated into better control over the activities within their enterprise, as evidenced by the ascent of a number of Italian merchant families—the Medici, the Bardi, the Peruzzi, and others—to the heights of commercial success, establishing them as the preeminent bankers of fifteenth-century Europe.

First among them was Cosimo de’ Medici the Elder, who took over the family firm after his father’s death, in 1429. When Cosimo inherited the business, double-entry bookkeeping, the idea that every business transaction should be represented twice in an accounting system, as an influx and outflow of value, was no longer a novel idea; in fact, all merchants in Florence were required to maintain such records for the calculation of their tax bills. But bookkeeping was seen as a duty owed to the state, not as a mechanism for internal control. Cosimo turned that around and made bookkeeping into a powerful tool of informational oversight that became an integral part of his firm’s daily practice. He insisted on receiving regular, stringently reported information from every branch, which was condensed into a simplified set of books that made it easy for him to detect errors and inconsistencies. The men in charge of each office also had to agree to an annual audit, conducted by Cosimo himself with help from his immediate staff. Cosimo was a shrewd businessman, but his secret lay in understanding that from the comforts of his Florentine mansion, he could use the flow of information generated by accounting to control his financial empire.

Over the next several decades, he expanded the business, setting up dozens of branches and agents across Europe, including offices in faraway Bruges and London. His success did not result, as has long been assumed, from the practice of putting his relatives in charge of these far-flung offices, thereby ensuring the loyalty and honesty of their services through close, and self-serving, familial ties. Rather, the Medici prospered under Cosimo because he retained personal control over the firm’s accounts, and thus over key information flows, updating them daily and balancing them frequently.

Such accounting offered several advantages. It required that the “books” be kept balanced at all times; that way, tabulation errors could be caught more easily. Merchants could also keep tabs on their agents—by looking for discrepancies in the data—and discover whether an agent was trying to embezzle monies or hide unpleasant news about the performance of his office. With accounting, the head of a firm could determine whether his agent’s actions were successes or failures and act accordingly. There was a material reckoning. But good accounting also laid the groundwork for steady information flows that allowed firms to extend the scale and scope of their operations.

Double-entry bookkeeping did not become the norm in most firms for the next several centuries. The generation of Medici after Cosimo, as well as other wealthy Italians, discarded the practice of accounting in favor of more “intellectual” pursuits, such as politics and the arts. Accounting was deemed to be below their elite status. The modern conception of a company was also still in its infancy, and many executives—including at the storied East India joint-stock companies set up under the auspices of Europe’s crowns—were more concerned with share prices and market speculation than with internal control, efficiency, and the steady generation of profits. Most firms might keep a set of basic books and ledgers, balancing them when required by law, but the accounts were often inaccurate; and in some cases, the books were “cooked,” obfuscating a company’s financial problems in order to keep investors’ money rolling in. Unlike Cosimo, many leaders of firms had yet to realize that accounting provided them with a steady stream of important information about the inner workings of their ventures. In part, this was also because the early pioneers in bookkeeping were almost exclusively focused on cash flow: the Medici and other Italian merchants of the day were primarily bankers. They traded merchandise, but mostly they traded money. It wasn’t until the eighteenth century, when a young English merchant named Josiah Wedgwood started looking at the costs of production, that the full potential of accounting was realized.

Wedgwood had established a name for himself in pottery. The wares turned out by his factory were coveted by the English aristocracy, including Queen Charlotte, who allowed him to sell patterns branded as Queen’s Ware to the general public. Despite this grand coup, Wedgwood wasn’t getting rich. He kept good books, so he knew that his expenses for materials and labor were nearly even with his sales revenue. He was barely making a profit, but his ledgers did not tell him why that was the case. So he started dissecting every step of his manufacturing and distribution operations and recorded every cost associated with each step, inventing comprehensive cost accounting in the process. With this information available, he could identify where resources were being wasted, which patterns had too many people working on them, and which products yielded the highest profit margin, so he could continually decrease costs and increase revenues through analysis and allocation.

In short, Wedgwood transformed the information flows from accounting for the past into a strategic tool for business planning, for preparing for the future. Comprehensive cost accounting enhanced the performance of organizations built around a central decision-making authority. In the nineteenth century, when reporting and accounting turned into valuable tools to formalize and standardize information flows within firms, it greatly facilitated the rise of the firm as a highly efficient way for humans to coordinate. The share-issuing corporation was an important innovation to limit risk and accumulate capital, and population growth as well as globalization of trade gave companies a chance to scale; but through comprehensive reporting, a firm’s leaders would gain sufficient informational control to navigate a firm on a path to sustainable profit.

Such control, of course, requires more than the right techniques and the relevant ledgers. At least as important is the formation and training of a cadre of individuals within the firm, selected for their honesty and diligence, who are assigned the role of keeping accurate records and reporting comparative results. The accountants are the unsung heroes of the rise of the firm: their tasks are often thankless, at times repetitive, offering limited opportunities for creativity. Indeed, when bookkeepers get creative, attempting to emulate innovation processes elsewhere in the firm, it’s rarely to the firm’s long-term benefit. The efficiency gains of the firm depend on honest and accurate accounting.

All the reporting in the world has no value, though, if it isn’t taken seriously by a firm’s top decision makers. For the key concept of the firm—centralizing information flows and decision-making as a tool of comprehensive control—to attain its full potential, the concept needs to be deeply embedded in a firm’s inner workings. This kind of extensive reporting commenced in earnest around the 1890s, when American engineer Frederick Winslow Taylor championed a new school of thought. Today, Taylor is mainly remembered for advocating the collection of minute details about every task performed in a factory. Although this was sometimes effective—as at Bethlehem Steel—“Taylorism” was often resented by employees, who felt that quantifying every aspect of human labor turned workers into mere cogs in the industrialists’ machines. But Taylor was concerned with much more than speeding up the movements of workers on an assembly line. He argued that comprehensive information flows and processing were essential to a new brand of organizational leadership he called “scientific management,” based on reporting, accounting, and, most of all, calculating comparisons. This regimented system, Taylor insisted, could and should be taught to every budding manager. In the throes of mass production, he found an audience eager to codify paths of control leading to efficiency. His ideas were used as the basis of the curriculum for the first master’s degree in business administration offered by the Harvard Business School.

New technologies eased the collection and communication of the vast amount of data required by Taylor’s scientific management. A generation of executives eagerly enlisted the help of the punch-card tabulator invented by Herman Hollerith, whose company later became IBM. When Hollerith first hawked the invention to companies, they demanded more than a simple counting machine: they needed information that aligned with their corporate goals and improved the bottom line. For one of his earliest clients, the New York Central Railroad, Hollerith created the capacity to add together the numbers recorded in a single field on multiple cards. This allowed the railroad to efficiently audit millions of its waybills—which provided instructions on how much of a shipment had been carried, and how far, on its trains—and made sure that it was charging its customers correctly. But the data could also be used to identify matching shipping customers.

Scientific management has led to a huge increase in information collection and processing activities among firms. Corporate leaders actively aim for better information flows; it’s what drives Amazon’s Jeff Bezos to require his executives to collect, share, and be held accountable for large amounts of data. But it also requires a firm’s managers to process and comprehend these data streams, thereby threatening to overload decision makers. This is the flip side of the huge improvements in the flow of information within a firm.

AS MORE AND MORE DETAILED INFORMATION FLOODS TO the center, the firm must ensure that it is translated into good decisions. This has always been a deeply human task and technical tools have been of limited use. Hence, enhanced decision-making in firms has relied on organizational innovations, such as finding ways to spread the task across more individuals. By devising guidelines for standard decisions, coherence of decision-making can be maintained even if an increasing number of people are involved in it. Choosing and training a firm’s leaders to become superior decision makers, too, helps to cope with the need to translate growing streams of information into an increasing number of decisions. These and similar organizational strategies improve decision processes in firms. They are powerful, but they also entail weaknesses: excessive delegation, for instance, reduces coherence. To protect against these weaknesses, further measures need to be taken, resulting in more complex organizational setups that need to be customized to fit a particular firm and its context. In contrast to innovations in reporting, there are no easy, simple wins when it comes to improving the process of decision-making within firms.

Delegation of some decision power down a firm’s hierarchy, of course, is the most obvious strategy, not just to spread decision-making to a larger group of people but also to triage decisions, have local decisions resolved locally, and bring only the most important and most general decisions to the top. But delegation of decision-making is a delicate balancing act. If too many decisions are delegated, the decision load at the center is reduced, but so is a firm’s effectiveness. On the other hand, delegate too little, and executives are overburdened. Done right, however, delegation paired with the appropriate information flows may work well.

Consider the evolution of General Motors, which started out building carriages for horse-drawn vehicles. In the early 1900s, it was the biggest manufacturer of such vehicles in the United States. The firm’s founder, William Durant, saw an opportunity in the struggling Buick Motor Company, which had built one of the earliest internal combustion engines, and decided to buy it. Then he bought another fledgling carmaker, then another. By 1920, GM was a conglomerate to which company after company had been added with little consideration for how they might all fit together or how information might flow to key decision makers other than through Billy Durant himself. Yet despite the company’s size and scope, GM’s car lines were getting beaten by Ford’s ubiquitous Model T. Durant was ignominiously forced out by his investors after they hired an outside consultant to “evaluate the efficiency of General Motors’ management” and found that the buck stopped with Durant—all information, decisions, and financial resources flowed through him, leaving the company paralyzed during the severe economic downturn of 1920.

Durant’s successor, engineer Alfred P. Sloan, was a born organizer and immediately began improving the efficiency of the company’s operations. But instead of tinkering with the assembly line, Sloan focused his efforts on optimizing the flow of information. He consolidated several central functions, such as accounting, to improve data gathering. Because dealer sales reports and projections took too long to make their way up the corporate hierarchy to Sloan’s office, he hired an outside firm to collect the data.

Sloan organized the unwieldy corporation into various divisions, each focused on a unique segment of the market, and he delegated decision-making authority to the executives in charge of each division. This vastly streamlined GM’s information processing, because managers in each division only had to digest data about their particular segment of the market.

Soon GM had overtaken Ford as America’s biggest carmaker. Sloan’s My Years with General Motors became a management bible. The firm’s financial controls “supplied clear, standardized, and frequent performance information,” according to a study in the Harvard Business Review. “Armed with these tools, executives could make decisions with up-to-date information, reducing the influence of personal loyalties or entrenched perspectives.” Improving the flow of information while reducing decision-making bottlenecks through delegation was the combination that led to GM’s success.

After World War II, Ford set out to emulate this strategy, hiring a series of data “whiz kids.” Robert McNamara—once called “an IBM machine with legs”—who had saved the US military billions of dollars in procurement costs during the war, was one, and he would eventually be named Ford’s president. McNamara brought modern information management to Ford. Fully aware of our human cognitive limitations in comparison to Herman Hollerith’s punch cards, McNamara throughout his tenure at Ford, and later as secretary of defense and president of the World Bank, combated the inability of the human brain to process large amounts of information. He ruthlessly reduced complexity, simplifying data to make it more digestible to the human mind, much as market participants focus on price.

McNamara’s efforts sometimes were hindered by the lack of real-time, comprehensive data. Employee reports and punch cards had to be read and analyzed. Simplified metrics did not capture the entire picture. Thanks to digital computing, by the 1970s it became increasingly possible to consolidate the many different data sources in firms that cover everything from financial accounting and reporting to human resources, manufacturing, inventory management, and sales into a single database. Called enterprise resource planning (ERP), and pioneered by German start-up SAP, these systems gave managers tools to shape the flow of information much more comprehensively than ever before.

The big challenge when delegating decision-making is to ensure that the advantages of centralized information flows and decision-making, such as reduced information needs across the organization as well as coherence of decisions, aren’t lost. Newly empowered decision makers, often located away from a firm’s center, must be trained to make choices that align with central leadership. If they don’t, the “noise” they create in the organization causes inefficiencies.

There are several time-honored management strategies to avoid such “noise,” including the establishment of standard operating procedure (SOP) and other rule books that guide decision-making in firms. To some extent, these rules serve to communicate from the top down by giving employees clear, comprehensive instructions on how to make decisions in a set of identified scenarios. This ensures that the leaders’ decisions are applied consistently throughout the organization. But equally, such standardization aims to lower the volume of decisions that must be presented to the firm’s leadership. By laying down such general rules, delegation is facilitated. A popular information-processing tool, the checklist—which is essentially a simplified version of the SOP—provides similar decision-making benefits. Checklists in aircraft have been shown to significantly reduce pilot error, particularly in high-stress situations. And Harvard Medical School professor Atul Gawande has demonstrated that using a checklist in a hospital intensive care unit drastically lowers infection rates among patients. Checking all the boxes may be tedious, but it makes for better decisions. Checklists and SOPs work well in routine situations—those that have largely been anticipated in advance—and when the outcomes are the same, or nearly so, each time.

Some firms, especially those in which employee turnover is relatively high, take the strategy of SOP a step further, embedding some of the rules and procedures into the firm’s tools and technology. For example, if a protective shield must be closed manually before a welding machine can be operated safely, it might be better to link a sensor to the machine and prevent it from welding unless the sensor confirms that the shield is closed. As machines grow more sophisticated, the rules that can be encoded increase in complexity, too. But even more so than with SOPs, the ability to delegate decision-making is limited by predictability. Machine-based rules only work for very routine tasks that have been studied in detail.

There are countless variations on these information-processing strategies, including far less rigid ones. In every case, the firm’s leaders adopt them in order to shift some decision-making power down the hierarchy. They hope to strike the right balance between reducing the information burden on themselves while maintaining control and consistency across the organization. This is what Alfred P. Sloan mastered at GM: balancing centralized and delegated decision. Sloan called it “decentralization with coordinated control.”

By the end of the twentieth century, decision makers in firms had more information at their fingertips than ever. It was an astonishing leap forward that began with the practice of keeping good books more than half a millennium earlier. The need to create and maintain comprehensive information flows had become a basic tenet of good management. And as the case of Amazon underscores, even digital darlings are sticking to tried and trusted concepts for managing information flows.

Of course, incorrect and incomplete information still exists in firms. Sometimes even some of the most important information fails to travel to decision makers when it should, because of fear, groupthink, or in some cases, perhaps because nobody cared. But by and large, the firm has become a highly effective way for humans to coordinate efficiently. It has gained significant ground relative to the market as the coordination mechanism of choice. But much of the efficiency gains have now been absorbed, and to reap further benefits firms will have to focus on improving information processing among a firm’s top decision makers. There, however, firms face a far more difficult challenge: constraints in human cognition.

As psychologists Daniel Kahneman and Amos Tversky pointed out in their groundbreaking studies (which fueled the creation of a new academic field, behavioral economics), humans are plagued by a range of fundamental cognitive limitations that impair our general ability to decide well. We have seen this in the context of price, but the constraints are far more universal. For example, we naturally evaluate new information by comparing it to information that we can easily bring to mind. This results in our overestimating the probability of dramatic events, such as plane crashes. We are also inclined to discount the benefits of making a change as compared to sticking with the status quo, preferring the known to the unknown. Further challenging the firm’s ability to improve decision-making at the top, humans aren’t afflicted with these biases exactly the same way. Some of us are more prone to some biases than others. In markets, the variety and diversity of decision makers tend to mitigate these cognitive limitations (but by no means eliminate them). By contrast, in firms, the centralization of decision-making amplifies these cognitive limitations.

To improve decision-making in the firm, one would have to improve the cognitive capabilities of its decision makers. Is this possible? Perhaps, some may suggest, companies could select people for leadership positions who are less likely to fall prey to cognitive biases or similar errors in decision-making. There is indeed evidence that some of us may be better at some aspects of assessing information than others. Studies have shown that men are more likely than women to exhibit confirmation bias—seeking out or putting more weight on information that confirms a preexisting belief. People from Western cultures are more prone than people from Asian cultures to the fundamental attribution error—believing that others’ performance and behavior derive from their personalities and temperaments rather than from the larger culture or environment. But these relative disadvantages only seem to assert themselves with respect to a single bias. There is also no direct relationship between intelligence and cognitive biases. At least in this context, being smarter doesn’t necessarily lead to being better at making decisions. Thus, there is no foolproof method for choosing a leader who will magically overcome cognitive shortcomings. Through selection, we cannot escape what the political scientist Herbert Simon called our bounded rationality—the limits of our ability to make optimal decisions.

Another strategy would be to hire a group of leaders whose cognitive strengths complement each other so well that the biases of the team as a whole are reduced. But even if this were possible, it’s not clear whether such cognitive strengths wouldn’t lead to deficits in other areas of responsibility. After all, a firm’s leaders are also charged with inspiring and motivating employees, developing products and services, and communicating with customers and shareholders. Charisma, expertise, and energy are just as important for leading a firm as decision-making aptitude. A selection process focused largely on a person’s skill in information analysis would likely affect his or her performance in these other roles.

Some firms have looked for ways to improve the decision-making aptitude of their executives up and down the ranks, but with limited success. They hire and promote graduates of business schools and management training programs that promise to teach students how to translate information into decisions and be less prone to cognitive biases. There are studies that show that unambiguous feedback about a decision—something as unmistakable as a pilot learning that if the wing flaps are not extended, a jetliner will not get enough lift to take off or a doctor seeing that administering a particular drug causes a patient’s blood pressure to fall—can decrease cognitive bias. But few management decisions result in this kind of unequivocal feedback.

An alternative view of how to improve human decision-making has gained traction in the past decade. It asserts that humans aren’t such bad information processors, as long as they follow their intuition and adhere to a few fairly simple heuristics, or shortcuts developed through trial and error. Proponents of heuristics, including Gerd Gigerenzer, director of the Max Planck Institute for Human Development, do not dispute the extensive evidence for the existence of decision biases. They argue, instead, that the carefully constructed experiments of behavioral economists are removed from reality.

That’s a reasonable criticism. Almost all scientific experiments aim to reduce the number of variables involved in order to tease out cause and effect, and many psychological experiments present subjects with fairly binary choices. But life is rarely so starkly black-and-white. According to Gigerenzer, humans have already developed information filters to “protect us from some of the dangers of possessing too much information.” The answer, he says, is not to find ways to make up for our cognitive limitations but to rely on the “gut feelings” that we have successfully utilized for millennia.

If you’re an executive who has to make many important but quite different decisions every single day, this may sound like quite an enticing option. Forget about analyzing information to get a deeper, richer, more detailed understanding of what’s going on. Disregard the complexities of the world and celebrate simplicity—informational ignorance works just as well, and relying on your instincts is cheaper and faster than dealing with information overload. It should come as no surprise, then, that Gigerenzer’s advice has been embraced by quite a few corporate leaders. Around three-fourths of business executives, according to a 2014 survey, trust their intuition about decisions. Even two-thirds of those who describe themselves as “data-driven” professionals—they “collect and analyze as much [information] as possible before making a decision”—said that they value their gut feelings. Who wouldn’t prefer the cheap and simple option to hours spent analyzing information and translating it into decisions? Who wouldn’t want to succeed without having to try hard?

The fundamental problem with heuristics is the same as the problem with medieval bloodletting. It may be okay as long as one has no better alternative—if one can’t gather information comprehensively, process it, and translate it into appropriate decisions. But just as babies give up crawling when they learn to walk, eventually every second-best solution to a problem is cast aside for the real thing. If we’ve learned anything from the Enlightenment, it’s that ignorance never is bliss, only a temporary fix and a reminder to try harder. So heuristics don’t offer us a simple solution to the cognitive decision-making challenge in firms.

OVER THE PAST CENTURIES, FIRMS HAVE IMPROVED THEIR internal information flows, turning them into a powerful means of organizational innovation. This has conveyed a competitive edge for firms over money-based markets and their information reductionism. Translating information into decisions hasn’t progressed as much, not because firms haven’t tried, but because of constraints in human cognition. There’s only so much that delegation, standardization (through SOPs and so on), and selection (of the right employees), and even heuristics can yield. As the low-hanging fruits of information flows have been harvested, further progress needs to come from improved decision-making, making it much more challenging. The real reason that Jeff Bezos chose to mold Amazon as a fairly conventional firm is an indicator of how much of a challenge that is. Even though we are now well into the digital age, for Amazon a traditional hierarchical setup has turned out to be the most efficient choice.

Data-richness fundamentally disrupts this situation. Digital tools that may have been used to speed up what we’ve been doing may also enable us to reorganize the social mechanism of coordination. Using cutting-edge data-focused tools, market participants can greatly enhance their ability to find optimal matches. This tips the competitive balance between markets and firms in markets’ favor. As markets evolve, are traditional firms the big losers in the shift from money-based to data-rich markets? Couldn’t firms utilize the same data-driven tools to handle their information overload, ease the crushing quantity of decisions, upgrade executive decision-making, and benefit from the data age just as the market does?

Not to the same extent as markets, as we discuss in the following chapter. That doesn’t mean that firms have no future, but it may prompt many of them to reevaluate how they are organized. Traditional firms that are feeling mounting pressure from digital disrupters may be the first to change. Over time, though, even Jeff Bezos may have to rethink how to best run Amazon.
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FIRM FUTURES

DECEMBER 26, 2016, BORE BAD NEWS FOR INSURANCE claims assessors, even though few of them noticed. The worrisome information was buried deep in a press release issued by Fukoku Mutual Life Insurance, a Japanese giant headquartered in downtown Tokyo. The company announced it would use Watson, a machine learning system developed by IBM to assess insurance claims. It optimistically asserted that with this measure, “the burden of work processing can be reduced by about 30 percent.” It was left to one of Japan’s most prominent newspapers, the Mainichi Shimbun, to report a few days later that hiring Watson would make around one-third of the staff in Fukoku’s claims-assessment department redundant.

Some months earlier, halfway around the world, in Stuttgart, Germany, employees of the automobile manufacturer Daimler were asked to give up their customary offices—but for a very different reason. Daimler CEO Dieter Zetsche announced a radical restructuring of his company, a symbol of German corporate conservatism, and its traditional top-down management culture. His goal was to have 60,000 employees—around 20 percent of Daimler’s global workforce—operate outside their former reporting lines and corporate silos within one year. Knowledge workers at Mercedes-Benz’s parent company weren’t laid off; they were asked to become part of a reshaped organization with flexible teams and less hierarchy.

Zetsche is a tall, slim man with a background in electrical engineering. He is easy to recognize, thanks to his bushy mustache and his sense of humor. Confronted with potential disruption by new competitors such as Tesla and its Chinese counterparts, facing game-changing advances in technology, such as self-driving cars, and finding himself up against novel business models, such as ride-hailing services, the Daimler head ordered his organization to shift into start-up mode. Copying the cellular organizational structure of successful Internet titans such as Google, Zetsche explained, would mean that Daimler will “supplement the hierarchical-management pyramid with cross-functional and interdisciplinary groups and eventually replace them.” The goal is to encourage faster innovation, and the key to achieving this goal is drastically improved decision-making: “At the moment, we have up to six levels of decision-making. We want to have only two decision-making levels for every issue by 2020.”

Fukoku and Daimler represent two very different responses to the data revolution that is empowering the market. But their strategies share the same goal: to save the firm. Neither company is acting in panic. Their mainline businesses are in good shape. Both old-economy incumbents realize, however, perhaps earlier than some of their competitors, that when the market changes fundamentally, so must the firm.

The Japanese insurer’s strategy centers on automation, using data-driven machine learning systems to make decisions that formerly were made by white-collar workers. The German carmaker takes another tack: streamlining managerial decision-making processes (while continuing the rapid automation of car production). Both strategies aim not only to hold old and new competitors in check but also to defend the firm against an improved, emboldened market. Intriguingly, Daimler’s weapon of choice is taken from the market’s own arsenal. But will it work?

FIRMS EXIST WHEREVER THEY CAN ORGANIZE HUMAN activity more efficiently than the market can. Firms persist when they operate more efficiently than the firms they compete against. The most obvious strategy for firms in response to the renaissance of the market, therefore, is to improve their own efficiency. This option lies at the heart of Fukoku’s decision to employ Watson.

It’s the same rationale that, from time immemorial, has led firms to supplant humans with machines, from the steam engine to the factory robot. The strategy predates the Industrial Revolution. And it was well before the windmill replaced humans grinding grains and the printing press supplanted scribes. In fact, the ancient invention (or perhaps discovery) of the wheel itself enabled cargoes to be transported much more efficiently than through human carriage. The strategy to favor machines over humans gathered speed with the introduction of John Kay’s flying shuttle and James Watt’s steam engine in the eighteenth century.

Initially, machines often were only marginally more efficient. They required considerable institutional support (such as appropriate laws, financial instruments, and the like), but improvements over time (including organizational changes) increased their efficiency by leaps and bounds, and they ultimately became indispensable in virtually all sectors. Similar efficiency gains were realized through the optimization of every process within a firm, whether it was called Taylorism, Six Sigma, or lean management.

Whether a focus on efficiency is a suitable strategy largely depends on two factors. First, are there existing inefficiencies within an industry that can be eliminated? The traditional network airline business model, for example, was wasteful enough that more efficient, low-cost airlines could take over a substantial share of the air-travel market. By contrast, modern large supermarket chains are so comparatively efficient in their operations that new entrants (including digital start-ups—remember Webvan?) have had much less opportunity to disrupt them. Of course, it’s important to understand not only whether a given industry sector has efficiency opportunities but also whether a particular firm, by focusing on efficiency, can improve its relative position. Most traditional airlines may recognize their inefficiencies and see the advantages of the low-cost carrier model exemplified by JetBlue and Ryanair, but they lack the ability to reform themselves due to a variety of factors, from existing obligations to ossified organizational structures.

The second important factor is time. Relative efficiency improvements almost always result in an advantage that’s only temporary as other firms catch up. That’s why firms competing on commodity products often start a new round of economizing the moment they conclude the previous one. Over time, as inefficiencies are eliminated, there’s a diminishing marginal utility to pushing for automation, process efficiencies, and other cost-cutting measures. They are only infrequently successful in the long term—but then again, most business strategies in general are rarely successful over the long term. Often the secret to success is continuous adaptation to the environment and the ability to choose the right strategy in any given context.

Keeping these constraints in mind, Fukoku’s shift to Watson is a quite conventional choice. But that’s okay, because the insurance sector is relatively inefficient: a lot of paper gets processed and pushed around; it’s labor intensive and has seen limited automation. Profitability depends on setting premiums at the right level and assessing claims efficiently, but these decisions, although fairly straightforward, weren’t standardized enough to have been easily automated until sophisticated data-driven machines like Watson arrived. In that sense, insurance today is like steel production before the invention of Watt’s steam engine.

Fukoku’s strategy to start automating these clerical decision processes is likely to pay off nicely. Installing Watson cost the company $1.7 million in up-front investment. Yearly maintenance is estimated to be around $130,000, and the company aims to save roughly $1.1 million per year on salaries. Their return on investment within two years is much faster than for heavy machine-based automation in manufacturing. Fukoku concedes that experienced employees will still have to check and approve the decisions the new system will suggest, but Fukoku is already looking into installing another machine learning system to do this double-checking.

For decades, tech pundits have claimed that artificial intelligence will replace human knowledge workers. It always seemed possible, but it has rarely happened. Even routine clerical decisions at insurance companies weren’t standardized and simple enough to automate with artificial intelligence systems based on fixed rules. But artificial intelligence has evolved—from systems based on general rules to learning ones—trained on massive amounts of data. With Fukoku’s switch to Watson, automated decision-making for routine claims has reached its Kitty Hawk moment. Just as it did in the realm of powered flight, it has taken ages to reach the moment of takeoff. Having mastered the technical underpinnings, it has reached its tipping point and the sky is no longer the limit. From here on, automation of routine decisions, not just in insurance but in every sector, will be in full swing. Much as Henry Ford cut costs by automating the car-manufacturing process, Fukoku cut costs by automating the insurance-claims process: different sectors, same idea. And, like Ford, Fukoku will reap an efficiency dividend from automation, thereby improving its competitive position.

Some may ask, why stop there? Why does automation have to end with office clerks? Why can’t it extend to middle managers and even the C suite? It’s an intriguing idea: use machine systems to assist managerial decisions and bump artificial intelligence into the executive ranks.

Bridgewater Associates, the world’s largest hedge fund, is about to do exactly that. It plans to build learning systems that will not only choose investment opportunities for its $160 billion in assets, as it has been doing for years, but will also make general management decisions, such as whom to hire, whom to promote, and whom to fire. Ray Dalio, Bridgewater’s legendary founder and CEO, is known for his passion for data, and he aims to automate three-fourths of all management decisions by 2022. Bridgewater is better positioned than most companies to build such systems because of how it handles data. Although firms do not routinely capture their decision-making processes as data (at best they record the outcome of these processes), Bridgewater is constantly adding to its rich data streams. For example, most meetings and business conversations are already logged for future data mining; and employees are continually asked to rate their colleagues’ performance.

To make sense of all this data, Dalio hired David Ferrucci, the developer who led Watson to its Jeopardy! victory in 2011. Ferrucci heads a team at Bridgewater called the “Systemized Intelligence Lab.” Its main task is to develop a comprehensive management-software system called PriOS that will drive decision-making at Bridgewater. In some contexts, PriOS will augment rather than replace human decision-making, but the ultimate goal is for humans to be relegated to just setting the criteria the system uses in its decision-making.

It’s hardly surprising that artificial intelligence has been readily accepted in the data-savvy and algorithm-friendly domain of investment banking. But the trend is spreading to other, less obvious sectors, including traditional human services. Imagine, for example, a machine learning system making strategic decisions in a company focused on caregiving for the elderly. A robo-boss with enough data at its fingertips could run a large team of caregivers predictably and efficiently: it could apply a holistic approach to planning weekend shifts, never forgetting to budget extra time for some patients, and could swiftly locate and notify a nearby caregiver in case of an emergency. A robo-boss would never favor one employee or one client over another out of personal sympathy, making decisions less biased.

Or think about such a learning decision-assistance system at a small construction company that is considering whether to buy, lease, or just rent an additional backhoe. Its founder, Bob, would typically make the decision based on his limited supply of information and on his gut feelings. He might be biased because he loves the look of the shiny new backhoe, or he might fail to see its value beyond daily rental fees. In contrast, a machine learning system would aggregate data from the company’s order book and accounting system, add information about the backhoe’s predicted maintenance cost and local economic trends, and conclude: “I’m sorry, Bob. I’m afraid I can’t support your buying this fantastic Caterpillar machine, although I know it has excellent performance ratings and great reviews in online forums for equipment nerds.”

With data-driven machine learning systems up and running, we could end up with thriving firms staffed by fewer managers. Automation would finally have reached every corner of a firm, including its decision-making leadership. But a fundamental difficulty in pushing decision automation far into management territory remains.

Straight transaction decisions on markets are all fairly similar: we compare our preferences with those of others and then decide whether and with whom to transact. The specifics may vary, but market participants encounter decisions of this kind every time they engage in the market. Executives in firms, by contrast, face a wide variety of different types of decisions. Thus, on data-rich markets, where comprehensive preference data is becoming available, we can use the data to train decision-assistance systems. We don’t have the same luxury in firms, where decisions of a similar type are far fewer, so the data available for a particular type of decision is limited.

As executives face a more varied set of decision options than market participants (the latter “only” have to decide whether to transact), more data is needed for machine learning systems to work, not less. Worse, even where sufficient information inputs are available, data about the actual process of decision-making is still lacking. Without knowing how various inputs were evaluated, weighed, compared, and then translated into a decision, machine learning is stunted. In short, the firm’s comparatively limited trickle of relevant data does not rival the market’s data flood. Of course, firms could aim to gather more such data, but given the diversity of decisions to be made, it is hard to imagine machine learning systems taking over general managerial decision-making from humans anytime soon.

Could firms rejig their organizational structure to concentrate similar decisions in one unit, resulting in sufficient data for machine learning systems to work? Fukoku could shift to Watson precisely because the company had one unit that was assessing similar claims. There was enough data available for Fukoku to put Watson in charge. If routine managerial decision-making isn’t so different from routine clerical decision-making, could machine learning systems do both as long as there is sufficient data? This isn’t so different from the old idea of delegation—by dividing up tasks, specific expertise can accrue over time that improves decision-making efficiency. So in an increasing number of organizational units data-driven managerial decision automation may seem to be the logical next step.

There is certainly some movement in that direction. Providers of data-driven machine learning systems such as Daisy Intelligence are already offering retailers a comprehensive tool kit of decision-assistance systems that help in managing inventory, choosing weekly special offers, placing products on the selling floor, and pricing them optimally. It surely won’t work for small mom-and-pop shops or fashion boutiques with a niche clientele, because those types of stores don’t generate enough data, but it may be just what the doctor ordered for a midsize retailer selling thousands of items, facing strong competition, and having to make fairly similar decisions about inventory and price. The promise associated with such systems is not only that they will improve the quality of routine managerial decisions but also that they will do so at a lower cost. Managerial decisions that are low-level, routine, and expertise-driven, with few interdependencies to other parts of a firm, and supported by sufficient data will be automated; and managers will be replaced by data-driven machine learning systems.

By the same token, managerial decisions that aren’t supported by enough data, aren’t routine, or require a lot of coordination with other parts of the company will remain largely immune from automation. It is still easier for individuals to share information and thus coordinate with others informally—for example, over drinks after work—than it is for a bot to do so. A machine learning system that uses only data from a single unit may yield a fine decision based on that data, but it might be a bad decision for the firm as a whole.

Human managers have fewer difficulties navigating complex decision-situations involving multiple organizational units. They often combine proficiency in their own units with an ability to communicate and work with colleagues in other units. These managers, who have what’s called a T-shaped skill set, blend in-depth expertise in a specific field (represented by the vertical stem in a T) with an ability to collaborate with managers in other areas (the horizontal bar on the T). Machine learning systems may acquire vertical expertise, but their very design prevents them from becoming horizontal collaborators. And without decision makers who are able to see beyond their own units, firms will break apart and fail. That is reassuring news for humans: perhaps we may still be irreplaceable as top-level decision makers in firms, at least until machine learning systems being trained with lots of data from lots of different decisions attain general-purpose decision-making skills that so far are our exclusive domain.

It offers more than reassurance, though. Understanding the limitations of machine learning systems also clarifies the skill set of a successful manager in the medium term: rather than banking on deep expertise in just a single area, the effective corporate leader of tomorrow will be much closer to a classic renaissance person. Such a manager will have a fair amount of knowledge in many areas, thus becoming empowered to contextualize information and see the big picture, the forest rather than just the trees. Moreover, future leaders will need skills beyond those that are directly linked to decision-making. This includes collaboration—the ability to foster interdepartmental and interdisciplinary action.

Finally, and perhaps most important, human managers are needed to facilitate radical innovation—not the kind of continuous improvement that data-driven machine learning offers but the fresh new ideas that aren’t contained in data. Lacking human imagination, current artificial intelligence systems have no point of reference against which to navigate the utterly unknown. Of course, this too may change eventually. Perhaps we’ll realize that radical innovation isn’t so radical after all and is more an extension of existing ideas, or that radical innovation can be emulated through the introduction of randomness. Machine learning system experts around the world are actively pursuing strategies to teach their systems to be creative, albeit currently with only very limited success. It seems that so far, creativity is a difficult nut to crack for machines. Until this changes, managers will continue to be needed to steer the complex process of creative destruction, which famed Austrian American economist Joseph Schumpeter saw as the source of sweeping innovation.

FUKOKU’S CHOICE—WHICH WE CALL OPTION ONE—FOCUSES on cost. This solution works only if firms successfully automate and optimize decision-making, cutting down on overhead and permanently reducing the size of the workforce. But at its heart, option one is a bet on the past, a bet on a strategy that will disrupt its workers rather than its structure. Fukoku may look like a highly digital firm from the outside because it relies on data and the latest digital tools. But although these tools replace human labor with machines, the internal structure of the firm—its hierarchies and departmental silos—remains unaffected. For management decisions, data will continue to flow in centralized fashion to the firm’s leadership. Renaissance managers may thrive there, but, overall, highly traditional command-and-control environments will endure. The most striking difference may be that machines are better than humans at obeying executive orders.

Daimler’s strategy—which we call option two—is different. Rather than focusing on machines, the upmarket car manufacturer is rewiring managerial decision-making processes to gain an advantage not just relative to competitors such as BMW and Tesla but relative to the market. Organizationally, it seems like a bet on the future: Daimler is willing to sacrifice historic hierarchies to keep pace with a reinvigorated market and digital challengers.

Daimler’s challenge isn’t unique; in fact, it is typical for a large, successful corporation. To ease the burden of decision-making, firms have aimed to find the optimal balance between the advantages of decision-making at the top and the need for some decentralization to prevent decision overload. It’s a delicate undertaking—and firms that believe they have found their decision-making sweet spot often try to hold on to it at all costs. Decision-making processes that seem to be in balance because they once worked, may in fact have steadily moved away from being optimal. Holding on to old solutions then will lead to an organizational inability to decide, to adapt, and to evolve in time.

Dieter Zetsche’s call for a fundamental change is aimed at Daimler’s own ossified management structures and fossilized decision-making processes. He complains that decisions take too long, leading to inertia and a failure to adjust swiftly enough to changes in the competitive environment. Zetsche also wants to see more innovation—more ideas that break traditional molds—across Daimler’s huge global footprint. His stated goal is to increase responsibility and ownership among decision makers. Zetsche isn’t suggesting a new wave of automation; rather, he’s tinkering with the organizational setup of his firm. He wants to shift it toward a simpler, faster, flatter model in which decision-making is decentralized.

This is also the mantra of Spotify, a recent digital darling. The Swedish start-up operates the biggest music-streaming service in the world—more than 100 million music lovers use it to listen to their favorite songs and albums. Spotify’s business model disrupted Apple’s digital music shop, iTunes, which itself was the disrupter of the music industry’s longtime business model of selling physical records and CDs in brick-and-mortar shops. The music industry both loathed and loved iTunes. On the one hand, Apple’s digital content store broke off a huge chunk of its profits. On the other hand, iTunes shared revenues with content producers, unlike its predecessors that had indulged in illegal peer-to-peer file sharing.

Music streaming was a more fundamental disruption than online music stores because it created a platform that dissociated price from product, cost from consumption. Most users enjoy the service for free: rather than paying to listen they supply personal data (i.e., they accept advertising targeted specifically to them). As of 2017, the 50 million “premium” users dole out a modest all-inclusive monthly fee of $10 for unlimited access to more than 30 million songs, and no one is penalized for listening to music constantly or for skipping tracks a lot.

Nor is there a benefit to frugality. Unlike conventional marketplaces, price has almost completely lost its traditional informational function on Spotify’s music market. It is being replaced by a variety of different signals such as information about what music is searched for, what track is skipped and by whom, and what is being shared with friends. Spotify has turned a half-disrupted pipeline business into a matchmaking platform (matching listeners and music, as well as between advertisers and audience) on which direct payments play only a minor informational role.

But what makes Spotify so intriguing for us is its organizational structure. The company was founded in 2006 and launched its portal two years later. Its founders, Swedish entrepreneurs Daniel Ek and Martin Lorentzon, weren’t the only ones wanting to see music streaming become a reality. A fierce competition between several streaming start-ups commenced. But unlike some of his competitors, Ek not only happened to be the former CEO of µ Torrent, a company known for making file-sharing convenient, he also had a clear vision of how to manage a fast-growing company full of confident coders in the context of an egalitarian Swedish business culture.

Ek has been described as the Tom Sawyer of the lively Stockholm start-up scene: he finds fences and lets others paint them. But the real trick is that he lets others paint them the way they see fit. Spotify’s management culture is pretty much the exact opposite of a command-and-control environment. Ek borrowed the principles of agile software development and integrated them in a management system he calls squadification.

“Squads” are small teams responsible entirely for certain aspects of a product (such as the search function or the user interface) or certain business activities (such as sales in a given market). A squad doesn’t have a boss, only a so-called product owner, whose task is to ensure that all the members of the team have everything they need to do a good job. The product owner also keeps an eye on the self-defined goals and deadlines of the team, but unlike traditional team leaders, this one has no enforcement power. Neither does the squad’s “agile coach,” whose task is to foster and facilitate collaboration within the team.

The underlying philosophy is starkly different from that of traditional hierarchical firms: don’t ask your manager, because you don’t really have one. Experiment with data to create evidence. Then share it with your teammates, the teams working on connected issues, and anyone in the company you consider knowledgeable on a given matter. Get feedback, then make the decision yourself (or as a squad) and implement it as swiftly as possible. If there are problems, it is up to you to fix them.

To avoid silos and foster collaboration across squads, specialists with connected expertise meet in “chapters.” Squads working on similar projects form “tribes,” which should have no more than 150 members. Above the tribe level, there are “guilds.” The main goal of this structure is to facilitate the flow of information and knowledge throughout the company. To ensure coherence of business strategy and decision-making, Spotify’s fluid organizational chart denotes the ranks of “system owner” and “chief architect.” But in practice even those two top management positions do not have the power to give orders. Much like product owners and agile coaches on the squad level, they operate like moderators. They use the soft power of persuasion and the hard facts of data-driven evidence if they want to see their opinions turned into action.

Spotify prides itself on its culture of feedback and coaching. It’s okay to fail as long as people learn from it (in fact some squads even have “fail walls” to highlight the lessons to be learned). Central to this culture is the separation of feedback and learning from formal discussions of salary and performance, which remain linked to a more formal hierarchy. Although peer input is actively sought for learning, an individual’s salary and performance matters aren’t discussed by the entire squad. Spotify believes this facilitates open and robust feedback, as there is no longer an incentive for people to give each other favorable reviews. The company has even developed an internal tool to elicit frequent feedback from others.

Spotify’s squadification model is an outgrowth of the ideals and values that resonate with its founders and its workforce. In part, it works because Spotify isn’t operating in a heavily regulated sector such as health care or banking, but in a field where competition is harsh and constant innovation is crucial. And in part, Spotify’s organizational setup is well suited for a digital start-up, an environment where data is abundant and can easily be made available.

But there is still another reason that Spotify chose the squadification approach. Once we push aside the communitarian language and the seeming affinity for small, adaptive, loosely organized groups, we see that the company is injecting a piece of market DNA into its structure. After all, decentralized decision-making is the hallmark of the market. Introducing such radical decentralization into a firm invites bits of the market inside. Spotify is an intriguing example of a firm intent on avoiding turning into a traditional firm by opting to be an organizational hybrid: part firm, part market.

Introducing the market into the firm isn’t a radically new idea. There are many variations, but what unites them all is the delegation of some managerial decision-making to fundamentally decentralized, more market-like mechanisms. John Deere’s transition from tractor manufacturer to a world champion of connected farming was possible only as its corporate culture shifted toward faster, more decentralized decision-making in self-organized teams. General Electric and Siemens are decentralizing their supply-chain and production operations into regional units because central decision-making happens too far off, far too often. And media giant Thomson Reuters aims to speed up innovation by launching idea contests that don’t just award prizes but also turn the winning ideas into reality by financing them through an internal venture-capital fund.

As the market gains renewed competitive momentum, the firm will find itself in need of catching up. We’ll likely see more market DNA, more decentralization, more internal competition in the firms of the future. But as companies aim to embrace some of the market’s essential qualities, we suggest firms may want to adjust their market-embracing strategies. As the market itself is changing from one greased by money to one fueled by rich data streams, it may be more advantageous for firms to embrace data-rich markets than to compete with them. The key is to understand that these new markets have multiple components. Rich information streams need to be augmented by matching algorithms and machine learning systems. When combined in a market context, these can assist a firm’s decision makers much like they assist market participants in identifying the optimal match, given multiple preferences. Intriguingly, we are already seeing such strategies being implemented in firms—at least partially—for a very human purpose: internal talent management.

In a 2016 survey conducted by the professional services firm Deloitte, 39 percent of large-company executives said they were either “barely able” or “unable” to recruit the talent their firms required. With such difficulty finding talent outside one’s organization, it may be better to look for the right individuals internally. To this end, many large corporations have been improving talent management with data-driven internal marketplaces. It might look like a simple solution, but it addresses a number of the human-resources challenges that firms routinely face.

Firms with a central HR department pool their talent-acquisition and talent-retention expertise into one organizational unit, so that best practices can be shared and, if necessary, adjusted quickly. But like any centralization, this creates an information-processing bottleneck. HR staff may be knowledgeable, but they will have to contend with a lot of information as they optimize talent allocation throughout the organization. Their decisions will require comparing individuals and open positions and matching them across multiple dimensions such as experience level, specific expertise, or salary band. That is challenging for any manager, even if they are competent, hardworking, and well-meaning.

Internal reallocation of talent also faces another difficulty: managers who have a great and promising young assistant will do much to keep that talent in their unit. There is an incentive for managers to underreport the positive qualities of the most competent staff to HR, lest HR be tempted to move one’s valued associate into a different position.

To put an end to such inefficiencies, firms such as American Express, AT&T, and IBM have phased in software platforms that go far beyond classified-ad-type announcements of open positions on the company’s intranet. They match detailed (albeit standardized) job descriptions with detailed (albeit standardized) talent profiles. Filters make individuals and position pools easy to search, both for employees seeking a new challenge and for managers looking for new talent. And recommendation engines facilitate matchmaking across multiple dimensions.

These internal talent marketplaces offer a number of advantages. First, they decentralize matching, reducing information overload within HR departments. Searching and matching is done outside HR, by managers with positions to fill and employees interested in making a move. Thanks to multidimensional information streams and talent-matching software, the costs of the search are kept comparatively low. And neither side has much of an incentive to underreport, conceal preferences, or exaggerate need. This ensures that information available on the market is fairly accurate and comprehensive.

No longer do managers “own” their talent; no longer can they (ab)use information to restrict the optimal matching of people to positions. As a result, there is fluidity of human labor inside an organization, which increases a firm’s ability to adjust to changes swiftly. It also empowers employees to act more like free agents (even if executives will want to retain the power to assign people if necessary). This fits well with the preferences of young people, who are usually eager to stretch their talent muscles themselves, “own” the way they work, shift to new challenges frequently, and avoid getting stuck in one particular career track.

Internal talent marketplaces also have a disincentive to focus on price. In part, this is because firms do not want to institute a mechanism for open internal price competition. In part, though, it is also an attempt to refocus those participating in the market on the diversity of preferences that influence job choices. By using salary prominently in internal talent markets, managers and employees would be tempted to optimize largely on price, thereby running the risk that market participants will overlook other dimensions that are important for job satisfaction. Price can be deemphasized in such internal job-matching platforms by mandating that all parties stick to firmwide salary bands, which are not individually negotiable. That way, some flexibility in agreeing on a salary is retained but the emphasis on it is reduced.

Talent-matching platforms are an intriguing way to inject markets rich with information into the organizational structure of the firm. Phased in about a decade ago, they are now slowly opening the doors to outside talent—in most cases pre-approved freelancers. Consumer goods giant Procter & Gamble has even opened its internal platform, connecting employees involved in innovation activities to individuals outside the organization.

There is room for improvement, applying the concept of data-rich markets that we explained in Chapter 4: information ontologies (hierarchies of keywords) need to be further standardized, and matching algorithms need to become more sophisticated. Most important, these talent markets currently lack machine learning systems, which grasp decision makers’ preferences just by observing them. Over the next years, we will see a steady increase in these systems being deployed in companies around the world. It will begin in large corporations with lots of internal matching requests that generate sufficient data—a necessary condition for such systems to work well. But over time, midsize firms, too, will join the fray. While we may initially see a lot of adoption in the HR field, the application of such a multidimensional market approach is by no means limited to matters of staff allocation. We will see it pop up in other areas, such as marketing, procurement, inventory management, finance, even product development.

Once such a market mechanism is in place, its scope may extend outside the firm. Why restrict supply and demand when the mechanism could attract participants from outside the organization as well? Of course there are limits, and some internal markets may never be open to outsiders because of legal restrictions (e.g., to avoid anticompetitive collusion among companies), safety and security concerns, or trade secrets that need to be protected. And of course, opening internal markets to external participants requires care. For example, opening talent markets may require different strategies than simple salary bands for deemphasizing price. But in other areas, it’s likely that internal markets will be accessible more swiftly outside the firm’s border.

There’s a certain irony in the fact that firms hope to compete against the data-rich market by incorporating some of its key features. And, ironically, too, as firms incorporate elements of data-rich markets to save the firm, they enable the capture of huge streams of data, which in turn could also fuel a renewed attempt toward decision automation.

FIRMS LOOKING TO RESPOND TO THE RENAISSANCE OF the market can choose between two strategies—option one, to automate decision-making, and option two, to rearrange a firm’s organizational (and thus decision-making) structure. Amazon, for example, could opt to incorporate data-rich markets into its organizational structure—a strategy well-aligned with the marketplace that Amazon is for many of its customers. But Amazon could also choose automation of decision-making, given its data-driven organizational and decision-making setup. The ultimate choice of strategy will likely be driven by where Amazon sees its core competitive advantages located. If Bezos perceives Amazon’s hierarchical organization as a key advantage, moving away from it may not be enticing. And as Amazon’s artificial intelligence systems and massive computing resources are cutting edge, so the Everything Store may be well positioned to push toward automating managerial decision-making. Getting to automated decision-making, however, will take some time. In the interim, Amazon may want to experiment with organizational change.

What’s important to understand is not so much the concrete strategy that a firm should pursue. It’s critical that the right strategy depends less on a firm’s lofty vision than on its capabilities at any point in time—and how they can be translated into competitive advantages. It’s a challenging choice that all firms will face. Moreover, the two strategies for firms we outlined aren’t mutually exclusive. Companies may adopt strategies that combine some elements of both. This will surely lead to important improvements, but it likely is not enough to save the firm as we know it, because long term, both options undermine the traditional idea of the firm as the preeminent and most efficient mechanism of human coordination.

Yes, option two emphasizes restructuring the organization, a thoroughly human construct. But decision-making power is shifted away from managers to an internal market system in which decisions depend on a powerful flow of rich, multidimensional data paired with machine learning systems and in which transactions are enabled by powerful algorithms. The process may still require human participation, but over time humans may not be making many of the decisions. Option one leaves organizational structures in place: no market encroaches on the firm, but through automation, managerial decision-making increasingly shifts from humans to machines.

In the very long run, therefore, firms may model themselves on two archetypes: one in which a firm owns most of the resources needed for its operation, and still may employ humans, but is managed and run mostly by machines, and another in which firms rely on market mechanisms but in the process shed most of their organizational functions. This latter type of firm may eventually end up as an organization of one—a single person who coordinates the market mechanisms and thus becomes nothing but a market participant. Neither organization will employ many humans to coordinate its activity, at least not compared to today’s firms.

In the meantime, existing firms as well as new start-ups have their work cut out for them: decide what decisions to delegate to machines and harness the power of the market to improve the way they coordinate.
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CAPITAL DECLINE

WHEN METEOROLOGIST BOB CASE LOOKED AT SATELLITE imagery and weather data for the northern Atlantic Ocean on October 27, 1991, he was taken aback. Having worked for the National Oceanic and Atmospheric Administration for decades, he quickly realized the danger: a huge cold front, moving north, was about to hit a high-pressure system, moving south from the Canadian coast. “These circumstances alone could have created a strong storm,” Case said. “But then, like throwing gasoline on a fire, a dying Hurricane Grace delivered immeasurable tropical energy to create the perfect storm.”

And a perfect storm it was, bringing hurricane-force winds and waves up to one hundred feet high. It caused more than $200 million in damages. By Case’s reckoning, such an event would hit the New England coast only once every fifty to a hundred years. Case’s work forecasting this perfect storm was immortalized in a best-selling book and blockbuster movie, and it anchored the term in our vernacular.

Today, large swaths of the banking sector are themselves facing a perfect storm. Like the confluence of the three distinct phenomena that led to the 1991 weather event, three distinct but reinforcing threats may turn banking on its head. Each one alone is a challenge, but taken together, they may wipe out a significant portion of the industry.

The first is the structural weakness of the banking sector, which was exposed by the subprime mortgage crisis beginning in 2007. This banking crisis was caused at least in part by information that was either incorrect and incomplete or wrongly interpreted. According to one estimate, more than $8 trillion was lost, and there were extensive bank bailouts in a number of advanced economies. In the United States, the Emergency Economic Stabilization Act of 2008 led to the federal government’s earmarking more than $700 billion in loans to help ailing banks. The capital infusion quickly stabilized the US banking system at the height of the crisis

In the United Kingdom, Germany, and Italy, governments recapitalized banks with funds in the hundreds of billions of dollars but also essentially nationalized banks by buying shares of the banks rather than purchasing nonperforming securities that the banks held. Banks suffered from the subprime mortgage crisis more than any other economic institution, and the ensuing loss of confidence in their stability put the sector under great pressure to adapt.

The second threat was born of the Great Recession, which commenced in 2008. Central banks in many nations responded to economic woes by lowering interest rates, and as rates hit rock bottom, banks in some countries even charged negative interest for deposits. Savers were not the only ones affected. In practice interest rates on deposits cannot be lowered much beyond zero (negative rates are highly unpopular and may lead to withdrawal of deposits). These low interest rates also reduce the interest spread—the difference between the rate banks pay their creditors and the rate they charge their customers—and thus banks’ margins.

Banks were already suffering from the increased competition that has shrunk banks’ margins in the United States from almost 5 percent (in 1994) to around 3 percent (in 2016). The situation is at least as bad in Europe, where the interest spread has dropped to 1.4 percent. At the same time, new banking regulations have increased banks’ overhead costs. Many commercial banks have not been making high profits anymore from traditional credit and savings operations. In fact, researchers at the German central bank predict that with the interest spread staying low, only one in five banks in Germany will earn a decent return on cost of capital in the coming years.

Profits are also negatively affected by changes on the payment services side. Online banks employ an order of magnitude fewer employees per customer account than traditional banks, resulting in a drastic cost differential. As a result, they can offer payment services at much lower fees to their customers. In addition, formerly lucrative international money-transfer services are under competitive threat, thanks to start-ups such as TransferWise. More generally, due to a costly information infrastructure stemming from the twentieth century, banks can no longer compete effectively with digital rivals such as PayPal and Apple Pay, which offer their services to consumers at very low cost. Their overhead is small: PayPal has no expensive branch network to pay for, and Apple Pay can piggyback its service on proprietary security technology built into more than a billion iPhones.

Banks have responded with comprehensive cost cutting, continued automation, and the shrinking of their physical footprint. In 1990, commercial banking employed just under a million and a half people in the United States, but the sector never recovered from the financial crisis of 2007 and today no longer employs as many people as it did in the early 1990s. The situation is worse in Europe. As of 2016, 27,000 fewer bank branches employed 212,000 fewer people than before the Great Depression. In 2015 alone, one in ten private banks in Switzerland vanished, including centuries-old brands such as Bank La Roche (founded in 1787). The sector’s crisis is affecting well-known names, too: Germany’s Commerzbank will cut one in five positions by 2020, and Italy’s large UniCredit bank will close 26 percent of its branches.

These trends alone would suggest that banking is in dire straits. But as if they aren’t bad enough, a third element looms on the horizon. It may topple even some of the supertankers in banking, and it has to do with the role of money.

IN DATA-RICH MARKETS, PARTICIPANTS NO LONGER USE price as the primary conveyor of information. Of course money still stores value, and participants still use it to pay. But if money will no longer be necessary as an efficient information shorthand, one of the central functions that money has performed in the economy will be gone. Its role will further diminish as the transformation to data-rich markets continues—as standard data ontologies, matching algorithms, and machine learning systems advance and as market participants embrace more efficient transactions based on a richer flow of information.

For most of us, there won’t be an immediate difference in our daily activities. We’ll still pay with money, although the lowered cost of banking will get us more bang for the buck. But the real difference will be felt on markets. When we are better able to compare what potential transaction partners have to offer along many dimensions, we’ll change how we weigh information. This will lead to vastly more efficient market transactions, as price will become only one data point among many, rather than a bell buoy in an ocean of noise.

The ramifications of this shift are profound for everyone in the business of money. As market participants look for and consider richer data, fewer of them will depend on money, and they won’t be willing to pay as much for its informational function as in the past. This hurts the entire financial services sector, although the pain, as we’ll explain, isn’t evenly spread.

Because money is no longer that important for greasing the wheels of the markets, our view of the economy will evolve. Rather than equating markets with money, and the economy with finance capitalism, in which money rules supremely, markets will be understood to surge because of rich data flows (not money). Finance capitalism will be as old-fashioned as Flower Power. Some may miss it dearly, but that fondness will be little more than nostalgia.

Richer information requires new ways to convey it and communicate with it. Consider the simple case of a store window. In the past, a display window mainly contained the products on offer and the price tags associated with them. In the future, we’ll expect to learn more about each product (and, likely, the seller). Because this information can’t be expressed by a simple number on a single piece of paper, it must be conveyed some other way—digitally (for sure), and quite likely wirelessly, then analyzed by an app that allows us to search for the best possible matches, given our preferences.

The infrastructure necessary to convey such detailed information is being built right now. Many advanced digital market platforms already offer an impressive flood of multidimensional information, while physical markets, including brick-and-mortar stores, are still pondering ways to adapt the technology for their needs. Retailers, for example, have their hopes pinned on what’s called augmented reality, which enriches what we can see on the sales floor by providing additional information about the available goods. It’s like a much-improved version of Google Glass and will highlight perhaps the three products in a shop that best fit your preferences, and you will learn about them by looking around. For our purposes, it’s not as important to predict exactly which technical solution will offer us the richest information and in what form as it is to realize that the solution won’t depend on the established infrastructure of money and price that banks and other financial institutions have built.

The shift away from price signifies a monumental change: separating the act of payment from the provision of (much) information. Money-based markets afforded money an outstanding role in the economy because it was central to all stages of a market transaction, from the search for and identification of a potential partner all the way to the completion of the transaction.

Banks and other financial intermediaries acted as the servants and facilitators of a system that was so fundamental and crucial to the market that money became almost synonymous with the market system. And it began to spread through the entire sector. The finance industry enjoyed being perceived as both a holder of wealth and a fount of insight. That wasn’t wrong. Banks were the conduits to a lot of price information flowing through the market. To the extent that banks analyzed that information, they were even able to assist their customers in decision-making. It did not produce perfect results—far from it, in fact. But because of the access to information that banks enjoyed, trusting their recommendations was often better than deciding in ignorance—at least until the next financial crisis.

Better is the enemy of good. Using rich information streams to make decisions is superior to relying on money alone. As the economy shifts to data-rich and thus more efficient markets, most of the information necessary for these markets to function will no longer flow through banks. Banks will still handle the completion of transactions through the transfer and storage of value and perhaps even contribute modestly to the overall flow of information. But the informational center of gravity in markets is moving away from money—and thus away from banks.

As payment service providers, banks will offer essentially a commodity service and will be forced to compete against savvy new entrants that are not saddled with legacy infrastructure. It’s like letting a lot of air out of your inflatable life raft during a storm: you may still stay afloat, but with such an impaired craft, it’s much harder to get anywhere, let alone to your intended destination.

Perhaps the storm may be calmed a bit by the thicket of regulations with which players in the financial services sector must comply. Such compliance is not only costly, it also insulates these players somewhat from competition, while new entrants struggle with regulatory currents. And yet, perhaps at first counterintuitively, regulation may also speed up the reshaping of the banking sector. Although much existing banking regulation is complex and difficult to deal with for digital start-ups, regulators are beginning to understand the information dimension of banking and to appreciate the power banks currently possess, thanks to their role as information conduits. Correctly, they assume that such information might translate into transactional inefficiencies, and there is a push underway for measures to counter this. In the European Union, for instance, the Second Payment Service Directive, coming into force in 2018, mandates that any bank must, if a customer requests it, provide competitors as well as third parties with the customer’s digital data that banks hold. The goal is to make it easier for bank customers to switch banks (much like mandated number portability with mobile phones eased the pain of switching providers), as well as to create a new market of financial information intermediaries. Having access to rich banking data, they can then assist consumers in their decision-making. It’s yet another example of a disentangling of traditional banking (which is getting more commodified), and value generation based on rich and comprehensive information. Intriguingly, at least the European regulators seem to think that such innovation in financial information will be led by new entrants rather than traditional banks.

Other traditional financial intermediaries, especially those focused further on the informational role of money and banking, will fare even worse than banks in this new environment. They have no payment function to fall back on, no life raft to save them. Think of the stand-alone broker and the conventional insurance agent, for instance; they may drown in the sea of information that rewired markets unleash.

THE DEMISE OF MONEY AS THE MARKET’S PREEMINENT conveyor of information will also prompt a decline in the role of capital. In our market system, financial capital is key because it is such a fungible factor of production: when necessary, it can easily be exchanged for a much-needed resource and vice versa, thereby enabling efficient resource use.

But capital also conveys information. It signals to the world that a company has an asset at its disposal that it can exchange for other factors of production. It connotes freedom of choice as well as relative power. Outside investment increases a company’s flexibility, and it also conveys further information—about the prowess of the company as well as the trust that an investor has in it.

Sometimes, the informational dimension of an outside investment may be more valuable than the capital inflow itself. When a highly respected venture capital (VC) firm such as Sequoia Capital invests in a Silicon Valley start-up, it’s akin to conferring a peerage in nineteenth-century England: the recipient gets immediate name recognition and often gains additional market value as a result.

As markets embrace diverse information streams, these two functions of capital—information and value—are no longer necessarily intertwined. Rather, they will more frequently be separated. The point here is not to suggest that in the future, capital will have no role to play. Capital in its function as value will continue to be useful in our economy. But it will no longer be the only information game in town.

When we disconnect the two functions of capital, we realize that their relative importance depends on context. For example, at times a company may need an actual influx of capital. But in other situations, giving a signal to the market that a widely trusted expert believes in the business is precisely what is needed. To be sure, not all signals are equally honest. Talk is cheap and a recommendation nobody believes is not worth much, especially when compared to an endorsement backed up by a much-coveted fat check. In contrast, an honest signal carries a cost that deters potential abusers. Money isn’t always an honest signal, nor is it the only one. When money is abundant, for instance, the informational value of such a signal is greatly reduced. And as MIT professor Sandy Pentland has argued, a wide variety of signals, including those generated from network and social media data, can be honest.

The rewired market will have no problem ingesting and conveying such signals, and market participants will have no difficulty factoring such signals into their computer-assisted decision-making (of course, this does not guarantee perfect choices, only that choices reflect all available preference information). This is particularly important when money is abundant and investment opportunities are limited. At such times, a capital investment itself is no longer as strong a signal of endorsement; it has lost a portion of its informational value. Consider, for instance, a VC firm in times of abundant availability of capital that is unable to invest in a start-up it likes, because the investment round is oversubscribed. The firm may then invest elsewhere, but that investment isn’t a signal that the company it is investing in is the best choice, only that it is the one that was available.

A world of abundant capital may sound unreal, but there has been renewed talk recently about such a situation developing for venture capital activities around the world, as the volume of deals has increased, reaching record levels not seen since the dot-com bubble of 2000. In general, more money is becoming available for capital investments as investors are trying to identify opportunities that offer higher returns than the rock-bottom interest rates available through conventional and conservative investment mechanisms. Attracting capital, especially for start-ups in the right location, is far easier today than it was in earlier decades. One CEO of a Silicon Valley start-up commented that the company, absent an urgent need, raised money simply because it could. At the same time, fewer investment options exist on conventional stock markets. In the United States, the number of listed companies is down from more than 9,000 in the late 1990s to fewer than 6,000 in 2016.

If capital is abundant, but fewer companies are looking for capital, supply outstrips demand on capital markets, and this means returns on investment are plummeting. This spells the end of finance capitalism as we know it—the mental association of working markets with huge investor returns. And it’s unlikely the good days of finance capital will ever come back: as markets turn data rich, there is less need to signal with money. The economy will thrive, but finance capital will not thrive with it on account of the shift from money-based markets to data-rich ones. With the market economy advancing with the help of data, we may no longer label the future “capitalist” in the sense of power concentrated by the holders of money. Ironically perhaps, as data-driven markets devalue the role of money, they prove Karl Marx wrong, not Adam Smith.

In essence, data takes over from money, and investors will be paying the bill. This means trouble for investors in general, but in particular for those who saved and invested for a steady monthly income in retirement. They banked on money retaining its preeminent role and now face an unexpected financial shortfall. This may lead to the widespread dissatisfaction among those who diligently saved every month of their working lives; they will feel cheated out of their dream of a cozy retirement. It’s a challenging predicament for policy makers, too, because as we know from previous disruptions caused by earlier innovations, there is no alternative to the painful adjustment that lies ahead. There is no obvious policy solution, either, that preserves the central tenet of financial planning that we should be saving for retirement throughout our working lives.

If there is reassurance to be had, it is that although data-rich markets will cause a drastic shock to the system, with thousands of billions of dollars in individual holdings evaporating as rates of return drop and investments lose their value, this shock will likely be one-time, rather than recurring. Once capital has been devalued and our expectations of the anticipated returns from it are reset, capital’s value will likely hold steady, rather than continue to slide. This is no solace, of course, for current investors, especially those a decade or so away from retirement and thus fully dependent on solid capital returns. These investors may end up as the generation hit hardest by finance capitalism’s outsized promises and abrupt demise.

In the long run, however, data-rich markets will help investors to better identify opportunities that match their preferences and are less clouded by human bias. New intermediaries will rush in to fill the demand, using sophisticated matching tools and machine learning systems to analyze a flood of information and translate it into fact-based advice. We’ll still need financial advice, but it will likely come from a machine rather than a human being. Because it’s essentially software running on rich data, the digital investment adviser is able to work with us on our personal computing devices (including smartphones), rather than in an office. That creates the opportunity for an unprecedented level of privacy if we so desire: we can grant a machine learning system access to our very personal data (including our investment behavior) so that it can distill our investment preferences and find optimal matches without the need to share it with anyone else.

The inverse is possible, too. We can permit a system to use our data for other purposes such as training itself, or making general market predictions, in return for a reduced fee. Operating a machine learning system is also cheaper than relying on a human adviser, and at least in principle, it can be set up to ensure that no hidden fees exist that distract from optimal advice (such as when an adviser gets paid a percentage of each transaction, which creates an incentive to suggest unnecessary transactions). And, because such systems can be designed to fit any requirements, existing service bundles (think of an investment adviser who also executes the transaction) are more likely to be broken up. They will make room for an ecosystem of investment guidance with different providers offering different services that can be easily combined even by individual investors. Finally, as all services run on comprehensive data, it’s natural for them to make available data about themselves, so that investors can choose the most appropriate intermediary to work with. The market for investment advice, much like the future market for investments, will become thoroughly data rich. Investors may lament the passing of the old days of high returns, but they will have much to gain from data-rich markets that offer improved matching.

FOR BANKS AND CONVENTIONAL FINANCIAL INTERMEDIARIES, on the other hand, the reduced role of money poses a complex challenge. So far, they have reacted by pursuing two main strategies: the first focuses on cost cutting, primarily through automation; the second on reinventing themselves as information intermediaries in data-rich markets.

Lowering costs begins with a shift from a physical infrastructure to a more digital one. As more customers bank online and on mobile devices, banks no longer need a comprehensive branch network or as many bank clerks and tellers. Actions to reduce the cost per transaction, whether for investment management, lending, or payment follow. As discount brokerage Charles Schwab demonstrated in the 1970s and 1980s, if transaction costs are sufficiently low, money can still be made even with reduced fees.

But in the twenty-first century, banks aren’t competing against Charles Schwab–type firms. Instead they face a new generation of start-ups that are relentlessly utilizing digital technology to extract insight from data and provide services at rock-bottom prices. By applying high-frequency trading technology to conventional stock markets, Silicon Valley–based Robinhood Markets offers its more than 1 million customers the opportunity to trade stocks on US exchanges with zero commission. This is possible because the actual cost of an electronic trade today is so low. By forgoing any expensive physical infrastructure (like storefronts or a large support department) Robinhood Markets can depend on interest generated from deposited but not yet invested funds for its income. Even after lowering their costs, it will be hard for banks to compete against free services.

A similar development is under way for payment solutions. Here, established digital players such as PayPal, Apple Pay, and WeChat in China, aided by mobile-payment start-ups such as Stripe and Square, are having the banks for lunch. In addition, they get all the valuable transactional data, before passing on the minimum data necessary to banks for the actual transfer. In the payment business, we are seeing a repeat of the evolution of mobile phones: telecom operators used to see all traffic data from their customers but did little with it. Today, they’re merely conduits that can’t (or are not allowed) to peek into traffic anymore, and all the value generated from the data traffic is captured by others.

Some fintech start-ups, such as Coconut in the United Kingdom or Holvi in Finland, focus not on lower fees but on innovative additional services. They are targeting niche markets (small businesses for Holvi, freelancers in Coconut’s case) with a service bundle of payment and bank accounts that’s highly customized. For example, Coconut offers customers the ability, whenever receiving or making a payment, to swiftly (re)calculate taxes and to put money aside to pay them. Holvi’s services include free integrated invoicing and bookkeeping.

Some banks have sought to push cost cutting and automation much further by teaming up with or investing in companies that are working on alternative payment systems. In financial circles, Bitcoin (as well as blockchain, its underlying technology) has not only caused fear but also instilled hope that banking can be saved—although it’s unclear how. Banks advocating deeply decentralizing technologies for transferring and holding value such as blockchain may not yet fully appreciate that these technologies obviate the need for the centralized service they are offering.

Overall, cost cutting may sound smart, but in banking it is as constrained by organizational setup and internal structures as it is for any other firm, and banks are already beginning to realize that. Lowering costs may help the banking sector in the short term, but over the long term, it may amount to little more than rearranging deck chairs on the Titanic.

Responding to the cost of money disregards the demise of its informational dimension. As markets turn data rich, money is no longer needed to facilitate most of the information flow. No digital currency is capable of fundamentally altering that, not even the most advanced blockchain technology. Essentially, these are solutions for a different problem.

But even as a medium of exchange, money may no longer hold an absolute monopoly. If markets teem with information that facilitates transactions, that information itself holds value. Every time it gets used, it creates insight and greases the market. Such market information turns into a valuable resource that is useful not only for one specific market participant, but for the market as a whole.

As long as its application is wide and its value high enough for a sufficiently large number of market participants to want it, and as long as the cost of exchange is sufficiently low, in the future we may see transactions paid in data rather than money. In a way, we are already doing that every day: when we use Google’s search engine or log on to Facebook, we tolerate advertisements that serve as payment for the personal data collected about us. In fact, Google and Facebook would not be what they are without the billions of users who pay for their services with personal data. Similarly, in an increasing number of cases, companies contract with outside services to have their data analyzed for them, and they pay these services essentially with data, by letting them reuse the data for other purposes.

This isn’t the end of money. Data has an important drawback as a medium of exchange: much like satchels of salt and gold coins and much unlike paper money, data is valuable in itself, complicating its role greasing market exchanges. Therefore, money will continue to play an important role facilitating exchange (and central banks will need to continue to manage its supply).

These changes in the role that money performs won’t happen overnight, but they demonstrate that the non-informational functions of money aren’t necessarily insulated from any disruption, either. If overall the importance of money is declining, strategies that focus mainly on cost cutting while continuing to rely on money as the fundamental lubricant in markets may work in the short and medium term but will be of less utility long term.

A GROWING NUMBER OF BANKS AND OTHER FINANCIAL intermediaries are employing a very different strategy, aiming to reinvent themselves as data-savvy intermediaries. They are even teaming up with new entrants in the financial services sector, in preparation for a world after money.

There is some logic in the fact that banks are providing capital for fintechs, companies that use data technologies to provide financial services, many of which aim to push conventional banks off their pedestals. The banks’ bet is: if you get disrupted, you should at least own some of the players that take away your business. In 2015 alone, these fintechs attracted investments exceeding $19 billion worldwide. Some pundits have described the frantic activity as a fintech bubble. Although a number of fintechs focus on payment solutions, many of them focus squarely on offering disruptive innovation in two areas we’ll examine briefly: lending and investment planning.

For decades, money lending has progressed from a matter of personal trust—think of a community bank manager deciding whether somebody gets a mortgage or not—to a decision driven by a single statistic: an individual’s credit score. Reducing trust to a number may seem to make it easier for banks to choose their borrowers. But as we know, the reality is more sobering. Conventional credit scores are very heavily based on past credit transactions and constrained by a paucity of data. When few data points matter, errors in that data get amplified, and a credit score could grossly overstate or understate a problem. It is a ridiculously crude way of judging a person’s ability and willingness to repay a loan.

To remedy this, a whole ecosystem of new loan providers has sprung up that not only ingests, but also provides, a lot of information. For example, SoFi, a fintech start-up, which originally focused on student loans, factors many data points into its prediction of creditworthiness, allowing it to offer low interest rates to individuals with limited credit history; Kabbage offers a similar service to small businesses. Shifting from conventional credit scores to a risk model that analyzes more numerous and diverse data points is like moving from money-based markets to data-rich markets: in both cases, we abandon the idea of condensing complexities and instead use technology and automation to guide decisions based on comprehensive and rich data sets from a wide variety of sources. This translates into a better assessment of actual default risk, and thus enables SoFi to offer loans to many of its customers at lower rates than what conventional lenders charge.

SoFi’s model has been a resounding success: by 2017, the lender had funded more than $16 billion in loans, saving its customers, it says, an estimated $1.45 billion in interest. Another new entrant, Upstart, is a fintech that uses educational data in addition to traditional credit scores to assess credit risk and capture the risky end of the credit market. And fintechs such as Avant and ZestFinance (founded by former Google CIO Douglas Merrill) combat payday loan-sharking. By using machine learning and analyzing a huge number of data points per credit applicant, they believe they can calculate risk far better than traditional banks and thus can offer loans to individuals who otherwise would be at the mercy of the payday loan industry. In 2016, Chinese Internet giant Baidu invested in ZestFinance, with the aim of bringing data-rich consumer credit scoring to China.

Fintech start-ups also disrupt traditional investment management. For example, Stash has been pushing to break apart the share as the smallest possible unit of investment, instead enabling their customers to buy fractions of a share. That way, consumers can spend a small amount of money according to a specific investment strategy. It’s a bit like unbundling individual song titles from albums.

Many fintech start-ups suggest that they have far superior preference-matching and preference-extraction tools than conventional financial advisers do. Betterment, for example, touts its ability to identify capital losses, thus enabling its customers to lower their tax bills. Another contender, SigFig, gathers and analyzes data about the investments its users make through brokerages and identifies alternative funds with similar risk profiles, giving its users more choices. It also calculates how much investors pay in fees to those brokers (and how much they could save by switching).

Fintechs have given birth to a whole new niche sector of data-rich platforms, such as ZuluTrade and eToro that offer customers a way to select from and copy the investment activities of many thousands of other traders. The idea is that these platforms offer a way for investors to learn from and emulate traders with matching preferences. These platforms make money by taking a cut from transactions they stimulate. Other sites, such as PeepTrade, offer customers access (“peeps”) to decision information of successful traders and take a cut from each trade that “follows” a successful trader’s strategy.

Financing and investment come together through fintechs offering peer-to-peer lending. On these platforms consumers lend to consumers (or in the case of platforms like Funding Circle, to small businesses), and the platform facilitates these lending matches, although often the matching process is still relatively unsophisticated. Zopa, one of the pioneers in peer-to-peer lending, has successfully helped arrange financing for $2 billion, but the idea has really taken off in China, because of the country’s bureaucratic traditional banking system. Thousands of platforms have opened, and the most successful one, Lufax, has already eclipsed Zopa in total financing volume. The total market for peer-to-peer lending in China is estimated to have surpassed $100 billion in 2016. Kickstarter and its competitors, such as Indiegogo, offer a related service. Kickstarter alone has helped start-ups generate direct sales in excess of $3 billion, with one in three projects being successfully funded (and only about 15 percent of funded projects eventually failing). Recently, Kickstarter has teamed up with equity crowdfunding platform MicroVentures to offer backers a chance to buy equity in small businesses. What’s interesting is that Kickstarter built a platform for start-ups to go beyond a simple purchasing or funding transaction and offer comprehensive, rich, and continuous information to backers, quite a bit like an early data-rich market, so as to provide them with a lot of information in their decision-making and also keep them in the loop later.

Much like firms in general, fintechs approach digital technology and data abundance differently. Some, like those offering low-cost money transfers, offer inexpensive versions of existing services; they essentially bet on the past and hope to take advantage of the financial sector’s perfect storm by better braving the waves. Others are squarely focusing on rich data streams. Betterment and SigFig, as well as a number of peer-to-peer lenders, fall into this category: they pair comprehensive data with user preferences and algorithms to identify the optimal transaction partner. Over the long term, fintechs in this class—and perhaps the banks teaming up with them—aim to position themselves as information intermediaries that have capabilities beyond those of money and price.

As they shift the focus from money to rich data, these businesses not only undermine the belief in the power of money and banking; many fintechs also employ markets for tasks that once were the purview of traditional large banks. This only further underscores the general shift in the economy that we have asserted throughout this book—from firms to markets.

So far, the results from banks joining forces with fintechs have been mixed. In part this is surely because we are still at the beginning of the shift away from money, so there is a lot of uncertainty, a lot of trial and error, before stable and successful business models emerge. It’s a bit like e-commerce in the mid-1990s, before the dot-com boom. But the challenge may also be deeper and more cultural. Although in theory, banks should be very comfortable working with lots of data because they’ve gathered a wide variety of financial data for many decades and operate large data stores containing detailed customer information, they haven’t done much with the data they have. In this context they are rich in data but poor in insight.

This may be a remnant of earlier times, when analyzing data was difficult and costly. And banks are traditional. Their ethos generally is to preserve rather than to risk, and their staffs reflect that ethos. Perhaps it also reflects a strong customer preference; maybe people don’t trust their banks enough to let them use the rich personal data banks have collected to create new products or services. But it is likely structural as well: if an organization has been focused on helping money lubricate the economy, it will have a hard time thinking far beyond what has made it successful. As much as the single-minded focus on money turned banks and related financial intermediaries into preeminent institutions of finance capitalism, so, too, does it constrain imagination and prevent the embrace of a data-rich future.

A counter example suggests it does not have to be this way. In the early days of investment banking, more than a century ago, these banks were very small partnerships helping companies to find outside investment. They also helped mostly very large private or institutional clients to identify the most appropriate targets in which to invest. They were matchmakers, and their success rested on privileged access to information. They had long-term relations with customers, and an investment bank’s success was linked to the tacit knowledge and comprehensive network of its partners. The need to maintain their good reputation kept many of them honest and the valuable information they had access to confidential. They were essentially data-rich information intermediaries in an analog age.

Over time, and accelerating with the 1960s, the sector changed, in part because large banks began to compete with traditional investment banks. These new entrants lacked the privileged information networks, but they had scale and a much tighter focus on money. A number of investment banks responded by reinventing themselves as institutions of money, rather than information: they did this by abandoning partnerships and issuing listed shares, by merging and growing drastically in scale, and by dramatically increasing leverage. They turned themselves into highly leveraged banking institutions. When the subprime mortgage crisis hit in 2007, three of the world’s largest investment banks—Bear Stearns, Lehman Brothers, and Merrill Lynch—collapsed, and many merged with conventional banks, utterly remaking most of the sector.

A few investment banks, however, had resisted that shift toward money. They remained information intermediaries and did well. More followed, and today a growing number of highly specialized boutique firms utilize the latest in digital technologies, working with big data analytics firms such as Contix and Kensho and utilizing machine learning systems to do what investment banking originally did: offer information rich with insight about optimal investment transactions to market participants.

This case may reflect the opportunities as well as the perils of reinventing oneself. It may dampen our optimism that the banks and other core institutions of finance capitalism that are so focused on money can turn themselves into innovative start-ups. But we may understand this case also as a metaphor for the rise and eventual fall of money-based markets, and the success of information intermediaries over monetary ones. We suggest this may happen throughout the financial services sector as finance capitalism is replaced by data capitalism. Venture capitalist Albert Wenger, whose firm has funded many successful start-ups in the financial sector from Kickstarter to SigFig, likens the fate of traditional banks in the age of rich data to another image of a tempest threatening a ship—a “Spanish Galleon full of raided gold sinking in a storm.” It has access to all the capital but lacks the insight, based on information, to circumnavigate the perilous weather.
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FEEDBACK EFFECTS

THE AIRBUS 330 ROSE MAJESTICALLY INTO THE EVENING air on June 1, 2009, as it lifted off from Rio de Janeiro’s international airport. The 216 passengers on board Air France Flight 447 looked forward to an uneventful journey to Paris.

Commercial passenger flights have achieved an amazing safety record, thanks in no small part to powerful computers and well-trained cockpit crews. Together they form an elaborate feedback system. The flight computers process huge volumes of data from dozens of sensors, keeping the plane on track (itself a feedback loop) and flying safely, while the pilots monitor the computers, examining rich data presented to them about the plane’s position, trajectory, and health. Both check each other—the computers can ignore pilot commands that would endanger the aircraft, and the pilots can switch off computers’ flight control if they need to. But neither happens often. In fact, computers have gotten so good at controlling planes (and adjusting to compensate for erroneous human commands) that aircraft manufacturers build them into all commercial airliners. As a result, the computers fly the airplane, mostly, and the pilots keep their watch.

It was that way for the first couple of hours of Flight 447. Then, in pitch-black darkness as the plane approached thunderstorms over the Atlantic Ocean, airspeed sensors iced over and stopped functioning. The computers realized the problem and partially disengaged in order to let the pilots take over. The pilots could now fly the airplane as they needed to, without the computers second-guessing them. For unclear reasons, the copilot decided to climb the aircraft by rising its nose, although the plane had already gotten close to its maximum altitude. That slowed the plane down dangerously; it risked stalling, losing lift, and falling to the ground.

The computers sounded an alarm—a voice announced “Stall” to the pilots, but the pilots, fatally, failed to react. As the nose of the plane continued to rise farther and farther, the stall alarm stopped, because the computers, no longer trusting the extreme position data they were receiving, had decided that something was wrong with the data (it wasn’t). As the pilots were trying to understand what was going on, they entered a fatal feedback loop: whenever they lowered the plane’s nose, the computers, now thinking the data about the plane’s raised nose was plausible again, sounded the stall alarm; whenever the pilots then raised the nose, the stall warning stopped—not because the plane wasn’t stalling, but because it was stalling too much for the computers to trust. In a way, both sides—humans and computers—acted perfectly reasonably. The machine warned when it considered the data to be reliable, and the humans reacted to the stall warning. They never realized that the aircraft was plummeting toward the sea. Moments later, all on board had perished.

Until the end, the pilots were trying to figure out what was going on. In most cases, the feedback loop of such a human-machine system works well, and even if it doesn’t, it fails gracefully. But systems based on complex feedback loops are tricky: they work so well in so many routine cases that we are tempted to disregard—even forget about—any built-in risk of extreme failure.

Seven decades earlier, MIT professor Norbert Wiener, a child prodigy turned accomplished mathematician, conceived the general theory of feedback and its role in helping humans and machines control their actions. Feedback loops lie at the very core of Wiener’s concept: collecting and interpreting feedback data enables control over a system and adjustment of its goals. Wiener’s big idea was that any system can be steered in the direction we want as long as enough feedback loops are built in. Conceptually, it was a huge leap to understand how machines can work independently—or, to put it in today’s words, run autonomously. It laid the groundwork for technical developments from the guidance systems of intercontinental nuclear missiles (and the Apollo moon lander) all the way to modern adaptive machine learning systems. But Wiener also looked at and worried about catastrophic failures of feedback systems that could, as the story of Air France Flight 447 highlights, be triggered by unexpected situations, or if elements of a feedback system were caught in an erroneous loop.

Wiener’s concept of control in systems has also fostered the desire for control: if something can be controlled, it ought to be, and often in a centralized fashion. The mathematician had anticipated this in choosing to name the study of systems control “cybernetics.” Its Greek origin, kybernete, means “governor.” And after World War II, Wiener turned into one of the earliest critics of the cybernetics revolution he helped to unleash. In his book The Human Use of Human Beings, Wiener examines information flows as key enablers of feedback-driven cybernetics and openly worries about adaptive systems not “because of any danger that it may achieve autonomous control over humanity,” but because they “may be used by a human being or a block of human beings to increase their control over the rest of the human race.”

Data-rich markets resting on feedback-driven systems exhibit similar qualities. They work well in most cases but can become shockingly dangerous either because of a lack of diversity when learning, or from the veiled centralization of control. It is these two dangers that we must protect against through appropriate governance measures.

MARKETS ARE CHAOTIC AND UNPLANNED. THEIR ESSENTIAL quality is that they are built on a myriad of individual decisions. There is no central control, but like any social mechanism, markets aren’t empty containers. Every feature of a marketplace, whether physical or social, whether internally adhered to or externally enforced, shapes which transactions can take place. The famous Champagne fairs of the Middle Ages required merchants to follow a set of norms or be expelled and lose the opportunity to transact.

Market behavior is also molded by physical design. Covering part of a market square with a roof held up by pillars allows merchants to easily enter and leave the trading space, and the impressive cloth halls that once dotted major European cities made it easier for buyers and sellers to brave the elements. This meant the markets could be operated well into the colder seasons of the year, which shaped what would be sold, when, and by whom.

It’s no secret that markets with the right features work better than others. And though many norms that shape markets depend on specific circumstances, there are a few key principles that transcend specifics. Perhaps the most important of these principles is the diffused nature of decision-making. If this principle is violated, a market loses its ability to coordinate human activity efficiently.

Unfortunately, in practice many markets have gotten concentrated over time with negative effects. In the steel industry of the late nineteenth century, a small number of large producers colluded to dictate prices. A similar situation arises when many sellers face a single buyer: think of many small farmers having to sell their milk to just one local dairy. The dairy effectively gets to set the price it pays for milk. Concentrated markets are problematic because they deprive many participants of better deals, while excess profits accrue to the most powerful players.

Online markets seem particularly vulnerable to concentration. Just consider that about four out of five search requests from desktop computers and nine out of ten requests from mobile devices go to Google. Think of Amazon’s share of more than 40 percent of online retail revenues in the United States, and Facebook’s almost 2 billion users worldwide. And these are only the very big names. In smaller niches, too, there are high market concentrations. GoDaddy is the largest domain-name registrar on the Internet, around four times as big as its largest competitor. WordPress dominates blogging, while Netflix rules movie streaming.

At least since the days of Karl Marx, there has been a vigorous debate regarding the exact reasons for this dynamic. We suggest that three distinct effects are often at play when markets become concentrated: scale effects and network effects, both of which have been well researched, and a third effect, fueled by the role of feedback for adaptive systems that we therefore term the “feedback effect.” Each of these effects is an outgrowth of market participants’ strategies to expand their profits.

During the Industrial Revolution, manufacturers realized the potential of producing in volume. If a factory churned out 1,000 Model T cars a week rather than one hundred, the cost per car came down as fixed costs of production were distributed among a larger number of units. What began in manufacturing spread to many other sectors of the economy, including retail and services. Supermarkets, fast-food franchises, and retail chains mushroomed in the second half of the twentieth century because they all aim to lower their costs by increasing their volume. That strategy has worked, and consumers have reaped the benefits of the scale effect: lower prices and a wider range of products.

Network effects can be seen in the telecommunications industry. By 1890, the phone had taken markets in the United States by storm. It provided such a swift and simple way to coordinate with others that no large business could do without it. But because there were several rival phone companies, each with its own proprietary network, managers often had multiple phones on their desks so they could call business partners who were on different networks. When the phone market consolidated around AT&T at the turn of the century, customers realized that every new subscriber who joined the network increased the system’s utility for everyone already on it because it added to the number of people they could potentially reach. It provided a strong incentive for even more people to subscribe to AT&T. It was as if the service got better as people were added to it—even though the service itself did not improve, only the opportunities to use it. Today, this network effect (economists sometimes prefer the term “network externality”) is very familiar to us. It’s what allowed the Internet to dominate the flow of digital information and what has driven the success of social media platforms from Facebook to WeChat to Twitter and Instagram. The network effect also enhances the value of market platforms—from eBay to Alibaba, to ride-hailing companies such as Uber and Didi Chuxing, and from Tinder to peer-lending pioneer Funding Circle—although the exact value a new participant adds depends not only on that person but also on the existing players in the market. For example, when a man joins an online dating platform for heterosexuals whose membership is 90 percent men, his usefulness is minimal. Far more valuable would be new female members—at least for the men on the network. Similarly, in a market with an abundance of sellers, every new buyer will be particularly welcome.

The third effect, though related to scale and network effects, occurs whenever computer systems use feedback data to learn. When we react as Google autocorrects a spelling, our response creates feedback information that improves Google’s spell checker. IBM’s Watson gets better at recognizing skin cancer the more skin cancers it “sees.” The most popular products and services improve the most because they are fed the most data. In such a context, innovation is no longer about breakthrough ideas but rather about collecting the greatest amount of feedback data.

The scale effect lowers cost, the network effect expands utility, and the feedback effect improves the product. Each lead to significant benefits for market participants: they can lower the cost of production, grow the value of their services, or offer a good that continuously evolves seemingly by itself.

These effects are not mutually exclusive, either. Companies can realize two or even all three of them at the same time. Consider Amazon: because of its sheer scale, it can fulfill customer orders at low cost. Network effects make Amazon a thick market, with lots of buyers and sellers, and many customers who leave valuable product reviews for others. Each additional customer adds value to the community. Finally, Amazon uses adaptive systems and feedback data to hone its recommendation engine, as well as its intelligent personal assistant, Alexa. Apple’s iPhone is another case in point. Because it can mass produce the phone, Apple can keep profit margins high while still holding to a price point that’s acceptable to consumers. A growing number of iPhone users have led to a vibrant app market. And Siri (among other services) continually improves, thanks to a huge and increasing volume of feedback data. Combined, these three effects have led to great advances in the kinds of products and services available on the market. Unfortunately, though, they have also been driving concentration—the deadly poison for market efficiency.

Market concentration is on the rise, especially in the United States and the United Kingdom, and is becoming more prevalent in continental Europe in a wide variety of sectors and industries. Big companies are getting bigger, while (despite our seeming infatuation with entrepreneurship and start-ups) business dynamism, driven by innovative disruptors challenging entrenched incumbents, is ebbing, especially in the high-tech sectors.

For more than a century at least, nations have put in place comprehensive rules to guard against the dangers of concentration. But these rules do not prohibit concentration in general. Antitrust and competition experts understand market concentration to be deeply suspect but not by itself a reason to intervene. The concentration caused by scale and network effects has been tolerated as long as large players did not abuse their market power. That’s why the antitrust lawsuit against Microsoft in the United States, filed in 1998, which almost resulted in the breakup of the company, focused on Microsoft’s behavior rather than just its position in the market. Similarly, the recent antitrust case against Google in Europe, which claimed that its search engine results list Google’s services above those of its competitors, targeted the company’s behavior rather than just its market share.

In addition to scrutinizing corporate behavior, regulators also look at how difficult it is for a new entrant to compete against large, established players. If it’s not very hard, no intervention is needed, because new competitors can enter the fray. If entry is very difficult, regulatory action may be in order.

The scale effect once presented a huge hurdle for new entrants in markets like manufacturing or chain retailing, in which scale matters. In these markets, achieving scale traditionally required prohibitive initial investments. But with the rise of venture capital and low interest rates, raising funds has gotten easier, enabling start-ups to grow swiftly in both scale and scope. Moreover, thanks to the plummeting cost of information processing and storage, especially through cloud computing, the initial investment necessary for start-ups is often much lower than it was in the industrial age.

In contrast, network effects remain problematic. Even with a lot of money, start-ups often have great difficulty attracting customers. The only path to success seems to be through innovation: to offer something substantially better than what the incumbent is offering. There’s a robust debate among lawyers and economists as to the extent that innovation offsets the network effect. Some point to the persistence of dominating platforms, such as Microsoft Windows for PC operating systems and Facebook for social media. Others highlight the fact that Facebook unseated the previous incumbent, MySpace, and is now being threatened by Snapchat, a clever start-up based on the innovative idea of vanishing messages. They also point to the rise of Linux against Windows and the fact that PC operating systems are less important today, as computing is often done on mobile devices and tablets (areas in which Microsoft does not enjoy a dominating market share).

So far, regulators have focused mostly on the scale and network effects and have yet to grasp the gravity of the threat to markets posed by the feedback effect. Services based on machine learning systems fueled by feedback data “buy” innovation at diminishing cost as the user base grows. It feels strangely alchemistic: turning a by-product of usage into the raw material of improvement, like converting lead into gold.

This has huge implications for market competition. Incumbents that command substantial streams of feedback data thanks to their large customer bases have a powerful source of machine-based innovation at their disposal. Start-ups cannot hope to compete with them effectively, as they lack the volume of feedback data that can drive product development.

A growing number of experts, among them legal scholars Ariel Ezrachi and Maurice Stucke, are worried that machine learning systems are undermining competition. They advocate for measures that go beyond regulating anticompetitive behavior. Others have even suggested that large companies should be forced to “open up” their algorithms and let competitors as well as the general public have access to them, much as the code for open-source software is made available.

The call for open algorithms misjudges the root of the problem and would do little to counter market concentration. Algorithms are both the recipes for learning and its outcome. As recipes, often they are already widely accessible and in the public domain. As concrete outcomes of data fed into adaptive systems, they may change each time a system learns from new data, so having access to them is but getting a condensed glimpse into the past. It’s like price in money-based markets: it holds some information but lacks detail. Algorithms alone aren’t enough to enable small competitors and new entrants to compete against incumbents because algorithms aren’t the raw material they need for their adaptive data-driven systems to learn.

The mistake doesn’t lie in the idea of sharing but in what is being shared. Rather than algorithmic transparency, regulators wanting to ensure competitive markets should mandate the sharing of data. To this end, economists Jens Prüfer and Christoph Schottmüller offer an intriguing idea. They suggest that large players using feedback data must share such data (stripped of obvious personal identifiers, and stringently ensuring that privacy is not being unduly compromised) with their competitors. Calculating the effect of such mandated data sharing over a wide spectrum of scenarios, they see an overall net benefit in most cases, especially when one incumbent is close to dominating a market.

Building on this idea, we suggest what we term a progressive data-sharing mandate. It would kick in once a company’s market share reaches an initial threshold—say, 10 percent. It would then have to share a randomly chosen portion of its feedback data with every other player in the same market that requests it. How much data it must make available would depend on the market share captured by the company. The closer a company is to domination, the more data it would have to share with its competitors. This is different from the sharing mandates in banking that we mentioned in Chapter 7 (even though the ultimate goal of ensuring competitive markets is the same). The point there was to lower switching costs; here it is to spread data as the source of innovation.

Large companies won’t lose the benefits of the feedback data they collect; their products will still improve as they gather more data. But by having to share a portion with others, the value derived from the data gets spread around. This benefits smaller competitors and helps them compete against large players. Moreover, by implementing a progressive lever, data sharing increases whenever concentration increases. It’s a feedback mechanism to counter the feedback effect: the more concentration threatens competition, the more vigorously the data-sharing mandate kicks in.

Although large players could also request access to feedback data from smaller companies, the biggies would benefit much less from additional feedback data relative to their smaller brethren. And the mandate to share feedback data with every player in the market avoids creating incentives for players to misstate or exaggerate their market share. Consider a market with two large competitors: one has 45 percent market share and the other has 40 percent market share. The remaining 15 percent is scattered among many small companies. If the data-sharing mandate only went one way—from the biggest company to the smaller companies—only one of the big players would have to share with the other, creating an incentive to game market share. But a universal sharing mandate would benefit both large players because each would have access to the data of the other—even though, in relative terms, the companies benefiting the most would, appropriately, be their small competitors.

Our plan for progressive data sharing is targeted at the growing number of companies that use feedback data and adaptive machine learning to improve their service offerings, from Google, Facebook, Apple, and Microsoft all the way to Tesla. At first this may look like a small slice of the overall economy. Yet product improvements based on data-driven adaptive systems are so impressive that an ever-increasing number of companies will adopt them, thereby expanding the purview of progressive data sharing.

The dangers of concentration persist and arguably even increase as we move from money-based to data-rich markets. This requires continued vigilance against illicit behavior on the part of powerful players. It also necessitates new measures independent of behavior, such as this progressive data-sharing mandate, to counteract the feedback effect—the network-effect equivalent of the data age.

IN DATA-RICH MARKETS MACHINE LEARNING SYSTEMS combined with matching algorithms will assist us in decision-making (or in some cases even decide on our behalf). But they aren’t without structural deficiencies of their own.

Markets suffer not only when they are concentrated, but also when many market participants make the same flawed decision—for instance, when many humans, susceptible to the same bias, make the same mistake. While market decisions are decentralized, the decision makers are still human, suffering from similar cognitive constraints. As we suggested in Chapter 4, these learning systems will—to the extent we want them—help us overcome some of the biases that plague us. This will lead to data-rich markets being less vulnerable to systemic erroneous decisions, and resulting breakdowns. That’s a significant improvement over traditional money-based markets.

But it hinges on machine learning systems not only working well, but working sufficiently independently of each other. It’s a crucially important requirement. Consider what could happen if adaptive data-driven machine learning systems for assisting us with transaction decisions were all supplied by one or a handful of providers. They would be able to shape market decisions more comprehensively, but also less transparently than any market concentration we have ever experienced in the past. If the Achilles’ heel of data-rich markets is the danger of central control of adaptive systems helping us decide, we must adamantly guard against their control by one or a small number of firms, lest we be forced to accept a commercial Big Brother.

Our vigilance should also go beyond the issue of control. Even if the companies supplying us with such decision-assistance systems are perfectly benign, a single point of failure embedded in the structure of data-rich markets would make them (and us) uniquely susceptible to outside attacks. It’s as though everyone were driving only one kind of car: What do we do when we discover that someone has tampered with the brake system? In the context of Air France Flight 447, all flight computers in modern Airbus airplanes exhibited the same behavior, and thus after the terrible accident, all pilots flying Airbus aircraft had to be trained to understand correctly what the stall warning was telling them and when. Homogeneity of the systems we employ amplifies their flaws and can lead to a systemic vulnerability.

To avoid such a potentially catastrophic systemwide fault, participants in data-rich markets must be able to make meaningful choices from among a wide variety of decision-assisting systems, designed and maintained by a variety of providers. If each is designed and developed independently of the others, it is less likely they will share common flaws. But achieving this heterogeneity of decision-assistance is a challenge. Markets for systems fueled by feedback data tend to concentrate, wiping out the kind of robust competition we need in order to guard against systemic defects. Therefore, ensuring competition among decision-assistance systems despite the market’s inherent concentration tendencies is key to the sustainability of data-rich markets.

A progressive data-sharing mandate, the solution to market concentration among machine learning systems in general, is the mechanism of choice: when feedback data from large players is available to smaller competitors, then innovation in decision-assistance systems is not concentrated at the top, and smaller players may remain in business.

To summarize: Like other markets, data-driven ones require rules (and their stringent enforcement) to make sure that decision-making remains decentralized and markets remain efficient. Unlike traditional money-based markets, data-rich markets may be less susceptible to human systemic biases and thus to devastating breakdowns. But this decision-making advantage can only be sustained if the systems used to assist market participants are varied and diversified, offering humans real choice. This requires unique regulatory measures directed at the root cause of the problem: the highly uneven distribution of feedback data.

DATA-RICHNESS IS INFORMING HOW MARKET PARTICIPANTS report on themselves to others. Because reality is varied and multifaceted, so, too, the instruments we use to capture it must be sensitive and capable of communicating nuance. This means that reporting and accounting practices as well as rules concerning transparency must become more comprehensive and detailed.

Accounting standards, for example, have long mandated that the value of certain assets on a company’s balance sheet should equal their historical cost. That was easy and straightforward: if land was bought for $1 million, its book value would also be $1 million. But that value did not necessarily reflect reality: the land might have gotten much more or less valuable in the meantime. The book value as a single figure provided information about the historical transaction but did not convey much about its current value. Figures in balance sheets could therefore not be trusted—not because they were wrong but because they might be outdated.

As part of an accounting reform, beginning in the 1990s in the United States, and followed in many other nations, certain assets must be priced at “fair value,” which is often the same as their current market price. This results in a balance sheet that more accurately reflects a firm’s position at a specific moment in time. The challenge is that market prices fluctuate. As a result, not only are balance sheets that “mark to market” (as this accounting practice is called) outdated the day they are published, the changes may also indicate temporary fluctuations that don’t accurately reflect the financial health of the company. Land value, for example, may drop because of an increase in car traffic next to it, but that could be temporary, caused by a detour during the construction of a new highway. If those changes are captured in the balance sheet of the company that owns the land, it might show a steep drop followed by a huge increase, and the swing might cause investors to sell or buy shares in the company or banks to call its loans, even when the firm’s financial situation had not materially changed. Critics of fair-value accounting even maintain that it has contributed to the severity of global financial crises, including the subprime mortgage crisis in the United States in 2007–2009.

Whereas fair value may be a more useful figure than historical cost, it, too, captures value in a single figure, as a snapshot in time. It may be easy to read, but because conceptually it is rooted in informational oversimplification, it is hard to act on. With the rise of data-rich markets, therefore, we must develop new accounting practices that convey much richer, more detailed information, such as how long a firm anticipates owning a certain asset, the volatility of asset prices, and the relative risks associated with them. This will give third parties a better sense of a company’s real value, capturing not just a moment in time but also painting a picture across time.

The need for a more comprehensive view is not limited to questions of value and price. Balance sheets could reflect much more than just the financial status of a company. They could also include numbers representing its energy use, environmental impact, and labor standards. The availability of such comprehensive data about companies would make it easier for investors in data-rich markets to find suitable matches that reflect their preferences beyond the typical fundamentals. And what works for investors would also work for transaction partners in general. The prerequisite is that the relevant data must be made available—and in a standardized form. That is where rules about reporting and transparency kick in.

SO FAR WE HAVE HIGHLIGHTED GOVERNMENT’S ROLE IN facilitating the flow of information and balancing information deficits by mandating that more information becomes accessible, through sharing mandates and reporting rules. In some situations, however, regulators have been tempted to reduce the flow of information so that one side doesn’t have more than the other and can’t translate that information imbalance into favorable transaction terms. This is what conventional information privacy legislation does. The goal is admirable, but the practical trouble with such collection-limitation rules is that they create incentives for companies to circumvent them or get consumers to consent to indiscriminate collection (as many of us do, when in the process of signing up for an online service we click “okay” without reading the fine print).

In practice, collection-limitation measures rarely redress information imbalances and thus would also fail to facilitate competitive and effective data-rich markets. Instead of limiting collection, therefore, government’s task in data-rich markets may be to limit the ways in which information from one side can be used by the other—in other words, to focus on the limits of data usage rather than collection. That way, using data to improve optimal matching could be encouraged, but using data to prompt inefficient information imbalances could be discouraged. Within the information-privacy community, a vibrant debate about such a shift in focus from collection to use is already under way. Data-rich markets may underscore the need to consider such a shift, and to deliberate on details.

Government agencies will be responsible for implementing the elements of the efficiency-enhancing regulatory framework we have outlined in this chapter. Whether an existing agency is asked to expand its jurisdiction or a new agency must be created depends on the national context and is less important than the agency’s effectiveness of enforcement. Whatever institution takes on these duties and enforces the rules in data-rich markets needs to have not only the organizational capacity, the staffing, and the required investigative and enforcement authority but also the appropriate expertise. That will neither be easy nor cheap. Talent is scarce, and regulators will have to compete with the fat paychecks and prestigious work environments offered by firms and start-ups from Wall Street to Silicon Valley. But there’s really no alternative. Government needs professionals with data-analytics expertise, the “quants,” if it does not want to risk market failure. We do not call for a bureaucratic expansion lightly. But without organizational enforcement, data-rich markets will be vulnerable to a dangerous concentration of decision-making power and control.

At least as threatening for liberal democracies is the temptation for government to use the mechanisms of data-rich markets, such as decision-assistance systems, to take over control of the economy. The world had a hint of what might be possible about half a century ago, when mainframe computers still ruled supreme.

SEPTEMBER 11, 1973, MARKED THE END OF ONE OF THE most ambitious governmental experiments in history. It commenced in July 1971, when Fernando Flores, then head of the Chilean Production Development Corporation, asked British operations research and cybernetics pioneer Stafford Beer to build a computer system that would assist the Chilean government in planning its economy.

A year earlier, physician Salvador Allende had become the first elected Marxist president in Latin America. He had been aiming for a socialist “third way” for the economy, eschewing both free markets and a Soviet-style command economy. His platform featured land reform and the nationalization of large-scale industry as its main components. But the newly nationalized industries required management.

This was the reason Flores sought out Beer. They were an odd pair: the socialist economic administrator (who later would become Chile’s economic and finance minister), desiring to centrally manage most of Chile’s industry, and the iconoclastic British business-school-professor-turned-management-consultant, who had a penchant for cigars, chocolate, and whiskey. But they shared a dream: a new form of governance fueled by accurate data and swift feedback, both for those who direct and for those who are being directed. It was a vision of coherent nationwide decision-making based on a combination of organizational structures and modern technology. By conceiving of people as a collective in need of government support rather than as individuals choosing their own paths, it resonated with Flores’s idea of a socialist utopia, and by employing the latest communication and control mechanisms at a grand scale, it appealed to Beer’s fondness for cybernetics.

The plan they hatched was called Cybersyn (nicknamed Synco in Spanish), a socio-technical system designed to govern and direct Chile’s industry. The idea was that every day, four hundred nationalized factories around the country would send data to Cybersyn’s nerve center in Santiago, the capital, where it would then be fed into a mainframe computer, scrutinized, and compared against forecasts. Divergences would be flagged and brought to the attention of factory directors, then to government decision makers sitting in a futuristic operations room. From there the officials would send directives back to the factories. Cybersyn was quite sophisticated for its time, employing a network approach to capturing and calculating economic activity and using Bayesian statistical models. Most important, it relied on feedback that would loop back into the decision-making processes.

The system never became fully operational. Its communications network was in place and was used in the fall of 1972 to keep the country running when striking transportation workers blocked goods from entering Santiago. The computer-analysis part of Cybersyn was mostly completed, too, but its results were often unreliable and slow. In part this was a structural problem, because information flowing to Cybersyn was neither comprehensive nor accurate. But it was also a technology problem, because the processing power available at the time was grossly insufficient, leading Cybersyn to flag problems late—sometimes days after decisions should have been made.

Cybersyn died a premature death when the Chilean military staged its coup against President Allende and destroyed the system’s infrastructure. The underlying idea, however, has lived on, and with it the hope that the technology can be used to govern an entire nation.

Cybersyn’s central governance mechanism isn’t the kind of central control that Stalin wielded and that led to the Great Famine of 1932–1933, which caused some 7 million deaths. Stalin wanted widespread industrialization, and Soviet economic authorities directed everyone to make it happen, irrespective of individual needs and wants. The resulting economy of scarcity might have delivered satisfaction to a few elites but resulted in misery for the masses. These structural inefficiencies have discredited central planning as a general economic policy, and almost all nations have abandoned the idea. Of course, in national security and public safety, perhaps education and health care, central planning has proven to work. But these are exceptions to the rule—islands of central planning in what in many countries are seas of decentralized coordination through markets.

In contrast, the temptation offered by a project like Cybersyn—in equal parts enticing and abhorrent—is to use feedback-driven systems based on the latest digital technology to achieve government control, not by issuing brutal and unilateral central directives but by using machine learning systems in data-rich markets to subtly shape individual decision-making.

At first, this looks relatively benign. As we have explained, data-driven machine learning systems can help us reduce human bias to the extent that we want them to. But wouldn’t it be better if these systems could eliminate human biases regardless of what an individual desires? And why restrict a system’s corrective activity to human biases? Couldn’t we design such systems to inject additional values such as civility, justice, and equity into the decision-making process? Recently, some experts have argued for subtle “nudges” to coax us to transact appropriately. With widespread machine learning systems running on rich data, we could turbocharge nudging into a highly individualized (and thus precise) process of shaping people’s perception. Think of Fox News joining forces with Facebook. People would still render their decisions on markets, but because they would all be advised by a single system, society could progress toward common goals along a coherent path.

This is a modern version of Cybersyn, but with a sinister spin. At least Cybersyn was transparent: the centralization of planning and decision-making was obvious to all Chileans. By contrast, government control of adaptive machine learning systems in data-rich markets retains the trappings of decentralized coordination and the appearance of free will, but turns Norbert Wiener’s powerful concept of cybernetics into Big Brother riding data-rich feedback loops. It’s precisely what Wiener was worried about. The system, even if perhaps appearing to promote liberal values, would make George Orwell blush and the East German Stasi salivate: seeming freedom on the outside but total state control on the inside.

This is the dystopia that our society faces as we transition to data-rich markets. It is why we have to become much better at applying traditional antitrust legislation in the digital economy. But it is also why new measures such as our proposed progressive data-sharing mandate are so crucial in protecting the decentralized nature of decision-making, so we can preserve not just markets but an open society in general.
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UNBUNDLING WORK

WALT MARTIN WAS IN THE MOOD TO CRACK A JOKE. “I’ve got to practice my yoga,” he told a Wired magazine reporter who had joined him in his eighteen-wheeler as it cruised at 55 mph on I-25 in Colorado in October 2016. Just like that, the truck driver scrambled into the sleeper cabin behind the truck’s cab to stretch out and check his tablet computer while the truck and its 50,000 cans of Budweiser kept heading south toward Colorado Springs. The journalist, who was there to cover the first autonomous truck delivery in the history of logistics, noted: “The drive was as mundane as the beer in the trailer.”

Just after he guided the truck onto the highway, Martin had pushed a button labeled “Engage” and a $30,000 system built by San Francisco start-up Otto—with LIDAR laser detection, radars, and high-precision cameras, military-precision GPS, and a powerful, data-crunching computer—took control of the vehicle. Otto, which had been acquired by Uber in the summer of 2016 for $680 million, offers so-called Level 4 autonomous driving on highways. With it, there is no need for a human driver to stand ready to take over, at least not for technical reasons. The company describes its “vision” as turning a conventional truck into a “virtual train on a software rail.” So far, the system works very well, except for unforeseen events (like sudden heavy thunderstorms) that it has left to future versions of the software to solve.

As Walt Martin was fishing for his tablet on this trial delivery, Otto’s vision seemed achievable. As long as the weather cooperates, Martin needs only to drive the few miles from AB InBev’s brewery at Fort Collins to the interstate and a few miles more from the highway’s exit to the delivery ramp at his destination.

The successful test drive demonstrates that the technology for autonomous driving on highways is almost ready to launch. Because highways are where truckers delivering 70 percent of all freight in the United States spend almost all their time, improving road safety through autonomous driving could spare the lives of some of the 4,000 people killed every year in the United States by trucks. But increasing economic efficiency—in terms of lower fuel consumption, improved utilization of expensive equipment, and reduced labor costs—is the real motivation behind the adoption of autonomous driving systems. No wonder that firms around the world are vying for a piece of the action, from start-ups such as Otto and Embark to truck manufacturers such as Daimler’s Freightliner, Volkswagen’s Scania and MAN, and Volvo, which is partnering with Otto.

At the same time, Otto’s cofounder, Lior Ron, found it necessary to reassure America’s truck drivers that the system won’t take away their jobs because they will be “needed in terms of supervising the vehicle.” Otto says they want to make a trucker’s work less stressful, but not redundant. This may be what the many millions of truck drivers in the world want to hear, but given the cutthroat competition in logistics, can it be true?

In the United States, truck driving is one of the few remaining jobs that doesn’t require a college degree but provides, according to Bureau of Labor Statistics data, a relatively decent median annual income of more than $40,000. It comes with more job security than most jobs do, because a trucker in Minnesota can’t be replaced by a factory worker in Shenzhen. And truck driving has gotten fairly sophisticated: trucks now come equipped with power steering and braking, automatic transmission, satellite navigation, and modern fleet management systems. Today, the trucker is less a manual laborer than a controller of sophisticated digital equipment, even though the decision-making is mostly routine. Truckers also have to handle a fair amount of administrative work.

As odd as the comparison might be to Japanese insurer Fukoku Mutual, which uses IBM’s Watson to replace claims assessors, what truckers do isn’t all that different from the type of middle-income desk jobs that we anticipate will disappear as automation becomes more widespread. And even if new job opportunities open up for truckers, they’ll require different skills.

Data-rich markets, and data-driven machine learning systems in general, are bringing vast changes to the human workforce and further fuel a reconfiguration of the labor market that is already under way. In the United States, the percentage of people participating in the labor force has declined from its peak in 2000 to a rate that was last seen in the 1970s. The decline coincides with the rise of digital technologies, the Internet economy, and the early adoption of data-rich markets. Studies, some of them quite speculative, forecast depressing employment figures for white-collar workers for the next decade in all advanced economies and many others. Of course, that’s not new. With every increase in automation over the course of the nineteenth and twentieth centuries, many millions of jobs have been eliminated. Simultaneously, because of human ingenuity, even more jobs have been created. As manufacturing became more automated, the services sector grew.

The question today is whether this will happen again. With a well-developed services sector that itself may face the challenge of increasing automation, what is there to employ the middle-class workers displaced in data-rich markets? Is this the advent of a “second machine age”—the neat phrase to describe the coming displacement through automation of white-collar jobs coined by MIT professors Erik Brynjolfsson and Andrew McAfee? It is likely, as we suggested in Chapter 6, that there will be less work for humans in the future; but no matter what happens to overall labor force participation, it is almost certain that the types of jobs available will be quite different from the jobs people hold today.

The situation is actually even more dramatic when we look not just at the number of people participating in the workforce but also at the amount of the nation’s income allocated to worker and employee compensation. In the United States, this “labor share” has declined considerably since the 1980s, from 67 percent of value added to 47 percent, much of that drop happening after 2000. The United States is not alone. In most advanced economies, labor share has declined. It has also fallen in the large economies of India and China. In fact, economists estimate that labor share globally has been dropping since the 1980s.

This trend has puzzled economists. For decades, labor share had stayed relatively stable. In a competitive economy, there is a simple reason that this should be the case. When the number of people employed goes down but the number of goods produced stays the same, productivity per employee goes up: each worker produces more value. In due course, this should translate into an increased wage, as companies vie for more productive employees. Higher labor costs, by definition, increase the labor share and cancel out the effect of the productivity-related displacement of workers. However, since the 1980s, labor share did not rebound but continued to decline. At the same time, in the United States, capital share—the part of a country’s overall income going to capital—seemed to increase. As a result, less of the US economy’s total income is going to workers and more seems to accrue to those who provide capital: investors and bankers.

Sophisticated analysis of the labor-share decline has shown that the drop isn’t caused by one labor-intensive industry declining while another less labor-intensive industry is growing. Labor share has dropped in almost all industries, pointing to something that affects them all: digital and data-processing technologies. And because labor share is not declining evenly across all income levels—the share of the highest-earning 1 percent of workers is falling more slowly than the rest—automation appears to be the major driver of change. It displaces blue-collar and low- and middle-income white-collar workers first.

Although the direct effects of technical advances, especially digital technologies, are crucial, indirect effects play a role as well. For example, labor-participation statistics capture workers employed by a firm as well as the self-employed, thus obfuscating fluctuations between these two categories. The number of self-employed workers with no employees has increased substantially in the United States, from 15 million in 1997 to nearly 24 million in 2014. Researchers at the Brookings Institution believe that in part, this shift is the result of a growing “gig economy.” When self-employed white-collar workers take on temporary gigs with limited or no benefits, assignments that are often coordinated through digital platforms, they have little bargaining power over their incomes. Unlike unionized workers in old-fashioned manufacturing, they are rarely organized, and the supply of workers often outstrips demand. This contributes—albeit to a limited extent—to overall wages being out of sync with the actual value labor generates.

We are still in the early days of the data age. The rate at which workers are made redundant by data-driven automation is bound to accelerate in the coming years. If the link to labor share is real, this will prompt a further reduction in the share of income accruing to workers, while it enriches investors and banks.

Concerns about the shrinking role of labor, and the shift in income distribution, have already caused alarm in many corners, from economists such as Thomas Piketty, whose 2014 book, Capital in the Twenty-First Century, a stinging critique of capitalism, became a global best seller, to populist movements (such as those led by Marine Le Pen and Donald Trump) that promise to eradicate the plight of the displaced worker. And two sets of relatively conventional ideas, one distributive and the other participatory, are being advanced by policy makers and debated in many nations as a response to this troubling trend.

As income seems to shift from labor to capital, the proposed measures on the distributive side aim at taxing the sources of this automation-driven income. This can be achieved, for instance, by taxing machines such as computers running machine learning systems (or more precisely taxing the value that machines add) that make this new wave of automation possible. Colloquially called a “robo tax”, this mechanism would supplant payroll taxes as workers are being replaced by machines. The goal is not necessarily to tax the economy more, but differently. In early 2017, the world’s richest person, Bill Gates, announced his support for a robo tax. At the same time, the European Parliament discussed and ultimately rejected a proposal to apply a robo tax throughout the continent. Although it was promoted as a way to fund social programs designed to soften the effect of white-collar automation on the European workforce, it was dismissed because of fears it might stifle innovation.

A somewhat different distributive strategy is to impose a tax not on the value generated by machines but rather on the capital that supposedly claims a rising share of the economy’s income. This could be achieved, for example, through an increase in the capital gains tax or by instituting a new wealth tax. The latter is the more popular option and the one that is being advocated in several European nations. In most proposals, these distributive measures would keep overall tax revenues flat or increase them only incrementally, just enough to offset the decrease in tax revenues resulting from a decline in labor share.

These distributive measures seek to establish a more just tax system that focuses on where the value add is generated, and to offset some of the negative tax consequences of this upheaval in labor markets. But in practice, their effects may be limited. Even robo-tax proponent Bill Gates focuses on maintaining funding for social security programs as the overall workforce contracts. He doesn’t claim that the robo tax is a solution to the social problems this contraction will bring about. Similarly, a wealth tax may feel fair, but experts predict it will yield only a modest volume of tax revenue and do little to remedy social disruption.

Participatory responses, by contrast, propose a set of policies that support the retraining of workers who have been made redundant by decision-assistance systems in particular and by the digital transformation more generally. Their proponents suggest that it is possible to increase the labor share by making sure that any demand for workers with special skills (including, for example, machine-learning experts, but also specialized human care workers for a graying population) can be met. The assumption is that labor share decreases not only because of automation but also because jobs demanding specialized technical skills cannot be filled with the expertise available in the current labor market. But this reliance on retraining workers assumes that the data revolution will unfold much as the Industrial Revolution did: initially displacing many workers but eventually leading to a variety of new jobs. Retraining accepts that job creation happens when human ingenuity is paired with the magic of the market.

It has a positive, empowering ring, suggesting that people can rejoin the workforce if they acquire new skills. But as our economy transitions to data-rich markets, automation will increasingly replace white-collar workers, like the insurance assessors at Fukoku, who have substantial expertise and those with administrative and managerial skills.

It may be relatively easy to look at the skills that are needed today and design training so people can acquire them, but that strategy probably will not prepare workers for what will be needed tomorrow. And training for skills that today we may perceive as useful in the future runs the risk of anticipating needs incorrectly. Who knows exactly what new jobs will emerge (and thus what skills will be needed) in the age of data-rich markets? The dynamism of change in the currency of skills means that what may be much in demand in three years may no longer be so sought-after in a decade. Young people joining the workforce now will likely have to retrain their skills multiple times during their work life, and to do so at an accelerating pace. Without sufficient insight into exactly what the economy will need, retraining runs the risk of conveying the wrong skills and thus producing the wrong supply for the demand. It’s a bit of a crapshoot: one might be right, but much more likely, one will be off the mark.

THESE DISTRIBUTIVE AND PARTICIPATORY MEASURES are relatively conventional. All are adaptations of policies that already exist in many advanced economies around the world. They are not without merit but do come with drawbacks. There is a far more radical alternative measure being put forward, in the form of universal basic income. UBI, as it is affectionately called by its proponents, has garnered surprising support, particularly among leading figures in the high-tech sector. “Superangel” investor Marc Andreessen, the coauthor of Mosaic, one of the first widely used Web browsers, is in favor of it. And so are New York–based Albert Wenger, another highly successful venture capitalist; start-up incubator impresario Sam Altman; and Elon Musk, the brash but congenial cofounder of PayPal and CEO of Tesla. Silicon Valley isn’t alone in its enthusiasm for UBI, but it is Silicon Valley’s digital and data-driven innovations that have given rise to the idea.

There are innumerable variations, but the core idea is similar. Everyone receives a monthly check for a fixed amount that would be sufficient to pay for food, clothing, basic education, a warm, dry home, perhaps even some form of health insurance. People made redundant in data-rich markets would no longer have to worry about how they and their families could get by. In this sense, UBI has both a distributive and a participatory dimension to it. Because money is being taken from taxpayers (there is a lively debate which tax resource would be most suitable to fund UBI) and given to everyone, it is distributive. And it is participatory, because its goal is not only to provide people with some of their basic needs but to enable them to rejoin the workforce at less than full time.

The idea of a universal basic income has been circulating among economists and progressive politicians ever since the late eighteenth century, when Thomas Paine proposed a basic income for everyone above fifty. In the middle of the twentieth century, radical pro-market economist and Nobel laureate Milton Friedman suggested a negative income tax that had many of the distributive qualities of a universal basic income but would have been somewhat more complex to administer. In 1972, Democratic presidential candidate George McGovern openly advocated for a universal basic income. He was attacked by incumbent president Richard Nixon and ultimately had to withdraw his plan, but Nixon then proposed his own family-assistance program that would have been close to being a UBI for a large segment of society if it had not died in the Senate.

Universal basic income is an idea that is attractive to both liberals and libertarians. The former see in the UBI a comprehensive welfare program that gives everyone sufficient funds for a life of dignity and relieves those who struggle in poverty. Unlike existing needs-based social programs, which require people to apply for them, a UBI would conceivably carry no stigma, because every adult would receive the same amount.

Libertarians, on the other hand, embrace UBI because for them it kills two birds with one stone. First, it eliminates the need for a huge government bureaucracy to determine individual needs and calculate individual payouts. As everyone gets the same UBI, there is no need for any bureaucratic case-by-case assessment. In many proposals, UBI would be a direct, simple replacement of existing needs-based welfare programs. It would empower people to choose for themselves what they want to spend their monthly incomes on rather than give them specific amounts earmarked for purposes (such as housing subsidies). And, second, by giving the same amount to everyone, a UBI benefits even the very rich (not that they need it), somewhat sidestepping the rhetoric of income redistribution, which has been at the core of progressive social policies for more than a century. In addition, by giving everyone just enough to get by and no more, a UBI would not necessarily eliminate the incentive to work.

Limited experiments in administering a UBI are underway in Finland and the Netherlands, and they will produce some empirical data about the effects of a UBI on human motivation. Switzerland held a national referendum on a UBI, but voters rejected the very generous scheme that was proposed (around $2,000 per month for every Swiss citizen). Beginning in 2016, start-up accelerator Y Combinator even sponsored a small project in the United States designed to investigate whether receiving a basic income would have an effect on people’s desire to work. Canada experimented with a version of basic income back in the 1970s, when it gave a monthly check to every eligible family in the small town of Dauphin, Manitoba. That led to improvements (albeit modest) in education rates and reductions in hospitalization and teenage pregnancy. There wasn’t much of an impact on the number of people participating in the workforce because nobody was quitting their job to live off the government paycheck. The experiment did not result in sufficient data, however, of the effect on those already unemployed and seeking work.

Critics have pointed out that many UBI proposals are highly regressive: they replace welfare and thus eliminate programs that provide support to people with special needs, from children with learning disabilities to the physically challenged. After all, a single wheelchair—let alone a year’s worth of chemotherapy—is a lot more expensive than what one could afford on UBI alone. By getting rid of needs-based programs in return for UBI, the poor would essentially subsidize the middle class and the affluent, because those in need would get less than they presently do, whereas the more affluent would still get a monthly UBI check.

The biggest challenge of a UBI, however, is finding the necessary funding for it. A modest universal basic income of, for example, $12,000 per year for every adult in the United States would cost around $3 trillion, or more than twice the total 2016 federal budget for Social Security and roughly 10 percent of gross domestic product. Even eliminating all Social Security payments in lieu of a UBI wouldn’t be sufficient. Of course, this may not deter some proponents of a UBI, who point to additional budgetary savings such as a diminished bureaucracy, the overall social and societal benefits, and the resulting economic stimulus to justify spending such a huge sum on a single government program. But it puts a weighty practical damper on the notion that a UBI can easily be financed.

UBI is not necessarily a bad idea. But more important than taking sides in this debate is understanding the significance of the UBI movement as well as its limitations. Perhaps it doesn’t come as a surprise that high-tech innovators are looking for creative ways to respond to the social challenges posed by data-driven markets and the reconfiguration of our economy. Ingrained thinking is something not even Silicon Valley can escape: if you believe in disruptive innovation, it may become your standard response to any problem.

But it may not be all that innovative an idea. If data enables us to go beyond money, why does the social innovation designed to solve the problems caused by data-driven markets emphasize money? Why are we reintroducing, through a UBI, a simple, fixed monetary solution in situations that quite obviously require an assessment of needs beyond money? After all, the whole idea of data-driven markets is to leave behind the straitjacket of money and the condensation of information into single price points and shift toward a form of human coordination that offers superior matching of our preferences. It is odd that those who otherwise are champions of rich and comprehensive data reduce the discussion to a conventional single monetary dimension. In that sense, a UBI would be less regressive than retrograde, gazing backward rather than looking forward. Of course, we understand that people still need money to pay for food and shelter. The puzzle isn’t that UBI offers a basic income to people but that it doesn’t offer anything beyond money. That seems to artificially limit the scope of what can and ought to be done.

THESE THREE SETS OF POLICY MEASURES—CONVENTIONAL, distributive, and participatory ones, as well as the more radical UBI—are based on certain economic assumptions: not only that labor share continues to decline, but that labor share will decrease while capital share increases, and a dangerous imbalance in our economy exists. Moreover, these policies assume that there is a direct inverse relationship between the two: if one decreases, the other increases. Otherwise, it would make no sense to tax capital (either machines or wealth) in lieu of labor. As it turns out, these assumptions are far less certain than previously thought.

Intrigued by the inverse relationship between labor share and capital share, experts have looked more closely at the supposed rise of capital share. Northwestern University economist Matthew Rognlie has shown that much of the increase in capital share evaporates when one excludes the housing sector. Another economist, Simcha Barkai, has pointed out that conventional calculations of capital share assume fixed rates of return, while in reality, over many years, interest rates have continued to decline, reaching a very low level. Barkai recalculates capital share based on actual interest rates and finds that capital share actually decreased substantially since 1997—around three times as much as the decrease in labor share. This throws a gigantic monkey wrench into the widespread belief that the data age is destroying labor while profiting capital. So what’s going on?

There may be several factors at work. For one, the cost of data processing has plummeted as processing power, storage capacity, and network bandwidth have all greatly increased since the late 1990s. As a result, data processing requires less capital, leading to a reduction of capital share. The low cost of technology is an important part of this phenomenon but doesn’t explain all of it. Also crucial is that capital is much more abundant today, and because of low interest rates, it is much less costly than it was before. Similarly, not all data processing eliminates work; it also makes existing work more productive (or, as economists call it, “labor augmenting”), so labor benefits more from technology than capital does. Taken together, these factors may explain why labor share is decreasing more slowly than capital share.

But if both labor share and capital share are decreasing (albeit at a different pace), which is the big winner? Where is all the remaining income accumulating? Barkai’s answer is that it has accrued as drastic increases in profits—or, in the language of economists, unwarranted markups for products and services. This would point to huge inefficiencies in markets and a lack of competition. And it would imply that investors (including everyone who has saved for retirement) were shortchanged as well. Share prices of companies may have risen over recent decades, but when factoring in low interest rates, the overall return that investors received was far below what it should have been. It would imply that neither workers nor investors have been fairly compensated, and that consumers have paid too much for the goods and services they purchased. And as critics have argued for years, the pockets of overcompensated executives have been lined at their expense. Even worse, related research indicates that as profits have soared, innovative activity and business dynamism have declined, at least in the United States.

A group of researchers headed by MIT economist David Autor has shed even further light on the underlying dynamic. They show that firms aren’t winning across the board by increasing their profits. Rather, a particular type of firm is reaping unprecedented profits far exceeding what would be expected in an environment of efficient competition. Autor and his colleagues call these winners “superstar firms.” They are often situated in “winner-takes-most” markets with strong network and feedback effects that lead to significant market concentration, and they have mastered the use of technology so completely that they can achieve very high revenues with comparatively limited labor and capital cost. Google, Apple, and Facebook are obvious superstars, but such firms exist in many sectors all over the world. Think of Spotify in Europe, online marketplace Alibaba and network technologies manufacturer Huawei in China, and tech giant Samsung in South Korea.

It’s important to understand that the profits these superstar firms earn aren’t fully reflected in their formal profit-and-loss statements. On paper, they may not report very high, formal profits. In part, this is because of creative corporate tax planning, but often it also reflects the fact that these superstars invest huge amounts every year in research and the development of new products and lines of business. Take Amazon as a case in point: in 2014 alone, it reported technology costs primarily for research and development of $9.3 billion. That Amazon can invest such huge amounts reflects the heavy relative markup it achieves on its main line of business. To some extent (but by far not fully), the stock market has realized the disparity between formal reported profits and the actual capacity of the superstars to achieve huge markup profits, and it shows in the trajectory of share prices: in 2015, six stocks accounted for almost all the gains of the NASDAQ Composite Index and five (Amazon, Google, Apple, Facebook, and Netflix) of them are obvious superstars.

This, however, is not evidence of a resurgent rise of the firm but rather a subtle sign of its demise. The traditional firm is a social construct designed to coordinate human activity—successfully getting lots of people to work together in a single organizational unit. By contrast, these superstar firms have a relatively small workforce; they thrive on automation, including for decision assistance. As entities with significant market power, many of them can exploit global regulatory competition wherever possible. To put it bluntly, organizationally these “superstars” succeed because they have streamlined internal coordination as much as possible while using trade and tax regulations to shelter themselves from the harsh winds of competition. It isn’t too much of a caricature to say that they are turning into legal containers for the accrual of profits rather than large organizational units coordinating human activity.

As we replace the image of a data-fueled labor-destroying resurgence of finance capitalism with a more nuanced, but at least as troubling, view of skyrocketing profits, especially among tech-savvy superstar firms, we must substantially adjust our policy measures, both the distributive and the participatory perspective.

ON THE DISTRIBUTIVE SIDE, NEW AND INCREASED TAXES on capital (including a tax on machines) would essentially accelerate and deepen the decrease of capital share while leaving untouched the huge pile of corporate profits that lies at the root of the problem. That would be close to a textbook example of a bad idea.

A far more appropriate distributive policy response to skyrocketing profits accruing to certain firms is to tax these firms. This, of course, is not a new idea at all; it is the law of the land. In fact, at just shy of 40 percent, the United States nominally has one of the highest corporate tax rates in the world. The trouble is that none of the superstar firms actually has its profits taxed at that rate. In practice, the tax levied on America’s largest corporations is less than half the nominal rate, with a number of them paying no tax in the United States at all.

This scandalous situation angers the public and has led many politicians on both sides of the aisle to advocate for tax reform. Unsurprisingly, there is little consensus about the details of such reform. Some suggest that tax authorities need to be tougher on corporations, forcing them to close the complex legal loopholes that reduce their tax liabilities and repatriate profits earned in tax havens abroad. Others focus on the relatively high nominal tax rate and suggest that lowering the nominal rate would be the strongest incentive to get corporations to comply.

Regardless of one’s political predilections, it is very clear that from a distributive perspective, the soaring profits enjoyed by some US companies need to be balanced by a substantial rise in tax receipts from these corporations. That is what’s needed as both labor and capital shares decline. The challenge is to push an increase in corporate taxation through a political system in the United States that too often is beholden to special interests.

The situation isn’t radically different in Europe, either. Even though corporations, relatively speaking, pay more in corporate taxes than in the United States, experts have estimated that creative shifting of corporate profits to favorable tax regimes amounts to over $200 billion in lost tax revenues annually.

Economists have pointed out that large profits may be less worrisome if they are channeled back into the economy as investments. There has been a move to implement a so-called progressive consumption tax (PCT) to replace the progressive income tax. With it, personal income would be taxed only to the extent that income isn’t reinvested. In the United States, a PCT enjoys support across the political spectrum, but that is no guarantee it will be legislated into existence anytime soon. And remember that in general, investments don’t pay high returns anymore, so don’t expect a raft of new investments.

If we accept that a general shift in the economy from reliance on money to reliance on rich data is underway, we ought to think more creatively about how to get companies to pay the taxes they owe. Governments might consider a partial payment of taxes in data rather than money. Car manufacturers might provide the public with anonymized sensor data from their cars; government could use it to identify particularly dangerous spots on the roads, thereby improving safety. A similar approach could improve food safety by using feedback data collected from farms and supermarkets. Feedback data from online learning platforms could help improve decision-making in the public-education sector, and decision-assistance data used for transaction matching could be reused in an early warning system that better predicts market bubbles.

Together with the data-sharing mandate we propose, this would make data available to small firms, especially start-ups, so that they can compete against the big players. It may also be a good way to jump-start innovation. The data could also be used by government to improve its services. And it might be offered to nonprofits, researchers, and society at large so that everyone can benefit from the profits of superstar firms.

The idea of some mandated disclosure of valuable information isn’t new at all. In fact, the patent system is based on it: the privilege of a patent is only granted to those who reveal the workings of their inventions in their applications (at least that is the principle), so that everyone can learn from it, knowledge spreads, and after the expiration of a patent, others will have access to the invention for their own uses. Making valuable data available through tax payments would fulfill a similar purpose as firms shift from generating new ideas to generating data-driven feedback loops that improve products and services.

Unlike a conventional tax, a tax in data may be less onerous for those who must “pay” it. In contrast to money, data is non-rivalrous. It isn’t used up, and a firm can make use of its own data even if it allows others to use it as well. Data taxes might be particularly of interest to start-ups that could use the money they don’t have to pay in tax to grow their businesses. A data tax isn’t particularly distributive, because both sides benefit, but it may be more welfare-enhancing overall as data is reused by multiple parties, and thus utilized more efficiently.

As firms would only be permitted to pay a fraction of their tax liability in data (not least because government needs money to fulfill its role), even a modest amount of a firm’s annual tax bill paid in data could make a sizable difference. A resulting boost in innovation would also lead to new economic growth, taxes on which would mostly be paid the traditional way: with money.

If taxes paid in data make huge amounts of data available to the economy and society at large, this may signal what open-data proponents have long dreamed of but haven’t yet achieved. The conventional conception of open data—making data held by government available to the general public—was limited by the minimal commercial and societal value of government data. The data that businesses are already transforming into value, on the other hand, may be more immediately useful.

On the participatory side, policy makers should consider not just supply-side strategies, such as (re)training workers, but demand-side measures as well. This isn’t a recommendation for massive government-sponsored public works projects, but there are some smart incentives for stimulating demand.

One is to give firms a tax credit for each job they create. This would make it cheaper for companies to employ people. The tax credit would be offered every time a person takes a new job. It would have no direct effect on wages, but by growing demand for labor in general it would, albeit indirectly, facilitate wage increases.

A human employment tax credit is not a Luddite policy. It doesn’t target firms on the verge of automating white-collar work, and the goal is not to dissuade these or other companies from automating. Rather, the policy would support the development of business models focused on innovative human services. As such, the policy is designed to act as a catalyst for the transition of the labor market, to foster experimentation with new service offerings and new business models.

A long-term side effect of such a tax credit would be a modest increase in overall inefficiency, if automation gets a bit more expensive relative to human labor. But such inefficiency might be desirable if it slows or arrests the decline of labor share. Countries particularly worried about the employment effect of data and data-rich markets may choose this path. Fostering the creation of jobs that are less likely to be automated is necessary if we want to replicate the job-creation miracle experienced during the late stages of the Industrial Revolution and counter the slowdown of business dynamism and entrepreneurial innovation.

Such a tax credit might seem on the surface to burden high-tech industries. A closer look, however, reveals a more nuanced picture. Making automation more expensive than human labor does not eliminate the incentive to automate. It’s just that the return on automation—the cost savings realized—must be higher than before.

Ironically, therefore, a human-labor tax credit may stimulate efforts to develop technical advances that offer substantially higher cost efficiencies. Sectors ripe for automation may actually become more automated as a result of the tax credit. As the saying goes, this is not a bug but a feature. While encouraging job creation that is insulated from automation (at least in the medium term), it would stimulate further automation in those areas where humans are already in danger of being replaced by machines.

And to the extent policy makers want to retain retraining and reskilling programs, these programs need to be designed so that they are eminently and swiftly adaptable. It is no longer sufficient to react to changes in demand for specific skills long after the fact; rather, reskilling programs need to fashion cutting-edge analytics of rich data, including data from large online talent markets such as LinkedIn, to spot changes in skill demand as they occur and reflect them in reskilling programs without undue time lags. In fact, we suggest that policies are needed to help companies embed reskilling programs deep into their internal organizational DNA, rather than relying on external, government sponsored retraining efforts.

These three policy measures—making the companies that capture the profits of the data age pay the ones getting uprooted as a result of it, ensuring that markets stay competitive and that society as whole benefits from data, and making human labor just a bit cheaper than machines—will safeguard that all can reap their share of the data dividend. These actions will help our society cope with the changes of data-driven adaptive automation.

THIS APPROACH IS BASED ON THE BELIEF THAT COMPETITIVE markets are the key foundation of a healthy and prosperous society. This stands in stark contrast to assertions by people such as high-tech entrepreneur and investor Peter Thiel, who wrote in the Wall Street Journal that “competition is for losers” and that “if you want to create and capture lasting value, look to build a monopoly.” Thiel’s answer makes sense—from the vantage point of a passionate monopolist. But Thiel is completely wrong when it comes to appreciating the basic economic principles of data-rich markets and their consequences. His recipe for success would lead to astronomic profits for a small number of corporations, a slowdown in innovation, and gigantic inefficiencies that will cost consumers, workers, and investors dearly. This recipe may align with the political rhetoric of the Trump administration, its protectionist impulses, and its desire to bolster the firm and weaken the market. But it fundamentally misjudges what the data age is all about: a move away from money and capital, an appreciation of capturing the richness of reality through the richness of data, an embrace of the market over the firm, and an exceptional opportunity to improve the human ability to coordinate.

As data wins over money and the market wins over the firm, policies that address the consequences of data-driven markets must acknowledge this shift. Hence our suggestion of a progressive data-sharing mandate and a data tax—the ability to pay some taxes with data. But the need to focus on matters other than money is particularly obvious in the realm of human labor. We are all aware that many jobs provide more than money. They offer the chance for social interaction and afford meaning to people—important elements of our human identity.

In the past, the bundle of benefits we call employment wasn’t very flexible, and the monetary dimension prevailed. Salary issues were often the primary topic of labor disputes. Although we all need money to live, the question is whether the specific bundle of benefits we call a job has to remain fixed, or whether we could and should rethink it and rebalance its elements. As we transition to data-rich markets, it’s only logical to go beyond just considering money when choosing work.

We should ask whether a job is meaningful, at an organization that treasures similar values, and whether it offers the opportunity for worthwhile social interactions with coworkers and business partners. An increasing number of firms that are competing for talent, in particular in the high-tech sector, have been focusing on the nonmonetary elements of employment when recruiting and retaining talent. But these activities often have not been articulated in a coherent fashion, giving prospective employees no obvious way to easily identify the most appropriate workplaces for them. More important, these measures are rarely reflective of a comprehensive and coordinated strategy to fully track, provide, adapt, and improve the bundle over time. As intangibles, such as meaning, experience, and identity, gain in importance when people choose jobs, the elements of a job’s benefit bundle should become a crucial feature of an organization’s overall HR strategy.

From the outset—the way an organization recruits, and how it utilizes online talent platforms—we need a better ontology to capture the elements of a job’s bundle of benefits, moving beyond salary and money and embracing data-richness. But it must not end there. It’s not sufficient to give employees the ability to work less than full time, or partially from home, without also providing them with clear career paths when they choose to break out of the conventional mold. Much more so than in the past, smart organizations will realize that the goal is to facilitate and manage flexibility in their human resources considerably beyond what’s been done so far.

Key to the future of human work is unbundling “employment,” much as we have unbundled the CD (and the LP before it) into individual songs and let listeners create their own evolving musical mixes. We need to define the elements of work and make them flexible enough to be recombined. Enabling organizations to lend such flexibility to scale will be no small feat, nor will it be easy to bring discoverability to the various work elements so that individuals really will be able to pick and choose. And for organized labor, such as unions, the challenge is going to be how to retain their role of collective intermediary as work experiences and employment bundles fragment.

Measures within firms to unbundle work benefits, however, only go so far. If we want to truly enable humans to exercise a much broader freedom of choice in configuring work, we may need to help them, at least to some extent, to move beyond money. Workers remain focused on their salary because they need the money to get by. This is where the core idea of a universal basic income can arguably have its biggest impact. A true basic income, covering most of an individual’s daily expenses, would, as we have noted above, be far too costly in most contexts. But a partial UBI, providing everyone with, say $500 a month, could provide an extra bit of flexibility, especially for lower wage workers, that would enable them to choose the job they like rather than the one that pays the most, to choose less than full-time employment to spend time with family, volunteer, or follow their entrepreneurial dream. Studies have shown that such flexibility does not result in slacking, but often allows for activities that create disproportionate meaning and identity for an individual.

If a partial UBI allows people to work less, we’ll be able to keep more people in the workforce, even after automation is in full swing. And a reduced UBI could potentially be financed without having to raise taxes beyond what’s reasonable. The aim is not distributive justice, but individual empowerment—for many more people to choose work beyond pay. The idea is to devalue the relative importance of money in employment, and to enable a richer perspective on work that straddles many more aspects of human fulfillment than just what is represented by the monthly paycheck.

In the future, we may come to appreciate the rich diversity of preferences for what we want from work. And embedding this appreciation in the way we organize and structure employment may allow us to leave salary and money behind as the main determinants of work. This vision calls into question the usefulness of conventional policy proposals addressing the fundamental reconfiguration of work. Solutions focused largely on money cannot address the challenges of an economy after money, at least not by themselves. They will have to be complemented by measures that address the intangible benefits that work confers on the human soul. Here, too, we need to reflect data’s richness in reconfiguring markets and give meaning to the richness of work.
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HUMAN CHOICE

AS A YOUNG MANAGEMENT CONSULTANT AT THE PARTHENON Group, Katrina Lake realized that conventional brick-and-mortar retailers failed to understand the wants and needs of their customers because they didn’t make adequate use of data. Gifted with an ability to think analytically as well as an innate ambition, she decided to go to business school so that she could become “a CEO of a retail company and lead the industry in technology and innovation.” She got into Harvard Business School in 2009 and set out to achieve her goal.

About a year after she had entered the MBA program, Lake started her own venture, initially named Rack Habit, using data and algorithms to help women dress well and save time to boot. Together with a partner (with whom she has since parted ways), Lake sent out invitations to her friends and their friends in the Boston area, asking them to fill out an online questionnaire about their shopping preferences. The two founders transferred data on fit and style from the questionnaires onto spreadsheets, then created simple profiles of their new customers. Then they went shopping for them. Dresses, blouses, and skirts were delivered by mail. Customers could keep them or send them back—a benefit that today is standard for curated shopping services. According to Fortune magazine, Rack Habit was “constantly maxing out Lake’s $6,000-limit credit card” and “made no money.” Still, the continually growing number of customers proved that Lake and her partner were onto something.

The trouble with shopping for apparel isn’t that the right product—one that fits and matches a person’s preferences—doesn’t exist. The problem is that most people, especially individuals with demanding jobs and young kids, don’t know how to find it quickly and easily. Or, as economists would put it: the apparel industry has increased variety but not discoverability. What shoppers need is a smart intermediary that can find the right items for them. These intermediaries exist: they are called personal shoppers, but unfortunately for most of us, they are too expensive. Rack Habit’s core business idea was to give customers a competent personal shopper they can afford. By proposing to use rich data to match her customers and their preferences with the hugely diverse supply of apparel on the market, Katrina Lake raised $750,000 in seed funding in 2011.

With her newly minted Harvard MBA in hand, Lake moved to San Francisco, changed the name of her company to Stitch Fix, and began playing moneyball for women’s fashion. It wasn’t meant to be minor league. In 2015, the company was valued at $300 million in a third round of financing, prompting the New York Times to list it as a potential start-up “unicorn”—a company valued at $1 billion or more. By 2016, as Devin Wenig started his crash program to make eBay’s marketplace data-rich, Katrina Lake joined the Forbes list of richest self-made women.

At first glance, today’s Stitch Fix looks like a traditional online retailer with a twist. It sends boxes containing five items of clothing and accessories to its customers (now both women and men), who pay for the items they choose to keep. But a closer look reveals that true to Katrina Lake’s original intention, Stitch Fix acts much more like an intermediary in the market for clothing than like a retailer. For each box sent to a customer, Stitch Fix is charging a “styling fee” of $20. The fee is waived when a customer decides to keep at least two of the five items in a shipment (and there is an extra discount if a customer keeps all five items). Stitch Fix does not price its items to sell; there are no end-of-season sales, no Super Cyber Monday or Black Friday offers to please the comparison shopper. Stitch Fix is a “post-price” retailer, targeting customers for whom it is more economical to pay for good matches than to waste precious time locating goods they want to buy. This wouldn’t work in every market—getting a good deal on a car can save a person thousands of dollars and may well be worth the effort. But for clothes, as Stitch Fix shows, it’s a model that can be successful.

To achieve service at scale, Stitch Fix analyzes rich and comprehensive data streams. By 2016, the company employed more than seventy data scientists on a team headed by chief algorithm officer Eric Colson. Colson ran data science at Netflix, one of the rich-data pioneers. As it turns out, though, picking the right clothes is much harder than suggesting films to watch. Stitch Fix employs vastly more sophisticated data analytics than the standard social-filtering recommendation engines (“people who liked this movie also enjoyed this one”). In addition to asking its customers about their preferences when they first sign up, the company uses algorithms to examine pictures that customers like on Pinterest and extract salient features that reveal preferences its customers might not themselves even realize they have. The system works in exactly the same way as the machine learning systems we described in Chapter 4: customers don’t have to make their needs and wants explicit, because the systems learn from how humans interact with the world around them.

Feedback also plays a crucial role at Stitch Fix. To begin with, every item a customer returns generates data. But customers are strongly encouraged to comment on each item they receive and they can do so in plain English, which, with the help of natural-language processing software, further refines a customer’s preferences. Stitch Fix is also developing its own line of apparel, which uses preference data in the design process.

Stitch Fix’s simple secret is that it understands data-rich markets and the crucial role data plays in customer satisfaction. As they put it: “Rich data on both sides of this ‘market’ enables Stitch Fix to be a matchmaker, connecting clients with styles they love (and never would’ve found on their own).”

But there is one more key ingredient in the company’s success: the human touch. Stitch Fix employs hundreds of personal stylists. Working part-time, at home, and across the country, these stylists have the final say in choosing the items that go to each customer. They are aided by Stitch Fix’s machine learning systems and matching algorithms and have access to rich and comprehensive data about a customer’s preferences, including how those preferences have changed over time. But the final choice is theirs. And they add a personal note to every shipment, suggesting ways in which new items might be combined with other items in a client’s closet or enhanced with accessories.

This personal voice shows the customer that somebody cares. It also establishes and maintains a relationship between the customer and the stylist. That helps retain the customer—after all, it’s harder to dump a human than a machine. And it increases the likelihood that customers will provide feedback. The personal note creates a social debt that most customers choose to repay.

Perhaps most important, however, is that human stylists are far more heterogeneous in their views and tastes than machines. A rich diversity of personal stylists creates a universe of vastly different approaches to style, resulting in better matches between customers and stylists that in turn translates into higher sales and improved customer satisfaction. For Stitch Fix, harnessing the richness of human styles and preferences is an essential element of its success, one that makes humans indispensable.

Stitch Fix disentangled the tedium of shopping from the pleasure of choosing, and we might expect to see its model copied in the brick-and-mortar world. Perhaps in the future, we’ll delegate the task of replenishing our groceries to our machine learning systems while we continue to enjoy perusing a boutique or browsing the shelves of a bookstore for ourselves. In fact, as we begin to patronize stores solely for the experience of shopping, as we rediscover the tantalizing joys of touching and seeing and deciding, we might even be willing to pay a fee to the best of these stores for that privilege.

A good strategic move for a large offline retailer might be to acquire Stitch Fix or one of its competitors, as Nordstrom did when it acquired Trunk Club. Its retail store could evolve into an experiential environment where customers can browse, perhaps with their personal stylists (physical or virtual) in tow. The brick-and-mortar store then complements the online business and becomes a place of enjoyable engagement with the merchandise and perhaps even with other customers. The goal is not to buy but to browse, to indulge the senses, soothed by music and energized by free espresso. The one thing we won’t see in these revamped stores is signage that calls our attention to price and discount information. Price will not matter most in these settings; we will count on decision-assistance systems, such as digital shopping agents, to think about it for us.

We humans are tactile creatures and we love to use our senses and engage with the world. But we also enjoy each other’s company. Stitch Fix is superbly successful at injecting this human element into its customers’ experience. It’s only a matter of time before others embrace data-driven markets the same way.

DATA-RICH MARKETS ARE UPENDING ONE TRADITIONAL money-based market after another. They provide better matches, resulting in more-satisfied participants. But that is not all. Better matches translate into less waste: fewer goods end up with buyers who can’t make full use of them because they were looking for something else. Superior coordination means less idling and fewer inefficiencies. And, as money is no longer the prime dimension through which we match in data-rich markets, it may enable us to act on and express our values with every transaction we make, letting us transact conscientiously far more often than we can today. Data-rich markets further a more sustainable, less wasteful economy, especially compared to conventional money-based markets, and their excesses of greed and gluttony.

We only have one earth, so we must carefully manage the resources we have at our disposal. The one abundance we have is informational, and as collecting, conveying, and processing data become easier and less expensive, we will have more of it to use. The future of our economy lies in the clever exploitation of our informational surplus, and data-rich markets are the mechanisms and the places where we can achieve this. When artificial intelligence and Big Data meet the social reality of human coordination, we can become more sustainable.

Spurred by “smart meter” technology, for example, energy markets will become data-rich, transitioning from their inefficient and fragile current state, in which a limited number of large producers provide energy for many, toward a much thicker market in which a huge number of diverse participants, including home-based producers of energy (think solar) and storage (think batteries), can better coordinate with each other. Not only will we waste less energy, this will enable us to more efficiently use the smart grid, an advanced energy distribution infrastructure.

Shipping logistics will benefit from data-rich markets as well. About one in four trucks drive empty because there is no efficient way for them to get freight for a particular leg of a trip. Self-driving trucks alone will not change this situation, but data-rich markets can provide better matches of trucks and freight. The effect of such enhanced coordination would translate into lower emissions and improved sustainability.

Or consider health care. In advanced economies, especially the United States, health care costs have reached unsustainable levels. Although we may live slightly longer, we spend an enormous amount of money in return for that small gain. In part, this is because we lump patients together and treat them alike; much like in money-based markets, we have reduced the amount of information we get so that it won’t overwhelm us. But no tumor is exactly like another, and thus diagnosis and treatment, too, need to be individualized. And what’s true for cancer applies to many other illnesses. Taking lessons from data-rich markets, in health care we, too, can leave behind oversimplification and make medicine more precise.

Schools could use rich data to improve the way they match pupils with teachers, learning materials, and pedagogical methods. Not all pupils are the same, and what works for one may not work for another. The principles that underlie data-rich markets can be applied more broadly and can lead to better outcomes while reducing wastage. We’ll live better, more meaningful, and more sustainable lives.

BECAUSE DATA-RICH MARKETS ARE SO MUCH BETTER than traditional markets, they put tremendous pressure on us to readjust our concept of the firm. In the past, firms were organizational units of humans working together. Some firms may have used machines, but all firms were managed by humans. In the future, that may no longer be the case. We may encounter firms that employ many well-paid humans doing work only they can do, but those firms may be managed in substantial part by machines. And we will see other firms morph from social organizations into largely legal entities that reap profits but have dispensed with many human employees. The latter, the empty corporate shell, will be an artifact of corporate and tax laws enacted when the landscape of business looked much different. The former, the human-centric firm, is where adaptive systems mesh with those human qualities that cannot be easily automated. Like Stitch Fix, the human-centric firm isn’t Luddite but rather enormously data savvy. It enhances the data-driven market rather than competing with it.

There are a great number of sweet spots along the spectrum between empty shell and human-centric organization that firms can occupy. Firms will need to identify their places along this spectrum and then change themselves to flourish there, whether they are Daimler or Spotify, eBay or Apple, Alibaba or Barclays, established global franchises like McDonald’s, or recent fintech start-ups like Stash, or the little organic bakery across the street. Perhaps in a few decades we’ll call this the Great Adjustment and be able to tell the story of how firms large and small changed in the wake of the Great Recession. It isn’t a change most companies have been looking forward to; it certainly isn’t one that many of them will initiate. But those firms that embrace this adjustment and transform themselves to become fundamentally more human will enjoy an unquestionable advantage.

In banking and the financial services industries, there is mounting pressure to further commodify financial services, especially around payment. New intermediaries have appeared on the scene that promise to facilitate and utilize richer and more comprehensive data streams, going far beyond our conventional obsession with money and price. Traditional players, such as large corporate banks, face a difficult choice. The path to commodification is one they know and rightfully dread. The path to turning into a successful data intermediary offers more upside but is also much harder, because data-richness isn’t something many banks are good at. They would have to change their inner workings, and that’s a challenge. “It’s difficult to see the picture when you’re inside the frame,” in the words of the late Eugene Kleiner, one of the pioneer venture capitalists of Silicon Valley.

Take a good look at the marble palaces of money—the banks that dot the financial centers around the world. They telegraph a message of power and wealth to all who behold them, but by the late 2020s, many of them will be gone. Not because we abolished money but because we no longer need a crude symbol for a service that dispenses with detail and reduces informational richness. The new financial intermediaries will be either superefficient or rich in data—and perhaps even both—while the vestiges of old-fashioned finance capitalism will wither away, replaced by the new breed of data-capitalism and powered by data-rich markets.

The difference between a Silicon Valley angel investor and a European bank clerk extending a loan to an entrepreneur isn’t money but the rich and valuable information for entrepreneurs that the angel provides. Since the early days of Georges Doriot’s American Research and Development Corporation, the first modern venture capital firm, we have been calling VCs “capitalists,” but this may long have been a misnomer. The best angels and VCs offer their clients vastly more than just a check. Perhaps it’s time to call them venture informers and dispense with the term “capitalist.”

We can take it further still: with the demise of the role of finance capital as the catalyst that enables firms to grow and dominate, it may be time to close the door on history and officially eliminate the term of “capitalism.” It had a good run and has shaped our market economy over the last centuries. But we have an opportunity to fashion an alternative to finance capital as the central source of power in our economy. Instead of capital and firms, we can imagine data-rich markets that empower humans so that they can better work with each other.

DATA-RICH MARKETS AREN’T SOLVING ALL OUR PROBLEMS, nor are they without inherent structural weaknesses. The success of any data-driven market, therefore, hinges on its design—and on the rules under which it operates. The most critical element in designing data-rich markets is to protect them against concentration, not only at the level of participants (the classic one-seller-many-buyers and one-buyer-many-sellers situations) but also at the level of decision processes. If many or all of the adaptive machine learning systems we use to help us make transaction decisions have the same flaw, the market as a whole becomes vulnerable. That’s why a deep diversity of decision-assistance systems is indispensable. The progressive data-sharing mandate—the mechanism we have suggested to ensure such diversity—is designed to protect not just against the concentration of adaptive systems but also, through the sharing of different data subsets, to guard against all competitors using the same data input to build their systems. The key is to foster a diversity that continues to translate into robust competition.

When it comes to the broader social implications of data-driven markets, we abhor the gleeful optimism of the techno-utopians as much as we shun the gloom of the perennial doomsday prophets. Rather than pretending to predict the future, we should prepare ourselves to shape it, readying the right levers and mechanisms so that we can stimulate beneficial dynamics and mitigate negative consequences whenever and wherever they arise. Sometimes this necessitates adding novel items to our existing policy tool kit, such as (data) taxes paid in data or a recurring human-labor tax credit. And sometimes it requires a different perspective, such as disentangling the notion of work from the notion of pay.

When money and price prevailed, it may have been appropriate to understand labor in terms of wages and financial benefits. But as we move to data-richness in markets, we need to move beyond salary figures when we debate the merits of human labor. When we accept that work is more than a job that pays the bills—that for many people it offers identity, community, and a sense of belonging—we will also realize that helping people find good work and keep it will continue to be a central role for society, even as machines take on an increasing number of responsibilities. The task of the market is to be efficient, and with data-richness, better matches will lead to vastly improved efficiency (and sustainability). By contrast, our task as humans is not to be most efficient but to be truly human, from being creative and adventurous in our thinking about the new to engaging with each other and forging meaningful social bonds.

In a world of more and more machines, what will remain for us humans to do? Are we the dinosaurs of the data age? Will we find ourselves confined to a reservation, much to the amusement of the machines that call the shots? Even in an era of data-richness, we remain convinced that humans will continue to be in the lead, if they want to be. Rich data will permit us to choose which decisions we want to make ourselves, and to leave the rest to adaptive systems that are aware of our preferences to find the best match in the market.

By freeing our minds from routine decisions, we can focus on decisions that really count, and those that we enjoy making. Eventually we may even be able to delegate to adaptive systems some of the decisions we fret over—the decisions we worry we won’t get right because of our biases; the ones we are apprehensive about because we don’t know enough and don’t have the time to inform ourselves. And we’ll be able to tell our decision-assistance systems how much “correcting” we’d like them to do. It won’t be a simple binary either-or. Rather, we’ll be able to dial up (or down) the amount of help we’d like. We’ll choose to choose.

Experts have warned that Big Data and artificial intelligence may endanger human volition by making decisions not only about what we buy, but with whom we coordinate. The fear is that as we delegate decisions to machines, we give up an important freedom to shape our social sphere. But rather than taking away the freedom to choose, data-rich markets empower us, as we explained in Chapter 4, to spend our time and energy on being human.

An actual, immediate choice about which decisions to make will force us to face questions about how we choose. Which decisions should we reserve for ourselves and which should we delegate? If data-driven adaptive systems will offer us better answers to questions such as which school we should send our kids to or which hospital an ambulance should take us to in case of an emergency, then should we delegate that decision to the machines or retain it as the exclusive province of human responsibility? What are we aiming for in decisions, anyway—getting the correct answer or the one that makes us happy (after all, we, not the machines, must live with the consequences)? Until now we rarely faced such choices, but in the future we routinely will. Developing a good, solid sense of how to choose is a core competency we’ll have to develop and maintain.

This ability to choose what to choose is fundamentally empowering to humans. It preserves our chance to contribute to the fate of the universe and may ensure us an enduring seat at the table of evolution. But it is also a novel challenge that comes with responsibilities. Choosing means picking one option over another, and forgoing having it all. Data-rich markets are amazing instruments of choice—they will help us choose well. But they will not absolve us from the need, ultimately, to select.

Losing the individual freedom to choose in the name of security, simplicity, coherence, or perhaps just plain old maximization of profit would be a terrible loss, far beyond the economic inefficiencies it would cause. It would erode and then abandon a core principle of every free society. That is why we need to be alert for proposals that tout the dangers of individual choice and advocate the prudence of centralized power. It is why we need to be watchful about data-driven feedback effects, just as we need to resist impulses of a strong controlling government.

There is yet another enemy of data-rich markets and individual choice. It is the vision that humanity will soon overcome resource scarcity, and the belief that machines, and their seemingly infinite ability to accomplish complex tasks at low or practically no cost, will recycle the resources we have forever, essentially taking us into a true utopia. In it, humans, freed from daily chores, will enjoy life and have the means to live it to the fullest. The end of scarcity has been predicted before, perhaps most vocally in the 1970s by conservative economist Julian Simon. Now an expanded version of the idea is resurfacing. Erik Brynjolfsson, a business school professor at MIT’s Sloan School of Business and coauthor of an influential book about the consequences of artificial intelligence on human labor, seems sympathetic. “A world of increasing abundance, even luxury, is not only possible, but likely,” he suggests.

Proponents of this view use the term “fully automated luxury communism” (conjuring images of Leonid Brezhnev wearing Gucci loafers) for the idea that we all can work less and still enjoy whatever we want. The writer Aaron Bastani, who claims to have coined the term, believes it would lead to “Cartier for everyone, MontBlanc for the masses and Chloe for all.” The British newspaper the Guardian puts it a bit less materialistically: “Humanity would get its cybernetic meadow, tended to by machines of loving grace.” In such a world, the argument goes, we would no longer have to choose; we could have the cake and eat it, too. And the market would become obsolete, like an eight-track player or ashtrays on restaurant tables.

Advocates of abundance have built that vision on a fundamental fallacy. They focus on physical resources and misunderstand that the market is not just a way to allocate scarce physical goods, but a way for humans to coordinate with each other effectively and efficiently. As humans coordinate, we face the scarcity of time. Without perfect immortality, we need markets to coordinate with each other in the limited time we have.

Rather than hoping for a timeless world that does not exist, we need to embrace the reality we live in. We do not dispute the existence of severe economic woes throughout the world. We, too, see them as acute challenges. But the market isn’t the root cause of the problems. Instead, we view it as our best hope for overcoming them. We suggest that what matters is the ability to coordinate with each other in time to reach goals we could never achieve alone.

We are convinced that the market is here to stay. Our future as humans is not about centralizing power, nor is it about consumption and opulence; rather, it is about interacting with each other so that we can spend the very resource that we cannot replenish—our time—most meaningfully. But a comprehensive and sustainable freedom to choose requires not only the shift from money to data and the technical advances we have detailed in Chapter 4.

It rests on the market as a decentralized social mechanism coordinated by humans. Eliminate the decentralized market, and the empowering quality of data vanishes. That is why we call the shift from money to data a revival of the market instead of the rise of artificial intelligence or the advent of Big Data. Without the market, neither data nor technology will protect—let alone advance—humankind and help people work together. Hence, in this book, the market has taken center stage. Data (and technology) are merely enabling its renaissance.

The revival of the market is founded on access to rich and comprehensive data and the ability to translate that data into decisions. In turn, this lets us outgrow condensed and simplified information that has ruled traditional markets for centuries. Simplifying reality so that we are more comfortable with it is an old human strategy. It’s useful when we don’t know better, when we don’t have ample information; and when we can’t comprehend well, when our mental faculties fail us and we lack the tools to acquire a more accurate, detailed perspective.

ASSUMING THE EARTH WAS FLAT WAS A SIMPLIFICATION we employed for centuries because it worked—until we needed to progress further. We replaced it with something more complex—a globe rather than a flat plain—but the complexity helped us advance. We are doing the same as we transition from money-based to data-rich markets.

Fundamentally, this shift is part of a larger, broader movement that began hundreds of years ago. It drove Francis Bacon to emphasize the need for empirical evidence and René Descartes to look for reasons. It prompted Immanuel Kant to suggest that reason links to morality and Adam Smith to examine the power of market coordination. It led Hannah Arendt to look at the nature of power and John Rawls to ponder justice. It has propelled humans along the path of knowledge and given us insight into the world we live in—a world rich in information, more colorful, more diverse, more nuanced, and more exciting than we realized. This voyage isn’t over; it will continue.

It’s important all of us appreciate that we cannot dumb down reality to make it conform to our cognitive limitations; that when we limit the possible explanations of how the world works to the simple one, the one that’s easiest to grasp, or the one that we have always believed in, we confine our imagination, and we constrict our understanding of the world to the obvious. This may have been a suitable approach when we lacked an alternative, but with data we no longer must.

Humanity’s future is going to be one of knowledge and insight—if we want it to be. This will mean leaving behind many of the simplifications we trusted and embracing the world in all its diversity. Data alone won’t do that: to open the window to new insights, we need to open our minds. But contrary to dystopian predictions, to the view that data is cold—a view that pits technology against humans—we believe that, through data-richness, our future is going to be profoundly social and thus deeply human.
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