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Example, whether it be good or bad, has a powerful influence.

— GEORGE WASHINGTON, MARCH 5, 1780
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Introduction
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Prologue

That we are more closely connected to one another than most of us realize is an old idea. An important variation dates from 1929, when the Hungarian writer Frigyes Karinthy published a short story titled Láncszemek (“Chains”). Two of the story’s main characters speculate that any two living people can be connected by a chain involving no more than five acquaintances. That some such chains exist is hardly surprising, since most of us can think of people in distant locations to whom we are connected through a small number of intermediaries. The man-bites-dog aspect of Karinthy’s conjecture is that almost any two people A and E could be linked by a chain like A knows B, who knows C, who knows D, who knows E.

One of the first systematic attempts to test this claim came in the 1960s with a series of experiments by the psychologist Stanley Milgram. In one, he sent packages containing a small booklet to ninety-six people chosen at random from the Omaha, Nebraska, telephone directory. His cover letter asked them to try to forward the booklet to a specific resident of Boston, Massachusetts, through a chain of personal acquaintances. He told them the name and address of the Boston resident, that he worked as a stockbroker, and that the first person in their chain should be someone they knew on a first-name basis. Milgram also advised them to choose someone they believed (presumably based on the target’s location and occupation) could be socially closer to the target than they themselves were. Subsequent recipients in the chain were asked to forward the same instructions.

Many of the Omaha recipients undoubtedly tossed Milgram’s booklet in the trash, so it is remarkable that the Boston target received eighteen of the ninety-six packages. The average number of links in the eighteen chains was 5.9. But the now-familiar expression six degrees of separation would not gain broad currency until many years later, when John Guare’s play by that name premiered on Broadway in 1990.

The concept became a meme in full when four Albright College students introduced “Six Degrees of Kevin Bacon” in 1994, a game designed to measure the professional proximity of an actor, living or dead, to the American film star Kevin Bacon. An actor has a Bacon number of 1, for example, if she or he appeared in the same film with Bacon. Someone who appeared in a film with another actor who appeared in a film with Bacon has a Bacon number of 2, and so on. The average Bacon number is 2.955 among actors who have one. In that group, even the actor most distant from Bacon, William Rufus Shafter, has a Bacon number of only 7. Shafter, a Union Army officer during the Civil War, appeared in two films in 1898.

For academics who study social connectedness, the six-degrees concept gained little traction until 1998. That’s when the sociologist Duncan Watts and the mathematician Steven Strogatz published their landmark paper, “Collective Dynamics of Small-World Networks,” in Nature. In the years since then, this paper has provided the mathematical foundation for the analytical tools that social scientists have been using with such remarkable success to study how ideas and behaviors spread through populations like infectious diseases. It has already been cited by other scholars more than thirty-eight thousand times and is one of the few papers ever published to be among the most widely cited works in multiple disciplines.

In his 1976 book, The Selfish Gene, the evolutionary biologist Richard Dawkins coined the term meme, which Webster now defines as “an idea, behavior, style, or usage that spreads from person to person within a culture.” The meme is to cultural transmission, Dawkins argued, as the gene is to biological transmission.

One of Charles Darwin’s central insights was that natural selection favors genetic variations that enhance the individual organism’s ability to survive and reproduce. Much of the time, the same variations also benefit larger groups. But often not. For example, an inclination to cheat when no one is looking might benefit individuals, but widespread cheating almost always makes matters worse for groups. It is the same with memes. The memes that propagate most successfully are often ones that benefit both individuals and groups. But here, too, not always. As the legal scholar Jeffrey Stake has argued, “Ideas should not be treated as inert products but as living things that sometimes exert some influence over their environment. Some of the ideas are more adept at surviving than others, and the ones that survive will not necessarily be good for humans.”1

It is often hard to evaluate whether a specific behavior even qualifies as a meme, and if so whether its consequences, on balance, are positive or negative. Yet sometimes the evidence is clear.

We know, for example, that the strongest predictor of whether people will take up smoking is the proportion of their close friends who smoke. Smoking is thus clearly a meme. The negative health consequences of smoking are also conclusively documented, and most smokers themselves express regret about having started. By definition, then, smoking unambiguously qualifies as a socially destructive meme.

On the other side of the ledger, we have compelling evidence that the adoption of photovoltaic solar panels is both socially contagious and almost uniformly positive in terms of environmental consequences. Accordingly, few would object to calling the practice a socially beneficial meme.

Adam Smith, widely considered the father of economics, is often cited in defense of the claim that competitive markets produce the greatest good for the greatest number. But that was never Smith’s position. His signature insight was that the pursuit of narrow self-interest often leads to socially beneficial outcomes, but not always. The same holds for competition among ideas. Good ideas often triumph, but there is no presumption that the marketplace of ideas reliably promotes the common good, especially in the short run. My central claim in Under the Influence is that we therefore have a powerful and legitimate public policy interest in encouraging socially beneficial memes and discouraging socially harmful ones.

Many insist it is solely the individual’s responsibility to choose which ideas to embrace, which behaviors to mimic. Some who hold that view are likely to oppose my claim. I am sympathetic to the sentiments that underlie their position. No one wants to live in an Orwellian nanny state. But my aim will be to explain not only why it is compellingly in our interest to exert at least some collective control over the social forces that shape our choices, but also why failure to do so may threaten our very survival.

The existential threat we face is the climate crisis. In October of 2018, the United Nations’ Intergovernmental Panel on Climate Change reported that in the absence of decisive measures to curtail greenhouse gas emissions, we are now on track to catastrophic increases in average global temperatures by 2040. The forecasts of climate models are notoriously imprecise. Temperatures might well rise by less than predicted, but they might also rise by considerably more. And even the current temperature rise of only 1°C (1.8°F) has already produced floods, droughts, and fires on a scale unseen in human history. As David Wallace-Wells put it in the first sentence of The Uninhabitable Earth, “It’s worse, much worse, than you think.”2 If temperature increases come anything close to the IPCC’s projections, many hundreds of millions of people will die, and much of the earth’s wealth will be destroyed.

Reactions to this threat vary greatly from country to country. In the United States, supporters of the Green New Deal have proposed an expansive legislative agenda that attacks climate change and economic inequality simultaneously. Critics, including many from the left, have objected that tackling both problems at once will simply make failure in both domains more likely. Green New Deal proponents counter that unless we include policies to mitigate rising inequality’s impact, it will be impossible to assemble a sufficiently broad political coalition to overcome our current gridlock.

A deeper understanding of the power of behavioral contagion, which psychologists define as a tendency to mimic others’ behavior, suggests that the Green New Deal is less impractical than many critics think. One of the most costly ways we influence one another is by reinforcing individual spending decisions that are highly wasteful. A simple example: we buy heavier cars because driving a relatively light car is more dangerous, yet when all buy heavier cars, everyone’s risk of injury and death goes up, not down. Understanding how contagion amplifies such spending patterns, we will see, helps identify simple policies that would redirect trillions of dollars annually in support of carbon-free energy sources, all without demanding painful sacrifices from anyone. Those same policies would reduce economic inequality and stimulate the creation of good jobs. Or so I will argue.

But before launching that attempt, I digress briefly about my choices of what to include in the pages ahead. Most books on writing celebrate brevity. Rule 17 in the renowned Elements of style, for example, exhorts writers to “Omit Needless Words.” For the most part, I try to follow this rule, both sentence by sentence and in my choice of topics to omit. But for reasons I will explain shortly, I have also included material whose omission would have made the book significantly shorter.

The original edition of The Elements of style was written by Professor William Strunk in 1918. In 1959, thirteen years after Strunk’s death, it was revised and expanded considerably by his former student and New Yorker magazine stalwart, E. B. White. In the revised edition, popularly known as Strunk & White, White’s preface contains this remarkable passage describing Strunk’s presentation of Rule 17 to his students: “When he delivered his oration on brevity to the class, he leaned forward over his desk, grasped his coat lapels in his hands, and, in a husky, conspiratorial voice, said, ‘Rule Seventeen. Omit needless words! Omit needless words! Omit needless words!’”3

If it’s good to omit needless words, why did Strunk speak the phrase three times? White suggests it was because his professor was so ruthlessly effective at omitting needless words: “In the days when I was sitting in his class, he omitted so many needless words, and omitted them so forcibly and with such eagerness and obvious relish, that he often seemed in the position of having shortchanged himself—a man left with nothing more to say yet with time to fill, a radio prophet who had out-distanced the clock.”4

My own experience in the classroom suggests an alternative interpretation. In chapter 13, I will mention studies showing that introductory courses in economics, my own discipline, appear to leave no lasting imprint on the millions of students who take them each year. The principal reason for this dismal performance by dismal scientists, I believe, is that we almost always try to teach our students far too much. Many instructors ask, “How much can I show them today?” and feel pleased with themselves when they manage to zip through more than a hundred PowerPoint slides in an hour. But in their effort to cover every idea that economists have written about during the past two centuries, all goes by in a blur for most students.

Learning theorists counsel against this approach. Because we are bombarded by terabytes of information each day, our brains are equipped with a subconscious filter that directs our conscious attention only to information that reaches our senses repeatedly. Only then do our brains conclude that something may be important enough to merit the construction of new neural pathways.

In short, my conjecture is that Professor Strunk stated Rule 17 three times because he understood intuitively that repetition fosters learning. In the case of economics, at least, that’s a liberating insight, because only a handful of basic principles do most of the heavy lifting. My experience has been that students who see and use these principles repeatedly in a variety of familiar contexts are able to master them at a high level in just a single semester.

I cite that experience to explain why I have invoked the meme of smoking not only in these introductory pages, but also in more than half the chapters that follow. It embodies perhaps the simplest and least controversial illustration of my case for public policies that influence the social contexts that shape our lives. Some of the other examples I will discuss are more likely to provoke disagreement. But as I will try to explain, each is analogous in every relevant detail to the smoking example.

Another phrase I’ll repeat more than once in the pages ahead is the mother of all cognitive illusions. I use this phrase to describe the belief, held by many wealthy voters, that higher top tax rates will require painful sacrifices of them. That belief is demonstrably false. As the wealthy themselves would be quick to concede, they already have far more than anyone might reasonably be said to need. But what many don’t understand is that higher taxes would also not compromise their ability to buy the special extras they want. Because those extras are invariably in short supply, getting them requires bidding against others who also want them. What the rich have utterly failed to recognize is that their ability to bid successfully depends only on their relative disposable income, which is completely unaffected by higher taxes.

The rich think higher taxes would hurt them because they know higher taxes would reduce their disposable incomes in absolute terms. But almost every income decline they have actually experienced was one in which their own income fell while the incomes of peers remained unchanged—as happens, for example, when someone experiences a business reverse, home fire, health crisis, or divorce. In the wake of such events, it really is harder to bid successfully for what you want. But things are totally different when the rich all pay higher taxes. The same full-floor apartments with commanding 360-degree views end up in the same hands as before.

I’ll mention two other elements of repetition that appear in the book for a different reason. Much of my research over the decades has focused on two questions: How does context shape spending patterns? And how could genuine honesty be sustainable in even the most bitterly competitive environments? Because my answers to both questions rely heavily on social forces, writing a book on behavioral contagion that made no reference to these issues seemed out of the question. Chapter 6 briefly summarizes my work on the emergence of trust, with application to the increasingly worrisome issue of tax evasion. Chapter 8 recaps my work on how social context shapes spending patterns and describes how we might alter those patterns to our advantage.

Only a minuscule proportion of the world’s population has read my work on these issues. Members of this group might reasonably decide to skip those two chapters.
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1
The Argument in Brief

I have four adult sons, none of them a smoker. I once told a friend that if they’d grown up when I did, at least two of them would have taken up the habit.

My son Chris, who was present during this conversation, immediately asked, “Which two?” “David (my oldest), almost certainly,” I said, “and probably also Hayden (my youngest).” I added that Jason would have been unlikely to smoke no matter when he’d been born.

Chris feigned offense. He’d been a musician in New York City for almost a decade, where, in his circle, smoking was almost as fashionable as when I was young. He thought that he, too, might have become a smoker if he’d grown up when I did.

When I started smoking at age fourteen in 1959, many of my friends had already been smoking for several years. My parents didn’t want me to smoke, but as they were smokers themselves, their objections rang hollow. In those days, more than 60 percent of American men were smokers, and almost as many women. Smoking was just something that most people did.

Yet even then, most people who smoked didn’t seem happy about it. Today, roughly 90 percent of smokers say they regret having started, and about 80 percent express a desire to quit.1 Almost half of all smokers try to quit each year, but fewer than 5 percent succeed.2 Several of my own attempts to quit failed. So I count myself fortunate to have abandoned the habit before leaving for college.

The reason I succeeded in raising nonsmoking children and my parents did not is that today’s environment is different from the earlier one. By far the strongest predictor of whether someone will smoke is the percentage of her closest friends who smoke. If that number rises from twenty to thirty, for example, the probability that she will smoke rises by about 25 percent.3 Whereas most of my teenage friends were smokers, relatively few of my sons’ friends were. In 2017, only 18.6 percent of American men were smokers, only 14.3 percent of women.4

Today’s environment is different mostly because of the taxes, prohibitions, and other regulatory measures we have taken to discourage smoking. In the 1950s, a pack of Camels could be had for as little as twenty-five cents in some parts of the country (about $2.15 in today’s dollars). But in many areas today, taxes have pushed that price north of $10, and in New York City a pack of cigarettes cannot be sold legally for less than $13. In the intervening years, we have also banned smoking in restaurants, bars, and public buildings. Some jurisdictions have prohibited smoking even in outdoor public spaces. We have spent billions of dollars on media campaigns to discourage smoking.

Given the long-standing American hostility to social engineering, each of these steps faced heavy pushback. When called on to justify them, regulators offered their time-honored response: restricting individual freedom is often the only way to prevent undue harm to innocent bystanders.

By a wide margin, the example of harm to others most often cited by regulators has been that secondhand smoke causes injuries that bystanders cannot easily avoid. This explanation resembles the rationale for requiring catalytic converters on cars: we need them to prevent pollution that would otherwise cause undue harm to others.

Even strict libertarians concede the legitimacy of this rationale in principle. As John Stuart Mill, perhaps the Western world’s most eloquent champion of individual freedom, memorably wrote in On Liberty, “the only purpose for which power can be rightfully exercised over any member of a civilized community, against his will, is to prevent harm to others. His own good, either physical or moral, is not sufficient warrant. . . . Over himself, over his own body and mind, the individual is sovereign.”5 That a desire to parry libertarian objections influenced regulators to invoke secondhand smoke in defense of antismoking measures is also consistent with their insistence that their aim is not to protect smokers from harming themselves. And health hazards from exposure to secondhand smoke have in fact been conclusively documented.6

But are those hazards sufficient to justify extreme measures to discourage smoking? Unless you worked in a crowded bar with no ventilation, the damage caused by secondhand smoke was extremely small compared to that from being a smoker. For example, more than 85 percent of American deaths from lung cancer are attributable to smoking, but only a fraction of the remainder has been linked to passive smoke exposure. In terms of their actual impact, then, smoking regulations do vastly more to protect smokers from themselves than to protect innocent bystanders from secondhand smoke.

A second rationale for regulating smoking was stated in the lawsuits brought against tobacco companies by forty-six state attorneys general and others in the 1990s. Damage claims in these suits were based on the assertion that smoking imposed a burden on Medicaid, which is paid for by taxes on smokers and nonsmokers alike. These lawsuits resulted in the Master Settlement Agreement of 1998, judgments from which had the effect of raising the price of cigarettes by about twenty-five cents a pack.7 But considerable controversy remains about whether smokers do in fact burden taxpayers. As the economist Kip Viscusi has argued, for example, smokers tend to die early, around age sixty-five on average, thereby saving both federal and state agencies a great deal of money.8

The narrow focus on secondhand smoke and fiscal effects greatly understates the harm that smokers impose on others. By far the greatest injury caused by someone’s decision to become a smoker is the harm caused by making others more likely to smoke as well.

When someone becomes a smoker, every friend of that person will have one more smoker in his or her peer group. Every member of every one of those groups will then become more likely to smoke. Those who take up the habit will then make each member of their own peer groups more likely to smoke, and so on. And in addition to causing still others to become more likely to smoke, every one of those new smokers will inflict the real, albeit smaller, harms associated with secondhand smoke.

In short, when a regulation discourages someone from smoking, the harm to others that would have been caused by that person’s secondhand smoke or by pressure on government health-care budgets is only a minuscule percentage of the total harm actually prevented.

Today’s environment is different from the one I grew up in mostly because of the taxes and other regulatory measures we have adopted to discourage smoking. Yet more than 15 percent of American adults still smoke, and in some groups—low-income adults, for example—the share is considerably higher. Should regulators enact even stricter measures against smoking? On the strength of the harm caused by budgetary effects and secondhand smoke alone, that would be a hard sell. But the balance of costs and benefits looks different if we include a full accounting of the harm caused by behavioral contagion.

Many opponents of regulation are quick to argue, however, that behavioral contagion is not a proper justification for government intervention. It is one thing, they say, to protect someone whose asthma is aggravated by secondhand smoke, but quite another to penalize people merely because their behavior makes others more likely to smoke. People have agency, they insist, and it is the individual’s responsibility, not the state’s, to decide whether to smoke.

These observations have obvious rhetorical force. People faced with the decision of whether to smoke do indeed have greater agency than those who are damaged by secondhand smoke. And all else equal, the regulators’ burden of proof clearly should be heavier in the first case than in the second.

Yet smoking that results from behavioral contagion also harms many people who have no practical means to avoid injury. Consider, for example, parents who have already taken every reasonable step to discourage their children from smoking. Given what we now know about the health consequences of smoking, could anyone second-guess their pursuit of this goal? Yet it is a statistical certainty that more of them will fail to achieve it in environments with higher proportions of smokers. These parents, like the victims of secondhand smoke, have no way to escape the anguish they suffer from failure to achieve their goal. Although that harm may be hard to quantify, it is surely considerable. And parents aren’t the only ones who suffer. Every smoker who dies prematurely also injures a host of friends and other relatives.

Consider, too, that stricter measures to discourage smoking appear to make even smokers themselves happier. In a 2005 study, the economists Jonathan Gruber and Sendhil Mullainathan found that people with a higher propensity to smoke were significantly happier in places with higher cigarette taxes.9 That finding seems less strange when we recall that most smokers wish they’d never started, and that stricter regulations make their efforts to quit more likely to succeed.

When legitimate aspirations are in conflict, people’s freedom to do as they please will be limited no matter which way we turn. The claim that behavioral contagion constitutes a legitimate rationale for regulatory intervention against smoking is thus difficult to dismiss with slogans about individual rights and agency. Clearer thinking about behavioral contagion requires careful analysis of the trade-offs between competing types of freedom, which in turn requires difficult conversations about free will and other thorny philosophical issues.

Are these conversations worth having? This question becomes easier to answer once we examine the central role that behavioral contagion plays not just in the choice of whether to smoke, but also in a host of other important life decisions.

The environments we inhabit shape our behavior in powerful ways, sometimes for the better, but often for the worse. Behaviors that promote good health, which include eating prudently and getting regular exercise, are often difficult to muster. The benefits from these behaviors, after all, come not right away but only after substantial delay, and humans share with most other animals a tendency toward myopia. We place far too much emphasis on immediate rewards and penalties, far too little on those that occur with significant delay. For most people, healthful behavior is easier to achieve in communities where such behavior is widely practiced. In contrast, a recent study found that members of military families who are posted to places with high obesity rates were more likely than others to become obese themselves.10

———

As social psychologists like to say, “It’s the situation, not the person.” What they mean is that when we try to explain what others do, we often place undue emphasis on internal factors, such as traits of character or personality, and too little emphasis on external or situational factors. Psychologists call this the fundamental attribution error.

The error was on vivid display in experiments conducted in the 1950s by the psychologist Solomon Asch.11 His aim was to discover the extent to which certain environmental cues might influence people to ignore the clear evidence of their own senses. In one experiment, a subject and seven of Asch’s confederates were asked which of the three lines in the box on the right side of figure 1.1 is the same length as the line in the box on the left. As even a brief glance confirms, line 2 is the only possible correct answer. Yet when Asch instructed his seven confederates to say line 3 had the same length, the subject agreed with them 37 percent of the time. When others were asked the same question in the absence of the experimenter’s confederates, the error rate was less than 1 percent.

Virtually all people who read about the Asch experiments feel confident that their own judgments could not have been manipulated in this way. Yet as Asch demonstrated, a substantial number of them are almost certainly wrong about that. What people say and do often depends surprisingly heavily on social circumstance.

A decade later, the psychologist Stanley Milgram conducted a series of experiments that further dramatized the power of social context.12 The laboratory setting was one in which the experimenter enlisted a subject to help administer a learning exercise. Three people were involved in each trial. The experimenter (Milgram himself, labeled E in figure 1.2), the “teacher” (who was in fact the subject of the experiment, labeled T in the diagram), and the “learner” (who was described as another subject but was actually Milgram’s confederate, labeled L in the diagram). The experimenter posed a question to the learner, and when the learner responded correctly, the experimenter asked another question. But when the learner responded incorrectly, the experimenter instructed the teacher to press a button on a machine that would administer an electric shock to the learner. (Unbeknownst to subjects, no shocks were actually delivered.)
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FIG. 1.1. The Asch experiment. Adapted from Solomon E. Asch, “Opinions and Social Pressure,” Scientific American 193, no. 5 (November 1955): 31–35.



The teacher was told that with each additional incorrect answer given by the learner, the machine would increase the intensity of the shock delivered. And as subjects continued to administer successive shocks, learners began to cry out as if in agony. Yet 65 percent of subjects continued to administer the shocks up to the highest level, which they were told was 450 volts.

Most people who read about these experiments say confidently that they themselves would have discontinued administering the shocks much earlier than Milgram’s subjects had. Yet there is no reason to believe that those subjects were any less empathic or morally responsible than others.
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FIG. 1.2. Adapted from Stanley Milgram, “Behavioral Study of Obedience,” Journal of Abnormal and Social Psychology 67, no. 4 (1963): 371–378.



The more likely explanation is that many who read about this experiment fall victim to the fundamental attribution error. We greatly underestimate how the details of social context—in this case, being instructed to act in a specific way by an established authority figure—would have influenced our own behavior. (Many of Milgram’s subjects were in fact visibly upset by the learner’s apparent suffering, and it is almost certain that this experiment would not be approved by today’s human subjects committees.)

The power of context to shape behavior has long been evident to astute social observers. In an 1842 speech delivered to the Springfield Washington Temperance Society in Illinois, for example, Abraham Lincoln urged his listeners to reflect on the power of social influence. The temperance movement of that day stressed character flaws as the most important explanation for problem drinking, but in the following passage, Lincoln, then thirty-three years old, argued for a more context-oriented approach:

But it is said by some, that . . . [social] influence is not that powerful engine contended for. Let us examine this. Let me ask the man who could maintain this position most stiffly, what compensation he will accept to go to church some Sunday and sit during the sermon with his wife’s bonnet upon his head? Not a trifle, I’ll venture. And why not? There would be nothing irreligious in it: nothing immoral, nothing uncomfortable. Then why not? Is it not because there would be something egregiously unfashionable in it? Then it is the influence of fashion; and what is the influence of fashion, but the influence that other people’s actions have [on our own] actions, the strong inclination each of us feels to do as we see all our neighbors do? Nor is the influence of fashion confined to any particular thing or class of things. It is just as strong on one subject as another.13

[image: Image]


FIG. 1.3. Alexander Gardner, Abraham Lincoln, matte collodion print, November 1863.



The results of the Asch and Milgram experiments clearly would not have surprised Mr. Lincoln.

Context matters in part because every human decision depends heavily on evaluative judgments, which in turn depend heavily on the contexts surrounding those judgments. Context shapes our judgments about mundane physical quantities, such as distance. Suppose, for instance, that you’re driving with your six-year-old to visit her grandparents and she asks, “Are we almost there yet?” You’ll say no if 10 miles remain on a 12-mile journey, but you’ll say yes if those same 10 miles remain on a journey of 120 miles.

Context also shapes judgments about temperature. If someone asks whether it is cold out, your answer will be different if it’s sixty degrees on a sunny March afternoon in Montreal from what it will be if it’s a sixty-degree November evening in Miami. I grew up in Miami, and at high school football games on such evenings, we’d wear the heaviest coats we owned.

Although the link between context and evaluation is uncontroversial among behavioral scientists, its importance goes almost completely unacknowledged in many public policy discussions. In large part, that’s because traditional economic models, which supply the theoretical underpinning of most policy discussions, completely ignore how context shapes human judgments.

In a move that resembles the willingness of Solomon Asch’s subjects to ignore the clear evidence of their own senses, most of my fellow economists assume that people’s purchases are completely independent of what others buy. Yet context clearly influences our evaluations of economic goods and services no less than it influences our evaluations of distance and temperature. Many car buyers, for example, want to purchase an automobile with spirited performance. But the same car that would have been experienced by most drivers as having brisk acceleration in 1950 would seem sluggish to drivers today. Similarly, a house of a given size is more likely to be viewed as adequate the larger it is relative to other houses in the same local environment. And an effective interview suit is simply one that compares favorably with those worn by other applicants for the same job.

Taking account of the link between context and evaluation does much to undermine Adam Smith’s celebrated theory of the Invisible Hand. Smith himself was actually much more circumspect about his theory than many of his most enthusiastic modern disciples, who insist that market forces can be trusted to harness narrow self-interest to create the greatest good for the greatest number.
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FIG. 1.4. Findlay / Alamy Stock Photo.



This view of the Invisible Hand is greatly overblown. For example, consider business owners faced with the decision of what kinds of signs to erect. Is the mix they choose molded, as if by an invisible hand, to best serve the interests of the broader community? There are grounds for skepticism. Although judgments about what constitutes aesthetically pleasing urban landscapes are obviously contestable, there is broad agreement that business decisions often fail to produce them.

It would be a mistake, however, to conclude that the visual blight we see in some cities results from deficient aesthetic sensibilities, or from monopoly, or from other commonly cited market failures. In most cases, the problem is simply that a sign’s ability to do its job depends on context. To be noticed, it must stand out in some way from neighboring signs. If it sticks out farther, or is taller or brighter, than others, it succeeds. Otherwise, it fails. That simple fact explains why a visual cacophony of signs is the almost inevitable result of unfettered competition among rational business owners for the attention of passing motorists.

Of course, what some see as blight, others may see as evidence of the bracing vitality of capitalism. Disagreement about the efficacy of the Invisible Hand is all the more certain when, as here, individual interests conflict with those of broader groups. Each business owner wants a more conspicuous sign, but such signs are not necessarily best for the broader community.

Here, too, as in the case of smoking, the mere fact that a regulation limits the freedom of some people is not evidence that it is ill-considered. If case law is any indication, both business owners collectively and the broader communities they serve would often prefer that commercial signs be less costly and obtrusive than the ones we see in unregulated environments. Most cities, after all, enact zoning laws that limit the size, placement, and other features of signs, often with widespread support not just from citizens, but also from the very business owners constrained by those laws.

Are some zoning laws too heavy-handed or misguided in other ways? Undoubtedly. My point is only that when individual and collective interests are in conflict, slogans about rights and freedom provide little useful guidance. In these situations, it is often impossible to avoid harming one group without causing even greater harm to others. A well-considered position on regulations of this sort requires grappling with the relevant trade-offs between competing freedoms.

To forestall possible misunderstanding, I should emphasize that I am an enthusiastic admirer of the Invisible Hand. My assertion that it falls short of others’ overblown claims for it is not to deny the importance of Adam Smith’s insight. Others before Smith understood that firms develop product-design improvements and cost-saving innovations not to serve humanity, but to increase their profits by capturing market share from rivals. But what Smith saw more clearly than others was that the story doesn’t end there. Rivals are quick to copy new designs and improvements in production methods, and the resulting competition drives prices down to levels just sufficient to cover the new, lower costs of production. The ultimate beneficiaries of this process, Smith explained, are consumers, who enjoy a continuing stream of better and cheaper products. Smith’s Invisible Hand is the most important single explanation for why incomes are so much higher today than they were throughout the bulk of human history. But that doesn’t mean that market forces reliably harness self-interest to produce the greatest good for the greatest number.

———

The argument I will defend in this book, implicit in several of the examples already discussed, is summarized in the following seven premises:

1. Context shapes our choices to a far greater extent than many people consciously realize.

2. The influence of context is sometimes positive (as when people become more likely to exercise regularly and eat sensibly if they live in communities where most of their neighbors do likewise).

3. Other times, the influence of context is negative (as when people who live amidst smokers become more likely to smoke, or when neighboring business owners erect ugly signs).

4. The contexts that shape our choices are themselves the collective result of the individual choices we make.

5. But because each individual choice has only a negligible effect on those contexts, rational, self-interested individuals typically ignore the feedback loops described in premise 4.

6. We could often achieve better outcomes by taking collective steps to encourage choices that promote beneficial contexts and discourage harmful ones.

7. To promote better environments, taxation is often more effective and less intrusive than regulation.

Among behavioral scientists, the first five of these premises are completely uncontroversial. It is only 6 and 7 that provoke disagreement.

Regarding 6, even when everyone acknowledges that behavioral contagion causes harm, as in the smoking example, it is often hard to reach consensus on collective actions that would modify the contexts that shape our actions. In part, the difficulty is that individual incentives and collective incentives often diverge so sharply. But objections to premise 6 are also rooted in the long American tradition of hostility toward regulations generally. Nor can there be any presumption that regulation always improves matters. Markets sometimes fail to deliver optimal results, but government interventions are also imperfect.

Premise 7 is controversial simply because many people dislike being taxed. Yet a moment’s reflection reveals that the only interesting questions in this domain concern not whether we should tax but rather which things we should tax and at what rates. Whether you’re a small-government conservative or an expansive progressive, tax revenue is necessary to pay for valued public services.

Currently, we raise much of our tax revenue by levies on activities that not only cause no harm to others but actually improve people’s lives. Most of us, for example, think it a good thing when businesses hire more workers, yet we tax business payrolls heavily, which discourages hiring. A better option would be to use taxes to discourage activities that cause harm, including those that alter the contexts that shape our choices in unfavorable ways.

Context is heavily implicated, for example, in questionable decisions about safety. When my son Chris was fourteen, he had a serious bike accident. The emergency room physician who treated him showed me the helmet he had been wearing, the left front quadrant of which had been shattered. He told me that if Chris had not been wearing it, we would be discussing funeral arrangements instead of the precautions necessary to prevent further injury to his broken collarbone.

Despite considerable effort, I had never been able to get Chris’s older brothers to wear bike helmets. None of the other kids wear them, they correctly insisted, and unless I was physically present, they would often ride without one. I’m therefore extremely grateful to the New York State legislators who, several years after my older sons had left home, enacted a law requiring helmets for bicyclists under the age of eighteen. Except for that law, Chris probably would not be alive today.

Even many libertarians agree that paternalistic laws of this sort may be justified for minors, who often lack the experience and knowledge to make responsible decisions about their own well-being. But wisdom and immunity to peer pressure do not magically ignite at eighteen. On what grounds might such laws be justifiably applied to mature adults?

During a sabbatical year I spent in France, I worked with a colleague who rode helmetless through heavy Paris traffic during her forty-five-minute daily bicycle commute to our office. When I once teasingly suggested that concerns about fashion prevented her from wearing a helmet, she took umbrage. And in fairness, she was in fact the least fashion-conscious of the researchers in our office.

A few weeks later, however, she knocked on my office door to tell me about having tried on some bicycle helmets at Galeries Lafayette over the weekend. She confessed sheepishly that, on seeing herself in the mirror, she realized instantly that she would be unwilling to be seen in public wearing one. As Abraham Lincoln understood clearly, fashion is a force that affects even those who believe themselves least susceptible to it.

Some rationalize helmet requirements by saying that they save society the expense of caring for those who are injured in cycling accidents. Yet many such accidents result in deaths that are both premature and quick, obviating large government outlays for Social Security and chronic illness treatment under Medicare. On balance, those who ride without helmets probably save the government money (as noted earlier, the same probably holds for people who smoke).

When I owned a motorcycle, I loved to ride with the wind in my hair and was glad that I lived in a state that didn’t require helmets. Yet many of the same reasons for thinking that laissez-faire might not be our best choice with smoking seem also to apply with helmets. If my young Parisian colleague had been killed or seriously injured in a cycling accident in Paris, her friends and family members would have suffered grievous injury. And beyond having urged her to wear a helmet, they could have taken no other practical steps to avoid that injury.

Whether wearing helmets seems unfashionable depends on how many other people are wearing them. When a cyclist rides without one, she contributes—albeit imperceptibly—to the impression that wearing a helmet is unfashionable. Her choice thus entails not only potential harm to herself, but also a small increment in harm to others who are influenced by it. From the perspective of society as a whole, her own personal cost-benefit analysis makes riding without a helmet seem misleadingly attractive.

This way of framing the problem suggests that the most straightforward remedy is not to mandate helmets, but rather to make riding without one less attractive. For example, we could permit someone who wants to ride with the wind in his hair to pay a modest annual fee for a medallion that, when affixed to his cycle, would entitle him to ride legally without a helmet.

People for whom riding without a helmet is really an essential part of their cycling experience might find it worthwhile to pay this fee. But those who feel less strongly—in most cases, a substantial majority—would elect not to. And once enough people were seen with helmets, wearing one would no longer seem distressingly unfashionable. An added bonus is that each dollar collected from the fee would mean one dollar less that would need to be collected from taxes on beneficial activities. It’s not a perfect solution, but it’s far less intrusive and more flexible than mandating helmets for everyone.

Economists define externality as a cost or benefit incurred or received by third parties who have no control over its creation. Those who have taken a decent course in economics will recognize that my proposed solution to the helmet problem is exactly analogous to orthodox economic solutions for environmental externalities like air and water pollution. For those problems, the standard remedy is a tax on each unit—or, equivalently, a requirement to purchase a marketable permit for each unit—of effluent emitted. When economists first proposed this way of attacking the problem of acid rain in the 1960s, critics derided them for advocating giving rich firms a license to pollute to their hearts’ content.

But that view reflects a complete misunderstanding of the economic forces that cause excessive pollution. When firms are permitted to discharge toxins into the air and water for free, they do so not because they derive pleasure from polluting, but rather because filtering out the toxins is costly. Put another way, firms in unregulated environments find polluting misleadingly attractive. Charging them for each unit they emit attacks the problem by making polluting less attractive.

Almost thirty years elapsed between economists’ first calls for marketable sulfur dioxide permits and the actual implementation of their proposal under amendments to the Clean Air Act in 1990. But once the new incentives were in place, firms quickly discovered effective ways of reducing their sulfur dioxide emissions. The acid rain problem, which once dominated the news, was solved much more quickly and cheaply than it would have been under a traditional system of prescriptive regulation.

Society’s interest is in achieving any given pollution-reduction target at the lowest possible cost. Pollution taxes serve that goal by concentrating abatement efforts in the hands of firms that can reduce their emissions most cheaply. That’s because firms with access to the least expensive clean production processes will find it attractive to adopt them rather than to pay the higher taxes they would owe if they stuck with their current processes. Firms that have no such alternatives will continue to pollute and be taxed accordingly. In this manner, a tax on pollution achieves the target reduction levels at the lowest possible cost.

Precisely the same logic supports fees for those who cycle without helmets and taxes on those who smoke cigarettes.

———

Compelling evidence suggests that context shapes our behavior in ways more powerful than most people realize, sometimes for the better, but often for the worse. The link between context and choice is also reciprocal: context not only shapes our choices but also is the collective result of them. The effect of each individual choice, however, is too small to seem worth considering. As a result, we face a pervasive set of “context externalities,” or “behavioral externalities.” Behavioral externalities are analogous in every respect to traditional externalities like air and water pollution.

Many of the problems we currently attack with taxes and regulations, such as smoking, have been portrayed as traditional externalities. But as careful examination of the sources of damage from smoking makes clear, the most important harms that antismoking measures prevent are caused by a behavioral externality.

In the chapters ahead, I will describe evidence that behavioral externalities plague not just decisions about whether to smoke, to erect ugly signs, and to cycle without helmets, but also a host of other important choices. In each case, we will see, the resulting losses are large in absolute terms. But in two specific domains, they are larger than in other cases by many orders of magnitude.

The first concerns how behavioral contagion influences overall spending patterns. Although economists generally assume that people are the best judge of how to spend their incomes, it is now well understood that rational individual spending decisions are often mutually offsetting in ways analogous to military arms races. Nations build additional weapons hoping to gain an edge on rivals, but when all follow that strategy, the balance of power is unaffected. All would be better off if each spent less on weapons and more on schools and hospitals. Yet unilateral disarmament would put a nation’s political sovereignty at risk.

In similar fashion, individually rational spending decisions are often counterproductive. For example, the wealthy build larger mansions in the perfectly rational expectation that they will find the additional living space sufficiently pleasurable to merit its cost. But the standards that define “spacious” are quintessentially context-dependent. When all mansions expand, the bar shifts accordingly. Beyond some point, larger properties entail greater hassle, so the additional outlays may actually leave the rich less happy than before. As we will see, the economic waste associated with mutually offsetting spending patterns of this sort likely exceeds several trillion dollars a year in the United States alone.

But we will also see that even losses on that scale pale in comparison with those we are on track to experience from climate change. According to one authoritative estimate, global per capita income projects to be almost one-quarter lower by century’s end than it would have been in the absence of warming.14 The good news is that a clearer understanding of behavioral contagion’s role in both greenhouse gas emissions and wasteful spending patterns helps identify ways to avert both sources of loss.

When the problem is that a specific context encourages behavior with negative consequences, the best solution will often be to alter the individual incentives that gave rise to that context in the first place. This approach has worked spectacularly well in the domain of smoking, despite our having offered spurious reasons for the actual policies we have adopted. Our policy responses are also bound to be more effective in other areas if they rest directly on our best understanding of the actual sources of the problems we’re trying to solve.
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The Origins of Behavioral Contagion
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2
How Context Shapes Perception

Which of the three ellipses shown in figure 2.1 is darkest? Suspecting a trick, you may say they’re all the same. If so, you’re right. But if you think they actually look the same, you should schedule an appointment with your neurologist. To the normally functioning brain, the ellipse on the left looks darkest because of the contrast between it and its surroundings.

Unless you’re a psychologist, the sensory processes that led your brain to that conclusion probably occurred completely outside of conscious awareness. To survive in difficult environments, we must be able to evaluate large quantities of complex stimuli on the fly, and, just as with visual stimuli, we’re hardwired in many other ways to be influenced by context in social settings. Reliance on relative comparisons plays a central role in this process.

It is a role that practitioners in my own discipline have largely overlooked. There are of course exceptions. As the economist Richard Layard memorably wrote, for example, “In a poor country, a man proves to his wife that he loves her by giving her a rose, but in a rich country he must give a dozen roses.”1 But among contemporary economists, Layard is an outlier. Unlike researchers in other behavioral sciences, most economists ignore that virtually every perception and evaluation is heavily influenced by frames of reference.
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FIG. 2.1



Much of the time, the frames that matter most are those that spring from our immediate surroundings, including the behavior of peers. But if peer behavior and other contextual cues influence our every evaluation, they must also affect every choice we make. That’s why a better understanding of the link between context and perception is a key step toward understanding the power of behavioral contagion.

Although social psychologists have long focused on our general tendency to underestimate the importance of social influences, they have said less about the reasons for this tendency. The asymmetry exists in part because people are generally better able to command our attention than situational factors are.2 People are vivid. Situational factors are boring, at least by comparison. But another reason for the difference, I believe, is that social forces and other contextual cues typically influence us only subliminally.3

Because of the sheer volume of decisions we confront each day, the sensory mechanisms that enable our nervous systems to interpret environmental information must respond to stimuli automatically and be extremely fast.4 Both the anatomical complexity of the perceptual mechanisms themselves and the speed with which they must process information require that they operate almost entirely outside of conscious awareness. It is thus hardly surprising that we give social forces and other contextual cues little thought. We’re largely unaware of them.

My aim in this chapter is to demonstrate how our senses render judgments about the social and physical environments that surround us. Those judgments are often only approximate, and sometimes even misleading. Yet because it would be impossible even to function without these assessments, it would be an error to conclude that our reliance on both physical and social contextual cues is harmful on balance. Despite important examples to the contrary, then, the safer presumption is that our senses draw inferences from the environment in largely adaptive ways.

———

How bright a light seems or how loud a note sounds also depends critically on the contexts in which those stimuli occur. The headlights of an oncoming car, for instance, are little noticed by passing motorists in the daytime, but are often bothersome at night, because our perception is far more sensitive to contrasts in luminance than to absolute intensity.

Our senses are likewise far more attuned to changes in the relevant contexts than to their absolute levels. That’s why a man can fall asleep even with a television blaring, yet will awaken abruptly when his wife turns it off. Sensitivity to change also explains why our attention is much more strongly drawn to movements in a visual field than to static elements. Again, that these contextual forces operate almost completely outside of conscious awareness helps explain why we often underestimate their importance.

Contrast and adaptation play similar roles in perceptions of smell. When dinner guests first arrive, for example, they immediately remark on the wonderful aromas from the roast in the oven. But for the cook who has been working in the kitchen for several hours, those same aromas are scarcely noticeable.
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FIG. 2.2. Adapted from Andrew M. Colman, “Titchener Circles,” A Dictionary of Psychology (New York: Oxford University Press, 2009).



Consider, too, our perceptions of the sizes of objects. In figure 2.2, the middle circle on the left is the same size as the middle circle on the right. Yet because the middle circle on the left is large relative to the circles surrounding it, it appears significantly larger than the middle circle on the right, which is much smaller than its surrounding circles.5

Artists with at least an implicit understanding of the workings of human perception are often able to create profoundly disorienting images. The brain employs systematic contextual rules for interpreting what two-dimensional images convey about the three-dimensional objects they represent. Consider the Penrose triangle, shown in figure 2.3, which was created by the Swedish artist Oscar Reutersvärd in 1934 and later popularized by the British psychiatrist Lionel Penrose and his mathematician son Roger Penrose. When the brain applies its perceptional rules of thumb to infer the nature of the three-dimensional object depicted, it hits a brick wall. The Penroses described this drawing as “impossibility in its purest form.”6

The Penrose triangle figures prominently in perhaps the best-known of the many disturbing images created by the Dutch artist M. C. Escher: his 1961 lithograph The Waterfall. As shown in figure 2.4, the walls of the aqueduct clearly step downward, suggesting that it must slope downhill. But then the water exits the aqueduct at a point exactly above where it first entered. How can that be?
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FIG. 2.3. The Penrose triangle.



The website opticalillusion.net goes behind the curtain to show how the Penrose triangle underlies Escher’s magic.7 The right side of figure 2.5 depicts the essence of the aqueduct that our brains find so troubling. As in Escher’s lithograph, the water appears to be flowing downhill before ending up at a point right above where it started. But as the small image in the center of the illustration makes clear, the drawing at the right is just two Penrose triangles (ABC and CDE), one stacked atop the other, with an extra vertical member (BD) connecting them.

The left panel of the diagram renders the aqueduct again, this time with the vertical pillars sawn off at mid-height. With the posts thus truncated, our brains easily interpret the tops of them as lying in roughly the same horizontal plane. And with no need to connect them to other points in the structure, we interpret the path of the aqueduct as receding horizontally in an unambiguous way, rather than returning, impossibly, to a point exactly above where it started.
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FIG. 2.4. M. C. Escher’s Waterfall, © 2019 The M. C. Escher Company—The Netherlands. All rights reserved. www.mcescher.com.



That artists can fool us with optical illusions does not mean we are stupid. On the contrary, the links between context and perception that underlie such illusions serve us reasonably well most of the time. As organisms struggling to survive in often hostile environments, we have a strong interest in perceiving the world as it actually is. That our species has survived for so long is thus at least weak evidence that the links between context and perception are best understood as evolution’s attempt to make strategic use of the information available to us.
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FIG. 2.5. Opticalillusion.net.



But as Charles Darwin saw clearly, natural selection is a crude instrument. The perceptual systems it molds should be understood as broadly adaptive, not as instruments that render reality with perfect accuracy in all circumstances. That we are sometimes vulnerable to optical illusions is better viewed not as a flaw in these systems but as evidence of the difficult trade-offs that arise in almost every engineering design problem.

The nature of the dilemmas often posed by these trade-offs is clearly illustrated in our assessments of faces. The two photographs in figure 2.6 are of the same person. Yet when people are asked to identify the sex of this person, most say that the image on the left is of a female, the image on the right of a male.

In this illusion, offered by the psychologist Richard Russell,8 the female appearance of the image on the left stems from the skin tone in that image being significantly lighter than the skin tone of the image on the right. This difference creates greater contrast between the darkest parts of the face—the lips and eyes—and the lightest parts, the skin. Most of us may not be consciously aware that facial contrast is on average higher in females than in males.9 But that does not prevent us from employing that difference to make inferences about gender identity that are correct most of the time.
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FIG. 2.6. Richard Russell, “A Sex Difference in Facial Contrast and Its Exaggeration by Cosmetics,” Perception 38, no. 8 (2009): 1215. SAGE Publications.



In short, virtually every assessment we make rests on an explicit or implicit frame of reference. One particularly important reference point is the absolute level of whatever stimulus we are attempting to evaluate. According to a relationship known as Weber’s law of psychophysics, our perception of the change in any stimulus depends on the size of the change measured as a proportion of the original stimulus.10 Thus a change seems large only if it is large in proportional terms.

The law gives rise to the related concept of a just noticeable difference. Most people, for example, would not be able to identify which of two lightbulbs was brighter if one was rated at 100 watts and the other at 101 watts. But suppose that if we increase the wattage of the second bulb gradually, half of all judgments correctly identify it as brighter only when its wattage reaches 105. Weber’s law would then identify 5 percent as the just noticeable difference for brightness discrimination. A bulb would thus have to be rated at 210 watts before most people would correctly perceive it as brighter than one rated at 200 watts.

Weber’s law applies across multiple modes of sensory perception and works in similar ways across almost all vertebrate species. One implication of the law is that our ability to make fine distinctions between stimuli declines with intensity, irrespective of whether we are evaluating distance, temperature, loudness, pitch, weight, pain, brightness, numerosity, or a host of other signals.
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FIG. 2.7



The lower-left square in figure 2.7, for example, contains ten more dots than the upper-left square, and almost everyone perceives at a glance that the dots in the lower-left square are more numerous. But the lower-right square also contains ten more dots than the upper-right square, and people find it much more difficult to render a comparable judgment about the dots in those squares.

Evidence suggests that the patterns of perception implied by Weber’s law are innate rather than learned. Young children will place the number 3 at about the midpoint of a scale that runs from 0 to 10, but by the time they are in the fourth grade and have been exposed to more formal instruction about numbers, most will place it closer to the 30 percent mark on that same scale. Adults in remote areas with little formal education treat the number scale much as young children do.11

Again, human senses are evolved structures. When biologists try to explain their properties, their point of departure is the same as for any other aspect of our structure and behavior: over the millennia, natural selection has systematically favored variants that make us more likely to function efficiently in our quest for the resources necessary for survival and reproduction. For example, this perspective sheds light on why specific design features of insects’ compound eyes achieve an optimal balancing between resolution and diffraction of natural light; it also illuminates why mammals shift their gaits from walking to trotting to galloping at precisely those points that minimize the energy cost of locomotion.12 Similar Darwinian reasoning informs biologists’ understanding of human senses.

Why might an ability to make finer distinctions between small numbers have been more useful than a similar ability for much larger numbers? As the computer scientists Lav Varshney and John Sun speculate, “it could be more important to know whether it is five lions facing you or three than to know if the deer herd you are chasing contains 100 animals or just 98.”13

A major problem confronting perceptual systems is that signals about our surroundings contain not just relevant information but also considerable noise. In another paper, Varshney and his colleagues show that perceptual systems that obey Weber’s law have the desirable property of minimizing the relative noise levels in the statistical distributions of the signals we most often encounter in practice.14 Their findings thus provide theoretical justification for the claim that our perceptual systems are broadly adaptive.

But that does not imply that seeing the world in relative terms is always advantageous. In some contexts, at least, it can lead us astray. The importance of a cost-saving action, for example, depends not on the proportion by which you reduce an expense but on the absolute dollar amount. Should you drive across town to save $10 on a $20 lamp? Confronted with this question, most people say they would, in part because saving 50 percent off the purchase price of an object seems like a significant achievement. But ask those same people whether they would drive across town to save $10 on a $4,000 TV and almost all will say no, because the savings is such a trivial percentage of the purchase price.

Although there is no uniquely correct answer to these questions, a rational person’s answer to both questions should be the same. In both cases, after all, the benefit of driving across town is exactly $10—the amount that will be saved on each purchase. So if the drive counts as more than $10 worth of hassle, the answer to both questions should be no. But if the hassle of the drive is less than $10, it makes sense to drive across town in both cases.
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FIG. 2.8



Contextual cues can also lead us astray in other ways. In the parable of Buridan’s ass, a starving donkey stands equidistant from two identical bales of hay. But because his attraction to each bale is exactly equal, he is unable to decide which bale to approach and therefore dies of starvation.15 Although it is difficult to imagine such indecision causing a human to starve, many people experience significant anxiety when forced to decide between two options that are roughly equally attractive. If the options were in fact equally attractive, it would of course not matter which one was chosen. But the anxiety some people experience in such situations is real and can make them more vulnerable to contextual cues that provoke error.

Suppose, for example, that you were a student faced with a choice between the two apartments labeled A and B in figure 2.8. The attraction of A is that it’s conveniently close to campus, but its rent is fairly high. In contrast, the attraction of B is that its rent is lower, but it is farther from campus. By suitable manipulation of the rent and distance values, we can generate hypothetical pairs of apartments like A and B between which a given individual would be essentially indifferent. The interesting thing, however, is that this doesn’t mean she would find it easy to choose. On the contrary, like Buridan’s ass, many people experience significant anxiety when confronted with such choices.

Now suppose we assemble a large group of people and manipulate the distance and rent values of A and B so that, when forced to choose, half pick A and the remaining half pick B. What do you think would have happened if we had asked that same group to choose among three apartments—the same A and B as before, plus a new option at C, as shown in figure 2.9? According to traditional rational choice theory, the apartment at C is an irrelevant option, since it is worse along both dimensions than B. And in fact when C is added to the set of options, no one chooses it.
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FIG. 2.9



Yet the presence of the option at C has a profound effect on the observed pattern of choices between A and B. This time, many more people choose B, and many fewer choose A.16 The apparent explanation is that people find it easy to choose B over C, and that invests option B with a halo that leads people to favor it when confronted with the anxiety-inducing choice between A and B.

Experienced salespersons may exploit this pattern when dealing with people who have difficulty choosing among hard-to-compare alternatives. To close the deal, it may be enough to expose the client to a new option that is worse along every dimension than one of the original options.

Another contextual cue that heavily shapes our perceptions is a pronounced asymmetry with which we tend to view events with positive attributes as compared to those with negative attributes. The consistent finding is that the amount of effort people will expend to resist being stripped of something they already possess is significantly larger than the effort they will devote to acquiring something they don’t already have. This asymmetry is known as loss aversion and is among the most deeply rooted human tendencies known to behavioral scientists.17

When the possession in question is an insignificant material object, such as a coffee mug, people must be offered roughly twice as much to part with it as they would have been willing to pay to acquire it initially.18 If the possession is something more important, such as health or safety, that ratio becomes dramatically larger.

In one experiment, subjects who were asked to imagine having been exposed to a rare fatal disease—there was a 1 in 1,000 chance they had caught it—were willing to pay only $2,000 for the only available dose of the antidote.19 The same subjects said that, under identical conditions, they would have to be paid 250 times as much to induce them to voluntarily expose themselves to the disease if there was no available antidote. This asymmetry is striking, since in both cases, people would be buying a one-in-a-thousand reduction in their likelihood of death.

Another vivid illustration of how loss aversion colors our perceptions comes from an experiment that began by telling subjects that the United States is preparing for the outbreak of an unusual disease that is expected to kill six hundred people if we take no action, and that two alternative programs to combat the disease have been proposed.

One group was told to assume that the consequences of the two programs would be exactly as follows:

If Program A is adopted, two hundred people will be saved.

If Program B is adopted, there is a one-third chance that six hundred people will be saved, and a two-thirds chance that no people will be saved.

When subjects were then asked which one they would favor, 72 percent chose A and 28 percent chose B. Subjects in this version of the experiment appeared to be risk-averse, preferring to save two hundred lives for sure rather than choosing a risky prospect with the same expected number of lives saved.

After describing the same disease to a second group of subjects, the experimenters then asked for a choice between these two options:

If Program C is adopted, four hundred people will die.

If Program D is adopted, there is a one-third chance that no one will die and a two-thirds chance that six hundred will die.

This time, 22 percent chose C and 78 percent chose D. Unlike the first group, who appeared to favor the safer choice, the second group appeared to favor the riskier one.

In general, when people are given a choice between options with the same expected value, as here, most people choose the safer option. That’s of course what the first group, whose options were framed in terms of the number of lives saved, actually did. But those in the second group, whose options were framed in terms of the number of lives lost, chose the risky option. What’s so interesting about this finding is that, as a moment’s reflection reveals, Program A is the same as Program C, and Program B is the same as Program D. Even though the pairs of options available to the two groups were functionally identical, the second group defied convention by choosing the risky option, the one that preserved an opportunity to avoid any losses. The experimenters made no claim that the second group chose irrationally. But they saw the observed pattern of choices as clear evidence of the strength of people’s aversion to losses.

No serious behavioral scientist disputes that context heavily shapes our perceptions and evaluations. Most scientists also agree that although natural selection favored perceptual systems that deliver accurate information about the environments we inhabit, those systems are far from perfect.

As we have seen, for example, certain kinds of stimuli reliably induce many of us to draw faulty inferences about reality. Scholars in the field of behavioral economics, which lies at the intersection of psychology and economics, have focused largely on mistakes of this type. As Amos Tversky, whose work strongly influenced this vibrant field, liked to say, “My colleagues, they study artificial intelligence. Me? I study natural stupidity.”

My focus in the coming chapters will have little to do with natural stupidity. I offer the examples in this chapter as illustrations that the perceptual and cognitive mechanisms by which we draw inferences about our environments operate largely outside of conscious awareness. That’s true not only when those mechanisms support accurate judgments, but also in the occasional instances when they do not.

The most important harms caused by behavioral contagion, I will argue, stem from the tendency of our evaluations to rest on relative magnitudes. “Hot” means hot in relative terms. “Far” means far in relative terms. And “rich” means rich in relative terms. Anyone who did not rely heavily on contextual evaluations of this sort would be at a severe competitive disadvantage.

As will become clear, however, such reliance often generates enormous losses for groups. In the chapters in part IV, I will describe simple policies whose adoption would eliminate the most serious of those losses without demanding difficult sacrifices from anyone. On its face, that might strike many as an implausible claim. If such policies exist, why haven’t we already adopted them? As I will argue in chapter 12, it’s because so many of us suffer from what I call the mother of all cognitive illusions.
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3
The Impulse to Conform

Johann von Goethe’s The Sorrows of Young Werther is a loosely autobiographical novel presented in the form of letters written to a friend by a sensitive young artist. The protagonist has fallen in love with a woman who is engaged to another man. The anguish provoked by unrequited love eventually becomes more than the young Werther can bear, and in the end he takes his own life.

The novel was published in 1774 to widespread critical acclaim, but in the ensuing years, a wave of suicides swept across Europe. Investigators discovered that many of the victims had been strongly influenced by Goethe’s narrative. Suicide had become a meme. As the psychologist Paul Marsden described the reaction of policy makers, “In an attempt to stem what was seen as a rising tide of imitative suicides, anxious authorities banned the book in several regions in Europe.”1

In the ensuing two centuries, scholars have been actively exploring what has been called the behavioral contagion thesis—loosely, the idea “that sociocultural phenomena can spread through, and leap between, populations more like outbreaks of measles or chicken pox than through a process of rational choice.”2

Much of the resulting literature views imitative behavior with a critical eye. During the more than three decades I have spent thinking about this subject, I have not come across a more vivid example that seems to support this characterization than one portrayed in Alan Funt’s 1970 film, What Do You Say to a Naked Lady? The film is a series of vignettes like those portrayed in Funt’s long-running television series, Candid Camera. In one, Funt places an ad inviting candidates to interview for a high-paying position, then arranges appointments to meet with those who respond. As the scene unfolds, the camera focuses on a candidate who arrives for his interview and is directed to a waiting room in which several others are already seated. The man naturally assumes that the others are also there to be interviewed, but viewers know them to be confederates of Mr. Funt.

After some moments elapse without incident, the confederates rise unbidden and begin removing their clothing. The camera zooms in on Funt’s subject, whose face initially conveys bemusement but gradually transforms into an expression of concern as he struggles to figure out what’s going on. But after a few more moments pass, he appears to reach a tipping point. He, too, rises and begins taking off his own clothing. As the scene ends, he and the others are standing naked, waiting for some indication of what comes next.

Many people who witness this scene feel confident that they would not have behaved as Funt’s subject did. And since we don’t know how many times Funt ran this experiment before he got the footage he wanted, perhaps they are right.

Yet we should not be too quick to ridicule the man’s behavior. He was hoping, quite reasonably, to land a job that paid significantly more than he was earning. Because others in the experiment arrived before he did, he would have assumed, plausibly, that they were better informed than he was about what came next. It would thus have been reasonable for him to have concluded that the next step in the interview process required taking off his clothes. The others had already begun doing so, and since it was reasonable for him to believe that they knew more than he did, it was also reasonable to conclude that they believed the next steps in the protocol were worth taking. His apparent options were thus either to conform or else to abandon his chance at a substantial pay raise. If he thought that conformity entailed only a risk of minor embarrassment, it might well have seemed prudent to go along.

More recent scholarly work on herd behavior has been similarly open to the possibility that it is broadly consistent with individual rationality. At any rate, few researchers would deny that it is useful for people to make periodic progress assessments. Indeed, it’s difficult to see how someone who didn’t ask, “How am I doing?” from time to time could have thrived in the competitive environments we inhabit. Our responses to this question depend heavily on the frames of reference we summon for thinking about it. But because important decisions must often be made without time for careful reflection, many of those frames lie almost completely out of conscious awareness.

Consider a Pleistocene hunter-gatherer busily foraging for berries when two members of his clan run by at full speed with looks of terror on their faces. What should he do? Possibly the runners are being chased by others in a dispute that doesn’t concern the forager. In that case, he should simply continue with the task at hand. But it’s also possible that the runners are fleeing from an angry tiger. The forager’s best option would then be to experience the men’s fear vicariously and immediately take flight. Since inaction would be so much more costly in the second case, running away is probably the prudent choice.

This perspective suggests why the psychological forces favoring conformity are often so powerful, even when, as in the case of Solomon Asch’s subjects described in chapter 1, no obvious reasons favor conforming. But that’s completely consistent with the idea that our inclination to emulate others serves us well on balance. After all, without drawing on the wisdom and experience of others, we would find it almost impossible to cope with the stream of complex decisions we confront.

A tendency to mimic others, for example, might be helpful in calling our attention to useful new opportunities. If I had never heard that LED lights save significant amounts of energy, seeing neighbors adopt them might lead me to consider them. Alternatively, seeing others engage in a practice that had previously been frowned upon might make me less apprehensive about trying it. Visiting an acupuncturist, for instance, was once regarded in the West with suspicion. Learning that friends were seeing one might liberate me from the fear that others would think ill of me for doing so.

Failure to mimic may sometimes entail social costs. If my host at dinner orders a cocktail, it may be socially awkward for me not to join him. Mimicry may also help deepen social ties, which are valuable not just intrinsically, but also in conferring material advantages. Imitative behavior may help support social identity as well. Being knowledgeable about professional basketball, for instance, could be part of a social identity that my coworkers share, which could mean that lack of interest in the sport would make me less likely to become a trusted colleague.

In sum, there are many reasons that a subconscious impulse to mimic others might have served us reasonably well, on balance.

No matter what the evolutionary origins of imitative behavior may have been, a burgeoning scientific literature suggests that in both humans and other animals it is powerfully rooted in what has been called the brain’s mirror neuron system (MNS).3 This system has been likened to a camera that records in real time the gestures, facial expressions, body language, vocal tones, and eye movements of others with whom we interact, in the process priming our own nervous systems to mimic what we’ve seen and heard. When we see someone smile, for example, the MNS records activation in the two major muscle groups that produce the smile, those that pull the corners of the mouth upward (zygomaticus major), and those that cause the eyes to narrow (orbicularis oculi). When we see someone lift a cup to her lips, the MNS mimics the nerve impulses that would produce the same muscle movements in us. When we see someone yawn, we too are more likely to do so.

Experiments conducted by the psychologists John Bargh and Tanya Chartrand suggest that the mirror neuron system plays a central role in human communication and bonding.4 In one of their studies, subjects in a treatment group were assigned to perform a collaborative task with others they hadn’t previously met. Unbeknownst to them, these others were confederates of Chartrand and Bargh, graduate assistants who had been trained to suppress their tendencies to mimic their task partners. In a control group, different subjects performed the same task in collaboration with graduate assistants who were instructed not to suppress their natural tendency to mimic their partners. In postexperiment debriefings, subjects who had interacted with the mimicry suppressors reported substantially less favorable feelings about their collaborators.

On reflection, this difference in evaluations may not seem surprising. Even though our tendency to mimic one another lies almost entirely outside of conscious awareness, it affects electrical activity in our brains in measurable ways. We are aware, at least subconsciously, whether a conversation partner mimics us in the conventional manner. A partner who fails to mimic may convey that she doesn’t care or isn’t paying attention.

Other researchers describe a related phenomenon called emotional contagion, according to which people tend to experience the emotional states of those with whom they interact closely. The psychologists Elaine Hatfield, John Cacioppo, and Richard Rapson described emotional contagion as a primitive, automatic, and unconscious process that occurs through a series of afferent feedback steps that cause conversation partners to experience similar emotional states.5 Such reactions are adaptive insofar as they facilitate relationship formation. But they can also produce harmful effects, as when early-career psychotherapists report feelings of depression in the wake of sessions with patients they have been treating for the illness.

Not all imitative behavior involves emotional contagion. As economists have long recognized, it can also be motivated by informational factors alone, and there is now a large literature on the related topics of “information cascades”6 and “availability cascades,”7 whose implications have been insightfully explored in a 2019 book by the legal scholar Cass Sunstein.8

One of the earliest and most influential academic papers in this literature is by the economist Abhijit Banerjee,9 who demonstrated formally that because other people often possess relevant information that a decision maker lacks, imitative behavior may be completely rational. Voters who know little about a political candidate, for example, might rationally interpret favorable early polls or fund-raising totals to imply positive assessments of the candidate by others who know more.

People’s reluctance to patronize a restaurant whose tables are mostly empty is another frequently cited example.10 On any given evening, someone trying to choose between two completely unfamiliar restaurants can confidently assume that others must be at least as well informed about them as she is. Choosing the one that most others have chosen is thus likely to yield favorable results on balance, but not in all cases. For instance, poorly informed early arrivals might have chosen the lesser restaurant purely by chance, leading subsequent arrivals to follow suit. The lesser restaurant might then experience a significantly higher proportion of filled seats throughout the evening, despite its inferior offerings.

Studies have identified similar peer influences in a variety of other domains. The choice of how many children to have, for example, is heavily shaped by the fertility choices of other locals.11 Decisions regarding the adoption of new technologies have also been shown to be strongly influenced by others’ decisions.12 Other commonly cited examples include riots, urban legends, economic bubbles, panics, speeding, body piercing, tattoos, and cosmetic surgery.13 The likelihood that Norwegian workers take advantage of paternity leave provisions has also been shown to be subject to behavioral contagion.14

Behavioral contagion is also strongly implicated in illicit behavior. The economist Edward Glaeser and his coauthors, for example, have identified significant herd behavior in the propensity to commit crimes, showing that less than 30 percent of the variation in crime rates across cities could be accounted for by differences in the objective characteristics of the cities and their residents. They found that contagion effects were strongest for larceny and auto theft, and weakest for arson, murder, and rape.15 The sociologist Colin Loftin found evidence of spatial clustering in support of the claim that episodes of violent assault constitute a contagious social process.16

One of the most powerful examples of herd behavior comes from stock markets. Those who own stock in a company essentially own a claim to a share of the company’s current and future earnings. Economic theory thus implies that the price of a company’s shares traded on public exchanges should move in proportion to the present value of its current and future profits. But because no one really knows exactly what the future profits of any company will be, investors are forced to rely on estimates. Those estimates often rest heavily on well-reasoned market analysis, but investors also know that a company’s share prices sometimes respond to general waves of optimism and pessimism. As John Maynard Keynes once observed, the stock picker’s challenge is not to identify the firms that she feels will perform best but rather to predict which ones other investors will identify as top performers.17

Investors also know that a company’s stock price may be heavily influenced by information possessed by only a limited number of people. One of the most pressing concerns of active traders is thus to take every available step to uncover such information before it becomes public. The fear of missing out (FOMO) is one of the most powerful motives driving the behavior of these investors. And one of the most powerful triggers of FOMO is a sharp movement in the price of a company’s shares that is unexplained by publicly available new information.

Such price changes may lead investors to conclude that somebody somewhere knows something that they themselves do not. So it’s easy to see why some risk-averse investors might interpret a sudden unexplained decline in a company’s stock price as possible evidence of insider knowledge of future earnings declines. And if that interpretation prompts some to sell their holdings, the stock price will decline further, motivating still other investors to sell their stakes, and so on. Because of such information cascades, it’s really no mystery that stock prices are dramatically more volatile than the underlying company profit streams on which they are based.

The social dimension of modern information theory also suggests plausible explanations for many seemingly strange positions taken by political leaders. Why, for example, would even those politicians who believe the death penalty to be both ineffective and morally offensive often support it vigorously in public? The outlines of an answer were laid out in a 1994 paper by the economist Glenn Loury,18 who built on earlier work by the sociologist Erving Goffman.19

Politicians want to appear tough on crime, but voters have only imperfect information about what leaders’ actual beliefs are. Voters may understand that public statements about the death penalty are an imperfect measure of whether politicians are tough on crime. But voters also believe, correctly, that politicians who are tough on crime are at least somewhat more likely than others to favor the death penalty. That’s all it takes to launch the dynamic that Loury described.

Since being perceived as tough on crime is advantageous, some politicians who privately oppose the death penalty will publicly declare themselves in favor of it. The ones with the strongest incentive to take this step are those who really are toughest on crime and whose reservations about the death penalty are least serious. But when they speak out, the set of those who remain silent about the death penalty becomes smaller and even more heavily weighted toward those who really are lax on crime. In the end, the pressure to speak out in favor of the death penalty can become all but irresistible.

That’s why we applaud the moral courage of those who speak out in similar circumstances. When Mario Cuomo was governor of New York, for example, he repeatedly vetoed death penalty bills that had passed by wide margins in the state legislature. Most voters forgave him because they recognized that his opposition was rooted not in an indifference to the costs of crime but rather in his well-known religious commitments.

Similarly, most voters were willing to embrace Richard Nixon’s overtures to China because his anticommunist credentials were beyond challenge. If Hubert Humphrey had won the presidency, similar overtures would have met much stiffer resistance.

Although researchers have tended to focus on negative effects of behavioral contagion, as in the case of smoking, it can also have positive effects, as when people find it easier to exercise regularly if many of those around them also do so. But the asymmetry in emphasis by researchers appears to stem from an actual asymmetry in the effects of behavioral contagion. Thus, as the economists Philip Cook and Kristen Goss write, “Negative behaviors and beliefs, which are subject to social restraints, are more likely to produce contagions than are socially desirable behaviors, which people feel freer to choose independent of other people’s choices.”20

———

In noting that our choices are heavily shaped by the choices of others, I am not saying anything new or controversial. As sociologists and psychologists have long stressed, situational factors predict what people will do far more accurately than do traits of personality or character.

But as scholars in these fields have also stressed, public awareness of peer influences tends to underestimate their importance substantially. That has been especially true of my fellow economists. Apart from their recent interest in mechanisms of information transmission, most have ignored other dimensions of social influence entirely in their analyses of public policy. My central motive for writing this book is to explain why taking careful account of those influences can lead to substantially better policy choices.

Even those who fully appreciate the extent to which our own behavior is influenced by peers have tended to ignore the significance of causal arrows running in the opposite direction: what we ourselves do also influences the behavior of others. Individuals naturally pay little heed to that reverse link because any specific choice has only negligible influence on social environments overall. But the aggregate effects of our choices on those environments are of course anything but negligible. They shape the very essence of social forces that influence us. My claim, put simply, is that we could adopt simple incentives to choose in ways that would foster environments more likely to bring out the best in us.

The core of the argument is illustrated by reviewing how social considerations supplement conventional rationales for regulation in the smoking example already discussed. I will develop a related example in chapter 9, where I will describe evidence that purchases of sport utility vehicles (SUVs) are also socially contagious. In both instances, the standard case for regulation rests on John Stuart Mill’s dictum that the government should not curtail people’s right to do as they please except when necessary to prevent undue harm to others. If a consumer’s choices about whether to smoke or which type of vehicle to buy had no adverse consequences for others, there would be no reason for policy concern. Of course, no one denies that both smoking and heavier vehicles cause harm to others. But since the same is true of many other things we do, that by itself is not a case for regulation.

If the benefit of an activity exceeds the harm it causes, its continuation would increase the overall surplus of benefits over costs, which is presumptively a good thing. Banning heavy vehicles, for example, would reduce harm by making it less likely that others would be injured or killed on the road. But if construction crews had to transport their equipment in family sedans, others would be harmed by steep increases in building costs. Similarly, banning smoking would make people less likely to die from various illnesses. But it would also gratuitously harm those who enjoy smoking and are able to do so in isolation from others. A coherent case for regulating an activity therefore must begin with a showing that its benefits fall short of the harm it causes.

In attempting to make this case in the two domains just mentioned, policy analysts have confined their attention to the direct physical harms to third parties that are associated with smoking and heavy vehicle use. This is logically coherent, since individual cost-benefit calculations about whether to engage in an activity generally ignore any costs it might impose on others and are therefore biased in its favor. Taxing cigarette purchases, or taxing vehicles by weight, is a simple way to reduce or eliminate this bias.

But as we saw earlier, the harm from secondhand smoke that is cited as justification for taxing cigarettes is just a small fraction of the harm caused by smoking itself, which increases sharply with the proportion of one’s peers who smoke. By the same token, the harms cited as reasons for taxing heavier vehicles—most notably, greater contributions to road damage, congestion, and pollution, and greater risks of injury and death of innocent bystanders—were not serious problems when those vehicles were limited to the commercial uses for which they were best suited. The real harms caused by SUVs became significant only when peer influences led millions of other motorists to buy them.

Skeptics may object that it is not government’s job to hold the negative effects of peer pressure in check. It is the responsibility of parents, they argue, to teach children to resist peer pressure when appropriate. But if there were a drug that would make children completely impervious to peer influences, parents would be well advised to avoid it. Because we are deeply social animals, trust and cohesion often become more difficult to maintain if values and opinions diverge too sharply within a group, and there is clear evidence that a desire to harmonize with others helps explain successful team performance. So beyond a certain point, resistance to peer pressure may well be maladaptive. At any rate, despite attempts by most parents to teach their children to resist peer pressure, evidence affirms its enduring power. As a purely practical matter, then, it may be easier to change the peer environment itself than to eliminate our tendency to be influenced by it.

How we might go about doing this will be my focus in the chapters in part IV. For now, I’ll note only that if we can agree that an activity causes undue harm to others, it is difficult to see why taxing it could be considered illegitimate. Taxing a harmful activity reduces the incentive to engage in it, thereby reducing harm to innocent bystanders. Relative to a prohibition, taxing also shows greater respect for those who value the activity most highly. Truly committed smokers, for example, can pay the tax and continue to smoke. Others who either attach lower value to smoking or wish they had never started in the first place will be more likely to cut back or quit. Because taxation encourages greater adjustments from those who can change their behavior most easily, it commands approval from economists on efficiency grounds.

But taxation is also attractive on grounds of fairness. Because increased revenue from those who continue to engage in a harmful activity enables us to reduce other taxes, those who are harmed by the activity will enjoy a net reduction in tax liability, which constitutes at least partial compensation for whatever harm they continue to suffer.

Some may concede that taxes aimed at mitigating behavioral externalities might have certain desirable properties in practice, yet still oppose such taxes because they seem to legitimize the view that people aren’t responsible for resisting peer pressure on their own. This objection merits the serious consideration I’ll attempt to give it in chapter 10.

Paying taxes will of course always be unpopular. Yet society couldn’t exist at all if we didn’t tax anything. Government currently raises much of its revenue from taxes levied on beneficial activities. We tax business payrolls, for example, which weakens business incentives to hire additional workers. We also tax income, and since savings is a significant component of income, we are also discouraging valued savings.

Why not instead raise as much tax revenue as possible from levies on activities that cause undue harm to others? As we will see in later chapters, the scope for replacing taxes on useful activities with taxes on harmful ones grows considerably once we recognize the pervasiveness of behavioral externalities.


EBSCOhost - printed on 2/3/2020 11:04 AM via UNIVERSITY OF TECHNOLOGY SYDNEY. All use subject to https://www.ebsco.com/terms-of-use




PART III
Cases


EBSCOhost - printed on 2/3/2020 11:04 AM via UNIVERSITY OF TECHNOLOGY SYDNEY. All use subject to https://www.ebsco.com/terms-of-use




4
It Was, Until It Wasn’t: The Dynamics of Behavioral Contagion

In 1989, the journalist Andrew Sullivan wrote an article in which he argued for the legalization of same-sex marriage by invoking the same conservative arguments traditionally offered in support of heterosexual marriage.1 At the time, legalization was a heretical position, and few pollsters even attempted to measure public attitudes toward it. One exception was the General Social Survey conducted by the National Opinion Research Center at the University of Chicago, which found only 12 percent of those queried in favor.

Just over a quarter of a century later, however, the Supreme Court’s 2015 Obergefell v. Hodges decision required that every state recognize same-sex marriage on the same terms and conditions as for opposite-sex couples. The 5–4 decision, written by Justice Anthony Kennedy, was grounded on many of the same arguments Sullivan had made in 1989.2

In the legal climate of 2015, the court was hardly breaking new ground, for by that time same-sex marriage had already won legal status in thirty-six states, plus the District of Columbia and Guam.3 But if the Obergefell decision didn’t surprise experts familiar with legal trends and polling data in 2015, it would have been all but unimaginable to many of those who read Sullivan’s article when it first appeared.

For example, as the data journalist Nate Silver described his experience as a closeted gay high school student during that era,

I was raised in East Lansing, Michigan. It was a great place to grow up: a college town with good public schools, a beautiful campus, a modicum of diversity, and an active, walkable downtown. But I came along just a few years too soon (I was born in 1978) to really consider coming out as gay when growing up. There were no openly gay students in my high school. And there were few gay role models in American society: certainly not on television and in the movies, which invariably portrayed gay men as camp characters, or freaks, or AIDS victims. If coming out was hard to contemplate, however, the possibility of gay marriage was unthinkable.4

Almost three-quarters of Americans were opposed to same-sex marriage when Sullivan’s article appeared, and as recently as 2008 even Barack Obama and Hillary Clinton were publicly on record against it. In January of 2009, even liberal California voters approved a referendum banning same-sex marriage.5 Yet when Obergefell was decided, just six years later, more than 60 percent of Americans thought same-sex marriage should be made legal, and even traditionally conservative states like West Virginia and the Carolinas had already taken that step. By May of 2018, a Gallup poll revealed that more than two-thirds of all Americans believed that same-sex marriage should be permitted.6

By almost any standard, this is an extraordinarily rapid change in public attitudes on such an emotionally charged subject. It’s also a change that offers useful lessons about the dynamics of behavioral contagion. Why did events unfold so rapidly?

Nate Silver estimates that opinion shifted in part because of generational turnover. For decades, support for same-sex marriage was consistently higher among younger voters, and as older cohorts died off, the composition of population opinion shifted accordingly. But an even bigger component of the increase in support appeared to stem from many people having changed their minds.
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FIG. 4.1. Percentage opposing and supporting gay marriage in national, live-interviewer polls since 1988. Source: Roper Center, PollingReport. com, General Social Survey.



The dotted line in figure 4.2, for example, summarizes Silver’s estimates of how much lower support for same-sex marriage would have been in 2014 if all respondents had continued to hold the same opinion they held a decade earlier.

But why did people change their minds? Silver suggests that part of the answer is that voters are more likely to support same-sex marriage if they are personally acquainted with a gay person. Statistics on changes in the proportion of gay people who are out are harder to come by, but there is little doubt that it is considerably higher than when Silver was in high school. In a 2013 Pew survey, for example, 77 percent of gay men and 71 percent of lesbian women said that all or most of the important people in their lives were aware of their sexual orientation.7 Media portrayals of gay characters have also become both more common and much more sympathetic in the years since Sullivan’s article appeared.

Although Republicans are only roughly half as likely as Democrats to support same-sex marriage,8 the positions taken by prominent Republican leaders provide further support for the implied role of empathy in the growth of support for same-sex marriage. Senator Rob Portman (R-OH), for example, once opposed gay marriage legalization but has said that when his son Will came out to him, his position began to change. “It allowed me to think of this issue from a new perspective, and that’s of a dad who loves his son a lot and wants him to have the same opportunities that his brother and sister would have, to have a relationship like Jane and I have had for over 26 years.”9 Former vice president Dick Cheney, whose daughter Mary has been with her partner, Heather Poe, since 1992, expressed his support for same-sex marriage legalization at the state level in a 2009 speech.10 Mary Cheney and Ms. Poe were married in Washington, DC, in 2012.
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FIG. 4.2. Estimated support for gay marriage by age, 2004 and 2014. Source: General Social Survey and 538. com.



To understand why public opinion on same-sex marriage changed so rapidly, we will also find it helpful to consider the related question of what it is considered safe to say publicly. As the essayist Paul Graham wrote in 2004, “It seems to be a constant throughout history: In every period, people believed things that were just ridiculous, and believed them so strongly that you would have gotten in terrible trouble for saying otherwise.”11

Even today, the mere fact of being gay is still a crime punishable by imprisonment or death in many countries.12 Antigay sentiment never ran that high in the United States, and even fifty years ago there were already substantial numbers of Americans who believed that same-sex marriage should be permissible. But most of them also understood that they would receive serious pushback if they stated that view publicly. Today, by contrast, most Americans seem to believe that it is safe to state publicly that same-sex marriage should be permitted.

International and intertemporal contrasts in attitudes abound regarding issues other than same-sex marriage. In the United States, today, for instance, few people think, and many fewer still would be willing to say publicly, that eating dogs would be a good thing. But dogs have long been staple menu items in Cambodia, China, Laos, South Korea, Thailand, the Philippines, and Vietnam.

Are the citizens of those countries morally wrong? Or are Americans the ones who are missing something? What seems true is that countries in which dogs are most commonly kept as pets are also the ones whose citizens are most likely to regard eating dogs as a moral violation. Taiwan, where keeping dogs as pets has become increasingly common, recently outlawed the practice.13

Is it morally wrong to eat the eggs of chickens raised in cages? Decades ago, few Americans would have given thought to the question. But today, a growing number of people are willing to purchase only the eggs of humanely raised chickens.

Belief patterns exhibit such striking variability over time and across geographic locations in part because we have limited capacity for reaching independent judgments on what it makes sense to believe about any given subject. Under the circumstances, it is perhaps inevitable that we exhibit such a strong tendency to be influenced by what our peers believe.

Taking cues from others is an adaptive strategy much of the time. Philosophers once engaged in vigorous debate about whether human slavery could be morally justified, but today few people give even a moment’s thought to the details of that debate. That slavery is morally wrong is almost universally regarded as a settled question. Most people didn’t arrive at that view after having carefully studied the arguments that led to the historical debate’s resolution. We think it’s a settled question simply because almost everyone we know regards it as one. The considerable energy we once devoted to this question can now be allocated to the long list of still-unanswered questions and other more useful pursuits.

Regardless of why others influence us so strongly, the simple fact that they do is the key to understanding why belief patterns are often so volatile across time and space. Such instability is an inevitable consequence of behavioral contagion.

If a family member, friend, or neighbor comes out, each member of that person’s social network now knows one more gay person. In the process, each of the social networks of each of these people becomes marginally more sympathetic and generous in their attitudes toward gay people. And that, in turn, makes it less difficult for others to come out. The speed of the resulting changes in attitudes is impossible to predict without more knowledge about the specific magnitudes of these positive-feedback processes. But given what formal mathematical modelers know about the dynamics of such processes, the possibility of extremely rapid change should surprise no one.14

———

Positive-feedback processes foster not only rapid shifts in public opinion, but also ones that are extremely difficult to predict. For example, as the economist Timur Kuran described in his 1997 book, Private Truths and Public Lies, virtually no political experts foresaw the rapid breakup of the Soviet Union that began in the late 1980s (apart from a few who had predicted its collapse every year for many years). In Kuran’s account, pundits overestimated the Soviet bloc’s stability largely because most people who lived in member countries voiced consistent support for their leaders in public opinion polls. But because speaking out against a regime in power entailed obvious risks, polling data were not a reliable measure.15

There’s safety in numbers. The cost of speaking out depends in part on how many others are also speaking out. Some speak out no matter what, but others are willing to do so only if sufficiently many others join them. The upshot is that even seemingly minor provocations or small changes in the odds of punishment can unleash a prairie fire of unexpected public opposition—first, by inducing a few additional people to speak out, which then induces still others to do so, and often culminating in a near-complete reversal of public opinion. This kind of process explains why big changes sometimes happen so quickly and with so little forewarning.

The potential for explosive shifts in public support for a country’s government can be seen clearly in the context of a simple numerical example. Imagine a population consisting of ten citizens—call them A, B, C, D, E, F, G, H, I, and J—who live under an authoritarian regime that they would oppose publicly if they thought it safe to do so. Each has a threshold indicating his or her willingness to speak out as a function of how many others are speaking out. A, for example, is a radical who’s willing to speak out no matter what. B and C are only slightly more cautious, each willing to speak out if at least 20 percent of their fellow citizens are also speaking out. The remaining citizens have higher thresholds, as summarized in figure 4.3 (top). Citizen A, by assumption, will speak out irrespective of what others do. But A constitutes only 10 percent of the population, and that’s below the threshold of each of the others, all of whom therefore remain silent. The stable outcome in this situation, indicated by the asterisk above the shaded entries, is thus that only one in 10 citizens speaks out. The regime survives.

But now suppose something causes B to become less cautious. Perhaps he is emboldened by news accounts of German dissidents who suffered no consequences when they dismantled the Berlin Wall. Or perhaps he or a family member has suffered in some unexpected way from an action by the regime. Whatever the cause, his threshold for speaking out falls from 20 percent to only 10 percent, as indicated in figure 4.3 (bottom). Since A is already speaking out, B’s slightly lower new threshold is now met, so he too speaks out, in the process raising the percentage of citizens speaking out to 20. This makes citizen C willing to speak out as well, pushing the percentage to 30. Citizen E then starts speaking out, raising the percentage speaking out to 40, and so on.
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FIG. 4.3



In short order, a small change affecting only B causes the percentage of the population speaking out against the regime to rise from only 10 percent to 100 percent, again as indicated by the asterisk above the shaded entries. This time, the regime topples.

This skeletal example illustrates the concept of a tipping point, a term coined by the sociologist Everett Rogers, later developed by the economist Thomas Schelling, and popularized by the author Malcolm Gladwell.16 In related work, the climate scientist Edward Lorenz described what came to be known as butterfly effects, cases in which even a tiny change in one part of an interconnected system can cause dramatic changes in the system’s later behavior.17 The term was inspired by the idea that the flapping of a single butterfly’s wings in one location could unleash a cascade of events that would precipitate a tornado in a distant locale. Lorenz stumbled on this insight when he noted that even tiny changes in data-rounding procedures often produced dramatic changes in the forecasts of his mathematical climate models. Earlier versions of the same insight have been credited to the French mathematician Henri Poincaré and the American mathematician Norbert Wiener, whose models were later popularized by James Gleick.18 And in an analysis richly informed by research across multiple disciplines, Cass Sunstein has explored contagion’s role in political change.19

———

The Me Too movement is another important case study in the dynamics of behavioral contagion, one that highlights the internet’s evolving role in shaping public opinion. The movement originated under that name in 2006 as a result of Harlem activist Tarana Burke’s efforts to highlight public awareness of sexual assault in minority communities.20 Yet despite evidence of widespread sexual misconduct in the workplace and beyond, the Me Too movement attracted little attention over the next decade.

The catalysts for the movement’s meteoric takeoff in 2017 were several. One was an October 5, 2017, New York Times article by Jodi Kantor and Megan Twohey in which they described a long history of egregious sexual misconduct by the celebrated film producer Harvey Weinstein. Weinstein was then CEO of the Miramax Studio, whose releases included such critically acclaimed films as Sex, Lies, and Videotape, The Crying Game, Pulp Fiction, The English Patient, Shakespeare in Love, and The King’s Speech.

Over a span of nearly three decades, the Times reporters wrote, “after being confronted with allegations including sexual harassment and unwanted physical contact, Mr. Weinstein has reached at least eight settlements with women, according to two company officials speaking on the condition of anonymity.”21 Among those cited as complaining about harassment by Weinstein were several prominent actors, including Ashley Judd and Rose McGowan.

The article by Kantor and Twohey was prompted in part by an internal staff memo by the Weinstein Company’s Lauren O’Connor, who described a culture of widespread sexual harassment at the firm: “I am a 28 year old woman trying to make a living and a career. Harvey Weinstein is a 64 year old, world famous man and this is his company. The balance of power is me: 0, Harvey Weinstein: 10.”22

Less than a week after the Times article ran, an even more explosive piece by Ronan Farrow appeared in the New Yorker’s online edition.23 Farrow cited several more prominent actors, including some who accused Weinstein of rape.

Days after the Farrow article appeared, the actor Alyssa Milano sent this October 15, 2017, tweet:

If you’ve been sexually harassed or assaulted write ‘me too’ as a reply to this tweet.

Me too.

Suggested by a friend: “If all the women who have been sexually harassed or assaulted wrote ‘Me too’ as a status, we might give people a sense of the magnitude of the problem.”

Several days later, the actors Gwyneth Paltrow, Angelina Jolie, and Kate Beckinsale reported that they too had been harassed by Weinstein. Those reports provoked a flood of additional #MeToo statements, including ones by Reese Witherspoon, Anna Paquin, Lady Gaga, Rachel Evan Wood, and Rosario Dawson, who described abuse by entertainment industry figures other than Weinstein.24

Less than two weeks later, according to Twitter records, there had been over 1.7 million tweets containing the Me Too hashtag—#MeToo—and eighty-five different countries in which at least one thousand such tweets had originated.25

The Milano tweet highlights one of the ways that the internet has dramatically altered the speed and power of behavioral contagion. Twitter’s hashtag feature—a keyword preceded by a pound sign—succinctly identifies the subject of a tweet, thereby making it substantially easier for people interested in that subject to find and communicate with one another. In a matter of days, the Me Too movement garnered dramatically more attention than it had during the preceding eleven years.

But the internet has affected Me Too in a second, less obvious, way, by radically disrupting the historical business models of entertainment purveyors and the news organizations that report on them. When Weinstein launched his Miramax production company in 1980, roughly one hundred films were released to theaters each year. There were more than seven times that many films released in 2016, but still only about one hundred slated for wide release in theaters, which was Miramax’s market niche. Expanding on the point made by Lauren O’Connor in her Weinstein Company internal staff memo, the technology analyst Ben Thompson wrote,

Suppose there are five meaningful acting jobs per movie: that means there are only about 500 meaningful acting jobs a year. And Weinstein not only decided who filled many of those 500 roles, he had an outsized ability to affect who filled the rest by making or breaking reputations. Weinstein was a gatekeeper, presented with virtually unlimited supply while controlling limited distribution: those that wished to reach consumers had to accede to his demands, no matter how criminally perverse they may have been. . . . If he were to not select an actor, or purposely damaged their reputation through his extensive contacts with the press, they wouldn’t have a chance in Hollywood. After all, there were many others to choose from, and no other routes to making movies.26

Thompson went on to argue that the internet has been rapidly weakening the power of gatekeepers like Harvey Weinstein, because talent and cachet are increasingly flowing away from movies toward distributors like Netflix and HBO, which go directly to consumers. Lest that seem merely the replacement of one set of gatekeepers by another, Thompson reminded us that only so much time is available for watching video entertainment and that YouTube showed over a billion hours of video each day in 2016. YouTube’s minor-league superstars don’t earn nearly as much as the best-known film actors, of course, but they are almost completely invulnerable to threats from gatekeepers like Harvey Weinstein.

Thompson noted that the internet has further weakened the power of gatekeepers by diminishing their capacity to punish media outlets that publish damaging stories about them. Among the most disturbing elements of the Weinstein revelations were complaints from reporters who had tried to publish articles about Weinstein’s abuses many years earlier, only to see them quashed by editors fearful of losing substantial Miramax ad revenue. More recently, however, people have been getting much of their information from outlets like Twitter and Facebook. The upshot is that the kinds of stories that reach the public depend much more on the public’s appetite for information than in the past, and much less on what would-be gatekeepers want people to see.

———

As one final example of how behavioral contagion can affect public attitudes, consider the evolution of views toward marijuana legalization. Over the past half century, surveys done by the Pew Research Center show a dramatic increase in the proportion of Americans who think that the use of marijuana should be made legal. But although the increase over that period is as great as the increase in support for same-sex marriage that has occurred since the 1980s, it follows a less uniform pattern. As seen in figure 4.4, support for marijuana legalization increased sharply during the counterculture revolution from 1969 through the late 1970s, then declined almost as sharply during the Reagan-era backlash, before resuming its upward trend in 1990.27

As in the case of same-sex marriage, support for legalization of marijuana has been consistently higher among younger cohorts, and those self-identifying as liberal are more likely to favor legalization than those who identify as conservatives. But whereas women were consistently more likely than men to favor the legalization of same-sex marriage, the reverse has been true for marijuana.

Will the recent momentum in favor of marijuana legalization persist? According to scholars who have studied the survey data closely, it is too soon to say. As William Galston and E. J. Dionne, Jr., wrote, for example, “But while it is true that the country is unlikely to return to overwhelming opposition to legalization, it is much less clear that opinion on marijuana will follow the exact trajectory of opinion on gay marriage.”28

Behavioral contagion processes, once launched, are not always unstoppable. The continuation of growing support for marijuana legalization is uncertain in part because the arguments for and against it embody much of the ambiguity that characterizes those for and against the legalization of other mind-altering drugs.
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There is no dispute, for example, that alcohol consumption causes enormous harm not just to heavy drinkers themselves but also to innocent bystanders. The desire to limit such harm led to passage of the Eighteenth Amendment to the US Constitution, which prohibited the production, transport, and sale of alcohol in the country. Enforcement of this amendment began with passage of the Volstead Act in January of 1920. Prohibition was in effect for more than a decade, during which time many of the clearly documented harms from excessive alcohol consumption, including family abuse and deaths from cirrhosis of the liver, declined precipitously.

But in part because there were also numerous unintended negative side effects of Prohibition, and in part because of changing voter attitudes caused by the Great Depression, political support for Prohibition had declined significantly by the early 1930s. Passage of the Twenty-First Amendment officially repealed the Eighteenth Amendment in 1933.29 But because the alcohol-related injuries that had led to Prohibition’s original enactment have not gone away, many policy analysts continue to search for practical ways to limit those injuries without incurring the costs of outright prohibition. (More on this point in chapter 7.)

Although many studies suggest that marijuana poses fewer dangers for both users and bystanders than alcohol does, researchers remain concerned about the possibility of serious long-term side effects, especially for adolescents. As Galston and Dionne concluded,

Here again, the lesson of Prohibition is helpful, though in the opposite direction. Prohibition lost public support because of its unintended consequences. The question this time will be whether legalization of marijuana achieves the ends that those who support it promise without an undue number of unanticipated negative side-effects. The kinds of regulatory regimes states establish will be an important part of the story. How the federal government deals with states that have legalized marijuana will also play a major role in whether these state experiments are seen as successes or failures. This, in turn, will determine whether the strong support for legalization among younger Americans endures and creates a new majority on behalf of a cause once supported by only a few.30

———

Additional insight into how behavioral contagion alters belief patterns is afforded by studying the world of fashion. As the essayist Paul Graham has observed, the forces that drive clothing styles are analogous to those that drive fashions in the domain of opinion more generally:

Have you ever seen an old photo of yourself and been embarrassed at the way you looked? Did we actually dress like that? We did. And we had no idea how silly we looked. It’s the nature of fashion to be invisible, in the same way the movement of the earth is invisible to all of us riding on it.31

That fashion shapes people’s ideas about what to wear would strike few people as a matter of great public concern. Nothing of lasting importance, after all, hinges on how people answer the question “How wide should my necktie be?” Nor are there clear criteria according to which a particular answer to that question could be judged correct.

But Graham argues that fashion shapes people’s ideas about many other things, too. Like fashion’s influence on clothing demand, some of those other influences are not matters of concern. It is not clear, for example, that anyone has suffered because of fashion’s influence on tastes in art. But in many other cases, fashion’s influence on our thinking can be costly indeed. As Graham writes,

What scares me is that there are moral fashions too. They’re just as arbitrary, and just as invisible to most people. But they’re much more dangerous. Fashion is mistaken for good design; moral fashion is mistaken for good. Dressing oddly gets you laughed at. Violating moral fashions can get you fired, ostracized, imprisoned, or even killed.32

Moral fashions can be correct, as most of us believe current views about slavery and same-sex marriage to be. But because current beliefs about these subjects were once regarded as incorrect, there is of course no presumption that current moral fashions are correct just because most people embrace them.

From a public policy perspective, the cases of greatest interest share two properties: (1) What people believe affects the policies they support in ways that have significant impact on people’s lives; and (2) there are cogent reasons for thinking that the currently prevailing beliefs are wrong. In such cases, a better understanding of behavioral contagion processes may offer useful guidance about how to change prevailing beliefs.

To illustrate, let’s assume, uncontroversially, that beliefs about legalization of same-sex marriage have a profound impact on people’s lives. And with acknowledgment that some will still disagree, let’s also assume that most Americans’ beliefs about the consequences of legalization were incorrect when Andrew Sullivan’s article was published in 1989. How would what we know about behavioral contagion processes influence someone’s strategy for trying to change people’s beliefs on this subject? Examining the sequence of events by which beliefs actually did change offers some suggestions.

The core objective is to launch contagious conversations based on persuasive arguments against prevailing beliefs. Nate Silver argues that attitudes toward same-sex marriage changed in large part because of the strength and clarity of advocates’ pro-legalization arguments.33 In his 1989 article, for example, Sullivan wrote,

Society has good reason to extend legal advantages to heterosexuals who choose the formal sanction of marriage over simply living together. They make a deeper commitment to one another and to society; in exchange, society extends certain benefits to them. Marriage provides an anchor, if an arbitrary and weak one, in the chaos of sex and relationships to which we are all prone. It provides a mechanism for emotional stability, economic security, and the healthy rearing of the next generation. We rig the law in its favor not because we disparage all forms of relationship other than the nuclear family, but because we recognize that not to promote marriage would be to ask too much of human virtue. In the context of the weakened family’s effect upon the poor, it might also invite social disintegration. One of the worst products of the New Right’s “family values” campaign is that its extremism and hatred of diversity has disguised this more measured and more convincing case for the importance of the marital bond.34

Sullivan pointed out that precisely the same arguments apply with equal force to same-sex marriage. He went on to argue that domestic partnership arrangements, then the most common alternative proposal for same-sex relationships, would “open a Pandora’s box of litigation and subjective judicial decision-making about who qualifies.” Many of the same arguments were offered by Justice Kennedy in his defense of the court’s Obergefell decision.

Of course, even compelling arguments don’t always prevail in the short run. But although progress is far from uniform, many have argued that better arguments tend to prevail in the long run. As Martin Luther King, Jr., once put it, “The arc of the moral universe is long but it bends toward justice.”35

It’s a view with a long history. Theodore Parker, a nineteenth-century Unitarian minister, was a passionate advocate of the abolition of slavery. A collection of his sermons published in 1853 included this passage:

Look at the facts of the world. You see a continual and progressive triumph of the right. I do not pretend to understand the moral universe, the arc is a long one, my eye reaches but little ways. I cannot calculate the curve and complete the figure by the experience of sight; I can divine it by conscience. But from what I see I am sure it bends towards justice. . . . Things refuse to be mismanaged long. Jefferson trembled when he thought of slavery and remembered that God is just. Ere long all America will tremble.36

The Civil War broke out less than a decade later.

The difference in the public-opinion trajectories of support for same-sex marriage and marijuana legalization provides further support for the view that substantive arguments actually matter in the long run. Regarding same-sex marriage, opposition was grounded largely on the fact that same-sex couples had long been forbidden to marry. As the conservative philosopher and politician Edmund Burke would have argued, that fact alone places a significant burden of proof on those who advocate change. But opponents of change offered little else. In particular, they offered few carefully reasoned arguments about why same-sex marriage should have been forbidden. In contrast, proponents of same-sex marriage painstakingly attempted to explain why such marriages would not only pose no threat to community interests; they would actually contribute to many positive outcomes. Once people began to hear and discuss those arguments, they steadily gained traction.

It would be a mistake to paint too rosy a picture. The properties that make a meme effective often encourage the spread of ideas that are socially destructive. So in the short run, at least, there can be no presumption that competition in the marketplace for ideas promotes the common good. And as John Maynard Keynes observed, “In the long run, we are all dead.”

In today’s hyperpolarized political climate, the biggest challenge is simply to initiate productive conversations between people who don’t agree to begin with. Studies have shown that those who deny the existence of human influence on the earth’s climate tend to discount reports that temperatures are rising faster than scientists had expected, while embracing reports that temperatures are rising more slowly. By contrast, those who believe that human actions do contribute to climate change show the opposite pattern of reactions to the same scientific reports.37

The good news is that psychologists and others have made at least some progress in learning how to overcome such communication barriers. The lessons of that research will be our focus in chapter 13.
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5
The Sexual Revolution Revisited

The year 2017 marked the fiftieth anniversary of the “Summer of Love,” during which as many as one hundred thousand young people congregated in San Francisco’s Haight-Ashbury neighborhood to proclaim their support for new social norms. According to contemporaneous accounts, that summer’s celebration of “sex, drugs, and rock & roll” was a major inflection point in changing national attitudes toward the acceptability of premarital sex.1

Some have attributed the sexual revolution of the 1960s to the sudden availability of oral contraceptives, which gave women a more effective and less conspicuous means of controlling their risk of pregnancy.2 But although the pill reduced some of the most important costs of engaging in premarital sex, its significance is overstated. After all, many millions of sexually active unmarried women did, and still do, rely on other, nonhormonal forms of contraception.

That the pill alone did not launch the sexual revolution is not a novel claim. As the historian Stuart Koehl wrote, for example,

Many of the behaviors predisposed by the pill were already common, albeit covert, features of American life once the pill became available. The pill added fuel to a smoldering fire; it didn’t start the blaze, but it certainly accelerated it and ensured its spread.3

A tendency to overstate the pill’s role is in part a reflection of economists’ influence on how researchers think about human decision making. The cost-benefit model that guides economists’ thinking is highly individualistic in nature. In this framework, the decision rule for whether to engage in premarital sex is the same as for any other action: if the benefits to someone of taking an action exceed the costs, she should take it; otherwise not. This approach emphasizes costs and benefits that apply directly to the decision maker herself. Any positive or negative side effects that an action might entail for others are typically given little or no weight by the decision maker. Broader influences from the social environment are sometimes acknowledged in the cost-benefit framework but seldom occupy center stage.

Here I will argue that social forces figured much more strongly in the sexual revolution than is generally acknowledged. Failure to appreciate their significance, I believe, has distorted the debate between those with opposing views about casual sex. A better understanding of the role of social forces in this domain won’t settle any debates, but it may help opposing camps to better appreciate one another’s point of view. And that, as we will see in chapter 13, is an important precondition for progress.

The pill did, of course, produce a significant reduction in the direct personal costs of engaging in premarital sex, especially for women, and for that reason alone led many more women to be willing to become sexually active. As the economic historian Claudia Goldin put it,

The Pill was a great “enabler.” With The Pill, large numbers of college women could embark on careers that involved long-term, up-front time commitments in education and training as physicians, lawyers, veterinarians, managers, and academics, among others. The Pill fostered women’s careers by effectively lowering the costs of training. Sex was risky without a highly effective, female-controlled and easy to use contraceptive. A pregnancy could derail a career, but The Pill enabled women to stay on track.4

All true. But the pill was not the only development that affected the direct costs and benefits of engaging in premarital sex, or even the most important one. A far more important predictor of the frequency with which people engaged in premarital sex in any era was the degree to which people believed that it was socially acceptable to do so. And in circular fashion, the degree to which people held that belief was itself strongly dependent on the proportion of people who were engaging in premarital sex. That proportion, in turn, was the result of many forces besides the pill.

Some of those forces altered individual cost-benefit calculations in ways analogous to the effects of the pill. As the economist Andrew Francis noted, for example, it was not until 1943 that penicillin was discovered to be effective against syphilis, which Francis called “the AIDS of the late 1930s and early 1940s.”5 In the space of a few years, penicillin eliminated what was then widely viewed as one of the biggest risks of engaging in premarital sex.

In a 2013 article, Francis argued that the era of modern sexuality originated not in the mid-1960s, but in the mid-to late 1950s. In support of his claim, he noted that measures of risky sexual behavior, such as teen pregnancy, out-of-wedlock births, and the incidence of less serious venereal diseases, rose sharply during the 1950s, in close correspondence with a decline in the incidence of syphilis infections to an all-time low. “Together,” Francis concluded, “the findings supported the notion that the discovery of penicillin decreased the cost of syphilis and thereby played an important role in shaping modern sexuality.”6 The timing of events is at least consistent with Francis’s argument: although the first legal birth control prescription in the United States was written in 1961, the pill was not legally available in many states until the Supreme Court’s Griswold decision in 1965.

Other historians have pushed back against claims that technical innovations like the pill or penicillin hold the key to understanding more permissive attitudes toward premarital sex. Linda Gordon, for instance, notes that effective birth control methods became available to American women in the 1910s, followed by “a nationwide, massive birth control movement” in the aftermath of World War I.7 These developments, in tandem with a shortage of young men in the years immediately following World War I, helped spawn the “Flapper Era” of the 1920s, described by many as a precursor to the sexual revolution of the 1960s. Family sizes shrank during those years as many states repealed laws against contraception, and extramarital sex also became more common.8 The Kinsey Report, published in 1950, found that only 14 percent of women born before 1900 acknowledged having had premarital sex before the age of twenty-five, a figure that rose to 36 percent for women born after 1900.9

The historian Elaine Tyler May also argues that the role of pharmaceutical agents has been overstated as a cause of changing sexual attitudes. “Pharmaceutical products have a huge impact, but they’re not causal agents,” May wrote. “Sexual behaviors change more as a result of social changes than any kind of technological changes.”10

According to the sociologist David John Frank, many of the social changes that helped spawn the sexual revolution are reflected in the repeal of laws against nonmarital or nonprocreative sex. As he put it, “I think it’s the French Revolution that begins to break apart the monopoly of family thinking and begins to assert the primacy of individual thinking, and a shift from baby-making sex to individual-pleasure sex.”11 In Frank’s view, penicillin and the pill magnified changes that were already well under way. He cited the example of oral sex, which became much more common during the middle of the twentieth century: “That’s not because of the pill, or penicillin, or the condom,” he said. “It’s because we changed our way of thinking of sex.”12

To agree with this statement is not to imply that technological innovations were unimportant. How we think about sex matters a great deal, of course, and technological innovations also played an important, if indirect, role in how we think about sex.

But at least some of the most important social forces that produced rapid changes in sexual attitudes were independent of technological innovations. Consider, for example, the sex-ratio imbalance in the implicit market for relationships during the mid-1960s, the very height of the sexual revolution often attributed to the pill. Because it had long been the custom for women to date men older than themselves, women reaching sexual maturity in the mid-1960s would normally have dated men born during World War II. But since birth-rates were significantly depressed during the war, men born during those years were in short supply. Women who reached sexual maturity in the mid-1960s, who were born during the baby boom that began just after the war, were therefore significantly more numerous than men in the age group they would normally have dated.

Unless men and women then held substantially different attitudes about casual sex, this imbalance would have been expected to have little effect on courtship practices. But there is persuasive evidence that women’s attitudes did differ from men’s in the mid-1960s, and continued to do so for many years thereafter. Consider, for example, the economist Marina Adshade’s description of an experiment done on university campuses in the late 1970s and early 1980s:

This evidence may seem outdated, but in fact the timing was perfect; the sexual revolution was in full swing, and yet lovers were still blissfully unaware that right around the corner was a new disease, AIDS, that was about to change the way we think about casual sex. During the course of the study, moderately attractive men/women walked up to a woman/man on a university campus and said, “I have been noticing you around campus, I find you very attractive. Would you . . .” and then offered the unknowing participant one of three options: “have dinner with me tonight?”; “come to my apartment tonight?”; or “go to bed with me tonight?” Both the target men and women must have found the person attractive since more than 50 percent of each group said yes to dinner (56 percent of women and 50 percent of men). The interesting result, though, is that as the offers became more sexual the men increased, while the women decreased, their willingness to participate. Remarkably, 50 percent more men were willing to have sex with the random stranger than were willing to have dinner with her. And even those who said no (only 25 percent of the sample) expressed regret at having to do so. None of the women in the sample agreed to have sex with the handsome random stranger. Not one. It isn’t true that no women like sex with strangers—just as it isn’t true that all men do—but there aren’t enough to make [brothels for women], for example, profitable business ventures. After all, if women turn down offers of free sex, why should anyone think that they’d be willing to pay for it?13

Adshade went on to describe evidence that 42 percent of male respondents in a nationally representative survey said that they would like to have sex with multiple partners at the same time, compared with only 8 percent of female respondents.14

Let’s assume, for the sake of discussion, that the traditional stereotype of men being more likely than women to favor premarital sex was roughly as strong during the mid-1960s as suggested by these survey findings. Given the shortage of eligible men in the dating pool during the mid-1960s (again, a shortage of men roughly two years older than the women who wanted to pair with them), did disagreements about premarital sex become more likely to be resolved in favor of the preferences of men?

To answer this question, we must first ask how big the sex-ratio imbalance actually was during 1967’s Summer of Love and then look for evidence about whether an imbalance of that magnitude would have been likely to produce significant changes in courtship practices.

The general prediction of theoretical biologists is that the number of males in sexually reproducing species will tend toward equality with the number of females.15 The logic underlying this prediction, articulated by R. A. Fisher, is straightforward. Suppose there were initially many more males in a population than females. A female born into this population would then be more likely than a male to be successful in finding a mate. People whose genes made them more likely to have female offspring would thus be expected to have more grandchildren than those who tended to have male offspring. And that difference, in turn, would cause the population’s share of males to fall. The same argument proceeds in reverse for a population initially consisting disproportionately of females. The inevitable tendency, Fisher concluded, was for populations to end up with roughly equal numbers of males and females.
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In human populations, there are actually slightly more males than females at birth.16 But because mortality rates for males are slightly higher than for females, the male numerical advantage gradually gives way over time to a slight tilt in favor of females. For present purposes, I will assume, conservatively, that equal numbers of males and females born in the 1940s survived to young adulthood in the 1960s.

Figure 5.1 shows the dramatic increase in US birthrates that occurred following World War II. The US population in 1945 was approximately 132 million, so with a birthrate of about 20.4 per thousand for that year, there were roughly 2.7 million births in 1945. By 1947, the postwar baby boom was under way in earnest. The corresponding population and birthrate figures for that year were 143 million and 26.6, which translate to slightly more than 3.8 million births in 1947.17

The average male-female age difference at first marriage in 1967 was 2.5 years.18 Given the sizes of the birth cohorts in 1945 and 1947, and assuming that equal numbers of males and females from those cohorts survived to adulthood, the implication is that for every one hundred twenty-year-old women seeking a male partner in 1967, there were fewer than seventy-one twenty-two-year-old men.

Is a sex-ratio imbalance of that magnitude large enough to matter? The evidence that bears most directly on this question comes from a 2011 study by the sociologists Jeremy Uecker and Mark Regnerus. The authors employed a nationally representative sample of college women to investigate dating practices and attitudes at American colleges and universities with a range of different sex ratios, many of them more heavily tilted toward women than the one for young Americans overall in 1967.

The authors began by describing the change in college dating practices that has occurred since the 1960s:

The formal dating script that calls for men to ask women out on—and pay for—dates is no longer the primary heterosexual relationship script on campus. . . . Instead, men and women often meet at parties and engage in “hookups”—an ambiguous term describing casual physical encounters that range in intimacy from kissing to intercourse—which sometimes, but often do not, lead to a romantic relationship. Dating is not dead, but it seems increasingly understood as commencing after an exclusive (and perhaps even sexual) relationship is formed.19

The aim of this study was to explore how an important change in the composition of campus student bodies might be implicated in the observed change in dating practices. Whereas in the 1950s there were more men than women studying in American colleges and universities, by the early 2000s there were only seventy-five males for every one hundred females.20 As the authors summarized their findings,

Our results suggest that women on campuses where they comprise a higher proportion of the student body give more negative appraisals of campus men and relationships, go on fewer traditional dates, are less likely to have had a college boyfriend, and are more likely to be sexually active.21

The authors report that women in their sample who have never been in a committed relationship are more likely to have had sex with a male classmate on campuses where men are underrepresented in the student body. For example, women who report never having had a college boyfriend have a 46 percent chance of having had sex when 60 percent of their classmates are women, but only a 31 percent chance of having had sex when only 47 percent of their fellow students are women.

The authors also find a similar experience gap for woman in their sample who report having had one or more serious campus relationships. On campuses where men outnumber women, 45 percent of these women said they had never had sex. But on those where women outnumber men, only 30 percent offered that response. The authors found a similar gap even for women with a current campus boyfriend: 30 percent of these women said they had never had sex on campuses where men outnumber women, versus only 17 percent on campuses where women outnumber men.

Regnerus and Uecker also reported that the frequency of casual sex was higher on campuses where women outnumber men. On such campuses, 27 percent of women who reported having had a boyfriend in the past but were not currently in a committed relationship had had sex during the preceding month, versus only 20 percent on campuses where men outnumber women.

In short, the authors found that historical dating patterns are less likely to persist on campuses where women outnumber men. They describe two different mechanisms that, alone or in combination, might have produced this pattern. Under what they call the “dyadic power thesis,”22 a surplus of women gives men more power in romantic and sexual relationships, “which translates into lower levels of commitment and less favorable treatment of women on the part of men and a more sexually permissive climate.”23 A second mechanism they call the “demographic opportunity thesis,” according to which “the gender imbalance on university campuses may simply mean there are fewer men available with whom women can pair; women’s relationship searches will be less successful because there is a diminished supply of potential partners.”24

The authors concluded that although both mechanisms appeared to be at work, their survey results strongly favored the dyadic power thesis. Traditional dating would of course be less common in environments in which women encounter fewer potential partners, but Uecker and Regnerus found far less traditional dating than the shortage of potential partners would suggest. A 1 percent decrease in the proportion of female students, for example, was associated with a 3.3 percent increase in the likelihood that a woman had had six or more traditional dates.25

A concern when interpreting the findings of studies like this is the possibility that the observed differences in behavior might stem not from differences in sex ratios but rather from systematic differences in the types of people who choose different types of schools. For example, if women with more permissive attitudes toward casual sex were attracted disproportionately to campuses whose cultures were more sexually permissive, the observed sex-ratio pattern would be an effect, rather than a cause, of the observed behavioral differences.

Uecker and Regnerus investigated this possibility by exploring whether women’s views about committed relationships are correlated with campus sex ratios. Responses to their survey questions revealed no such correlation. As the authors put it, “Women on campuses with different sex ratios hold similar views about sexual morality, and they are neither more nor less likely to agree that they are not ready to be serious about romantic relationships, that being married is a very important goal, or that they would like to meet their husband in college. We find no support for the notion that women are attracted to campuses with different sex ratios based on their attitudes toward sex, commitment, and marriage.”26

In a book published shortly after their study appeared, Regnerus and Uecker reported that more women on female-majority campuses also described participating in sex acts they disliked, and that others said they were having sex more often than they preferred.27 On balance, the portrait that emerges from this work is strongly consistent with the view that women’s bargaining power in campus sexual relationships is diminished when they inhabit dating pools in which they significantly outnumber men.

The median campus sex ratio in the Uecker-Regnerus study was 53.2 percent women, while their 90th-percentile campus had 59.6 percent women. In 1967, the pool of twenty-year-old women and twenty-two-year-old men consisted of 58.5 percent women, well above the median campus and almost as high as the 90th-percentile campus in the Uecker-Regnerus study.

A divergent sex ratio on a college campus is likely to have a smaller impact on the balance of sexual bargaining power than the same divergent ratio in the overall dating pool. A college student, after all, has the option of seeking partners in the broader community. But when the sex ratio is imbalanced for the dating pool as a whole, there is no similar recourse. So if sex-ratio imbalances on college campuses affected dating practices in the ways described, the effect of the actual imbalance in the overall dating population of 1967 was likely to have been even larger.

It seems reasonable to conclude, then, that the sex ratio in the overall dating pool of mid-1960s America was sufficiently imbalanced to have given men greater bargaining power in sexual relationships. Again, this is not to deny the influence of the pill and other technological innovations on changing patterns of sexual behavior. My point is only that social forces are likely to have influenced behavior far more than has been generally recognized.

Another feature of explanations that stress peer influences is their explicit acknowledgment of positive feedback effects. In contrast, explanations based on technological innovations are often purely static. One of the strongest forces inhibiting premarital sex in earlier eras was a widespread belief that it was morally wrong, that engaging in it would be damaging to one’s reputation. But as we saw in chapter 4, beliefs about morality are often highly elastic. Once sufficiently many people came to believe that same-sex marriage was not a moral violation, for example, it became steadily more difficult for others to continue to believe that it was wrong. And as we have seen, rapid change is often a hallmark of social processes that entail positive feedback effects of this kind.28

Although the economists’ cost-benefit approach often omits any consideration of concerns about the opinions of others, there is nothing inherent in the framework that requires this omission. By reducing many of the more narrowly material costs of premarital sex, the pill undoubtedly caused many individual cost-benefit tests to tilt in favor of engaging in it. But cost-benefit calculations can also incorporate anything else that people care about, including their concerns about morality and about what others think of them. So, in inducing some unmarried people to become sexually active by reducing the direct material costs of sex, the pill must also have had the indirect effect of reducing people’s concerns about their reputations. That the pill was so widely discussed is also likely to have contributed to a loosening of the taboos surrounding premarital sexuality.

It seems fair to conclude, then, that although the pill undoubtedly helped accelerate the sexual revolution, it may well not have been the primary cause of it.

Once restraints on premarital sex have relaxed beyond a certain point, do the social forces thus unleashed continue to push in the direction of ever-diminishing restraint? As discussed in chapter 4, opinion shifts are not always unidirectional. As with views about marijuana legalization, attitudes about premarital sex do not appear completely settled. But just as we are unlikely to see a return to the former strong consensus in favor of marijuana criminalization, we may also be unlikely to again embrace Victorian moral codes regarding premarital sex.

Even so, opinion is likely to remain sharply divided about many aspects of the current hookup culture. As the journalist Kate Taylor wrote in a widely quoted New York Times article, “Until recently, those who studied the rise of hookup culture had generally assumed that it was driven by men, and that women were reluctant participants, more interested in romance than in casual sexual encounters. But there is an increasing realization that young women are propelling it, too.”29

Taylor went on to describe interviews with female students at the University of Pennsylvania who saw their main priority as building their résumés, not finding someone to marry. “They envisioned their 20s as a period of unencumbered striving, when they might work at a bank in Hong Kong one year, then go to business school, then move to a corporate job in New York. The idea of lugging a relationship through all those transitions was hard for many to imagine.”30

The journalist Hanna Rosin went even further in portraying the hookup culture as actively pro-women:

To put it crudely, feminist progress right now largely depends on the existence of the hookup culture. And to a surprising degree, it is women—not men—who are perpetuating the culture, especially in school, cannily manipulating it to make space for their success, always keeping their own ends in mind. For college girls these days, an overly serious suitor fills the same role an accidental pregnancy did in the 19th century: a danger to be avoided at all costs, lest it get in the way of a promising future.31

But this view of current dating practices is not universally shared. During her senior year at Middlebury College, for example, Leah Fessler published a long essay in which she described the hookup culture’s injurious effects on her and many of her classmates. Much of her essay was impressionistic, but she also conducted a series of interviews and surveys to probe attitudes more systematically. Although committed relationships during her years on campus were rare, Fessler found that 100 percent of female interviewees and 75 percent of female survey respondents stated a clear preference for such relationships. Only 8 percent of female respondents who were currently involved in hookup relationships reported being happy with their situation. The women she interviewed “were eager to build connections, intimacy and trust with their sexual partners. Instead, almost all of them found themselves going along with hookups that induced overwhelming self-doubt, emotional instability and loneliness.” She described one classmate who

reported trying “traditional” hookup culture after a relationship ended, sleeping with various guys as liberated experimentation. “I had this façade of wanting to hook up with people,” she explained, “but I don’t think that was ever the entire motive. . . . And the fact that most of these guys wouldn’t even make eye contact with me after having sex or would run away from me at a party is one of the most hurtful things I’ve ever felt.”32

With debates about sexual morality having persisted throughout recorded human history, a robust consensus on this issue doesn’t appear imminent. But a clearer understanding of the social forces that govern sexual behavior and attitudes may help us better understand why others might hold views that differ from our own, and why many might prefer at least some degree of sexual restraint to a complete absence of it. More important, an appreciation of the strength of peer effects might help us better understand why many feel their interests threatened by the behavior of people they will never meet.

Just as most parents want their children to grow up to be nonsmokers, most want their children to grow up able to enjoy satisfying personal relationships as adults. Virtually no one questions either the legitimacy or the sincerity of these parental aspirations. But pursuit of them inevitably creates conflicts with those who are pursuing other legitimate goals of their own. The proportion of smokers among their children’s peers affects parents’ ability to achieve the first goal, and the sexual behavior of their children’s peers affects their ability to achieve the second.

Notwithstanding that most smokers wish they had never started, some report that they continue to experience smoking as pleasurable. Their desire to continue smoking is not evidence of a desire to harm others. But smoking does harm others, and we regulate it out of a desire to limit this harm. There is reason to believe that if smokers understood more clearly how others were harmed by their behavior, they would be more sympathetic toward steps aimed at discouraging smoking. Similarly, recognizing the legitimacy of some people’s desire to smoke encourages us to regulate in ways that, insofar as is possible, preserve their right to do so.

Similar issues arise in the domain of sexual behavior. Some years ago, a colleague’s middle school daughter brought home a notice advising parents that some students had been engaging in oral sex during morning school-bus trips. That he was distressed by this news did not brand him as a busybody. As a psychologist, he was concerned simply because he understood how profoundly the social environment affects the range of options that maturing children feel free to consider. It was not unreasonable for him to have wanted his pubescent daughter to grow up in an environment in which she wouldn’t feel coerced to have sex with the first boy who hit on her.

How should such concerns inform our views on public policy? Many parents oppose sex education in public schools, for example, out of concern that their children will interpret those programs as a signal that society approves of teenage sex. Some have gone on to demand that schools abandon sex education in favor of programs that stress strict sexual abstinence. An unsympathetic observer might interpret such demands as a gratuitous desire by those parents to impose their own moral vision on others who do not share it. But a more charitable interpretation is possible. These parents may simply understand that the options available to their own children depend heavily on the relationship choices made by the children of others. And if they believe that conventional sex education programs increase the likelihood that children will become sexually active, they might reasonably also believe that such programs threaten their interests.

But to recognize a parent’s goal as legitimate is not to endorse any and all policy demands that might be motivated by it. The United States has higher rates of teen pregnancy and sexually transmitted diseases than any other developed nation. Abstinence-only sex education programs were adopted in many jurisdictions because their supporters believed they would reduce those rates. Persuasive evidence suggests, however, that these programs have in fact been counterproductive.33 Studies also show that exposure to conventional sex education programs increases the age at which adolescents become sexually active.34 That abstinence-only programs may have been prompted by the legitimate aspirations of some parents does not mean that the children of others should be forced to suffer the adverse consequences of those programs.

———

Behavioral contagion has a life of its own. There is no invisible hand that harnesses social forces to promote society’s well-being. In the domain of sexual behavior, as in the domain of smoking, there is no presumption that social forces will mold beliefs and practices that are optimal in any socially meaningful sense.

Societies throughout history have been reluctant to embrace unlimited freedom in the domain of sexual behavior. Earlier restrictions were motivated in part by a desire to prevent injuries that can now be prevented by modern contraception and other pharmacological innovations. But that does not necessarily imply that most parents now want to raise their children in environments that are completely free of sexual restraint.

As we will see in the chapters in part IV, a clearer understanding of the power of behavioral contagion offers useful suggestions about how to balance competing public policy interests in many domains. Although compromise has proved especially difficult in the domain of sexual behavior, even here recognizing the importance of behavioral contagion can help us better understand what motivates those whose positions differ from our own. And as we will see in chapter 13, when people better appreciate why their opponents hold the views they do, attempts at finding common ground become more likely to succeed.
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Trust

If there were no possibility of being detected and punished, would cheating be inevitable? It’s a timeless question. In book 2 of the Republic, Plato explored it by introducing the Ring of Gyges, an artifact that enables its possessor to become invisible at will. In the text, Plato’s brother Glaucon invokes the ring’s corrupting influence to argue that people do not value justice for its own sake. As he puts it, “no man can be imagined to be of such an iron nature that he would stand fast in justice. No man would keep his hands off what was not his own when he could safely take what he liked out of the market, or go into houses and lie with any one at his pleasure, or kill or release from prison whom he would, and in all respects be like a god among men.” The apparent conclusion, according to Glaucon: “A man is just, not willingly or because he thinks that justice is any good to him individually, but of necessity, for wherever any one thinks that he can safely be unjust, there he is unjust.”1

Many share Glaucon’s view that when individual interests conflict with those of society more broadly, narrow self-interest inevitably triumphs. Yet there are plentiful counterexamples, large and small.

A small one: Consider a traveler’s decision of whether to tip in a distant restaurant he will never visit again. As the American custom has evolved, the tip is meant to compensate for the extra effort that good service requires, whose value to the diner generally exceeds the cost of the tip. From society’s perspective, it would be better to leave the customary gratuity. Yet a truly selfish diner would always refrain from tipping while on the road. The tip comes at the end of the meal, after all, so the server cannot alter the level of service already provided. Nor can servers credibly threaten to retaliate by withholding good service in the future, since in most cases the offending diners won’t be coming back. A vocal complaint from an untipped server is also unlikely, since it would serve only to risk being fired.

The apparent upshot is that if diners routinely failed to tip on the road, servers in restaurants patronized mostly by travelers would eventually cease providing good service. Yet courteous service persists even in such restaurants, where observed tipping rates are essentially the same as in other restaurants.2

Tipping on the road is just one of a long list of behaviors that challenge Glaucon’s skepticism about morality. Many people donate anonymously to charity; they return lost wallets to their owners with the cash intact; they vote in presidential elections, even in the face of long lines and inclement weather, and even though no presidential contest in any state has ever been decided by a single vote. Some examples of unselfish behavior come at great cost indeed, as when people risk their lives to save strangers in peril. For those who adopt Glaucon’s view, such actions are completely unexpected.

In purely descriptive terms, personal sacrifice for the common good often seems motivated by moral sentiments such as empathy, or by a desire to affirm one’s identity as an honorable person. When asked why they leave tips even after dining at restaurants they expect never to visit again, for example, people often say they don’t want to feel responsible for the server’s disappointment at not having received the expected reward for good service.

That people are often guided by moral sentiments is of course a good thing from the perspective of society as a whole. But it also poses interesting questions, not just for Glaucon’s position, but also for Charles Darwin’s framework of evolution by natural selection. According to Darwin, the selection pressures that shaped our nervous systems are much like those that molded eyes and opposable thumbs: unless a specific feature assists in the struggle to acquire the resources needed to survive and rear offspring, it will not be favored. In purely Darwinian terms, then, people would not be expected to pass up opportunities to cheat in situations in which punishment is impossible, or even sufficiently unlikely.

I spent much of my early academic career grappling with these apparent contradictions. As I will try to explain, an examination of the social cues by which people influence one another can help to reconcile them. Under a set of perfectly plausible conditions, genuinely principled behavior can indeed emerge in even the most intensely competitive environments.

But if Glaucon’s skepticism about genuine morality was not fully justified, opportunities to cheat can nonetheless become all but impossible to resist when one’s peers are actively seizing them. As we will see, cheating is sometimes driven by even more powerful impulses than greed: rule followers in a world without effective enforcement would often fail to earn even a minimally fair return on their talents and efforts.

The logic behind these claims emerges clearly in the context of some simple examples. Consider first a competition between two types of people, those willing to promote the common good at personal expense, and those who are self-interested in the narrowest sense. In the Darwinian framework, the growth rate of each type in a population increases with its ability to acquire material resources. One cannot eat moral sentiments, after all, or feed them to one’s offspring. Satisfaction from doing the right thing counts in the evolutionary struggle only insofar as it fosters resource acquisition.

By definition, however, doing the right thing entails avoidable costs. (Otherwise, we would call it “doing the prudent thing.”) It thus seems to follow that people who were intrinsically motivated to do the right thing would inevitably be crowded out by opportunists.

Yet that hasn’t occurred. How might an impulse to do the right thing generate additional material benefits that could compensate for the avoidable costs that it leads people to incur?

To see how this could happen, imagine yourself the owner of a successful local business. You are confident that a branch outlet of your enterprise would thrive in a similar city located two hundred miles away, but you cannot manage it yourself, and limitations on your ability to monitor a hired manager would prevent you from knowing whether she or he had cheated you. You could pay an honest manager a premium salary and still expect to earn a healthy profit. But a dishonest manager could reap an even larger gain by cheating you, in the process causing you to lose money on the venture. You would have no recourse, since there are many reasons besides dishonest management that a business might fail. You would have no way to know, much less prove, that your manager had cheated. Would you open the branch outlet?

A manager hired into this situation would confront what I call a golden opportunity—an opportunity to cheat with no possibility of detection and punishment. The economists’ traditional self-interest model assumes that people who confront golden opportunities will cheat. If you find that assumption plausible, you would predict that opening the branch outlet would be a losing proposition. And for that reason, you would reluctantly decide against it. Note that this decision results in a worse outcome for both you and the manager than if you had opened the outlet and the manager had run it honestly.

This situation confronts you and potential managers with what the economist Tom Schelling called a commitment problem. If an applicant for your managerial position could somehow commit herself to manage honestly, she would want to. But merely declaring an intention to manage honestly would seem insufficient, since even a dishonest manager would have an incentive to say that under the circumstances.

What kinds of signals might lead you to predict that someone would manage honestly? The following thought experiment suggests a framework for thinking about this question:

Imagine that you have just returned from a crowded concert to discover that you have lost $10,000 in cash. The money had been in an envelope with your name and address on it that apparently fell from your coat pocket when you were leaving the concert. Do you know anyone not related to you by blood or marriage who you feel certain would return your cash?

When I’ve confronted students with this question, almost all respond affirmatively. In most cases, the person they have in mind is a close friend, someone they have known for a long time.

What makes them feel so confident? Since they almost certainly have never lost such a large sum in the past, they can’t invoke similar experiences with the friend in support of their prediction. When pressed, most respond in terms that Adam Smith, David Hume, and other early moral philosophers would have approved: they say they know their friend well enough to feel certain that she would feel terrible at the mere thought of keeping their money.

In effect, they are invoking what those early writers called the moral sentiment of sympathy, a term that corresponds more closely to empathy in current usage. Note that for empathy to solve the branch-outlet commitment problem, it need not literally tie the manager’s hands. If the gain from hiring an honest manager were sufficiently high, your expected payoff from opening the branch outlet could be positive even if there were some chance your assessment of the manager was incorrect.

If your own intuitions are in accord with those expressed by most of my students, you accept the essential premise required for moral sentiments to be sustainable in competitive settings. Because certain profitable exchanges are possible only when people can trust one another, trustworthiness becomes, in effect, a valuable economic asset. A trustworthy manager incurs avoidable costs by not cheating when there is no possibility of detection, yes. But if others can identify that person as trustworthy, she can command a premium salary that can compensate for those costs.

A moral sentiment that moves people to be trustworthy can thus be favored by natural selection for its capacity to help solve commitment problems like the one just described. To serve this purpose, the sentiment must satisfy two requirements: those who experience it must be willing to subordinate narrow self-interest in the service of a higher goal; and at least some people must be able to make statistically reliable assessments of the extent to which a prospective trading partner is predisposed to behave in this way.
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In the specific case of empathy, abundant evidence suggests that these requirements are met.3 Darwin, for example, wrote of the hardwired link between emotional states in the brain and various details of involuntary facial expression and body language.4 The crude drawing in figure 6.1, for example, shows only a few details, yet people in every culture recognize it as an expression conveying sadness, empathy, or some other closely related emotion. The expression requires specific contractions of the pyramidal muscles at the bridge of the nose and the corrugator muscles at the center of the brow. Most people cannot produce it on command.5 (Sit in front of a mirror and try it!) Yet the relevant muscles display the expression spontaneously when the corresponding emotion is experienced.6 Suppose you stub your toe painfully, leading an acquaintance who witnesses your injury to manifest that expression immediately. Seeing that happen would boost your estimate of the likelihood that your acquaintance would be a trustworthy trading partner. Someone who reacted to the same incident without expression would seem less likely to reward your trust.

Simple facial expressions are of course not the only clues on which we rely, or even the most important ones. Typically, we construct character judgments over extended periods on the basis of a host of other subtle signals, many of which enter awareness only subconsciously.7 On the basis of these impressions, we choose among potential trading partners those we feel are most likely to weigh not just their own interests when deciding what to do, but our interests as well.8 When two people enjoy a strong sympathetic bond with one another, they seem to realize it. And they are likely to behave cooperatively toward one another, even though they could earn more by behaving noncooperatively in situations that entail no chance of detection and punishment.

An obvious difficulty for this account is that dishonest people would have powerful incentives to mimic whatever signals others might use to identify someone as trustworthy. Skeptics object that such mimicry would always prevent the emergence of credible signals of honesty.

Notwithstanding this objection, the claim that specific emotions are accompanied by characteristic observable signals is well established. Numerous investigators have confirmed Darwin’s claim that emotional states within the brain produce characteristic suites of autonomic nervous system responses that are visible to external observers.9 And substantial evidence suggests that people rely on such cues when they interact with others in social dilemmas.10

If you believe you could confidently identify someone who would return your lost envelope in the earlier thought experiment, then you accept the fundamental premise necessary for genuine moral sentiments to emerge, even in bitterly competitive environments. But there is also experimental evidence that people can predict what others will do in situations that test their trustworthiness.

For example, my Cornell colleagues Tom Gilovich, Dennis Regan, and I found that subjects were surprisingly accurate at predicting who would cheat in a game in which cheating was impossible to detect.11 Traditional self-interest models predict that everyone will cheat under these conditions. In our experiments, however, 74 percent of subjects behaved honestly, and only 26 percent cheated.12 The focus of this experiment was not on the rate of cheating, but rather on whether subjects could predict which of their partners would cheat.

A stopped watch tells the correct time twice a day. Since 26 percent of subjects had cheated their partners, a random prediction of cheating would be accurate 26 percent of the time. Yet 57 percent of partners who were predicted to cheat actually did so. The likelihood of such high accuracy occurring by chance is less than one in one thousand.

Subjects in this experiment were strangers at the outset and interacted with one another for only thirty minutes before making their predictions. Predictions would almost surely be more accurate for people who had known one another for a longer time.

If signals that identify potential trading partners as trustworthy could be observed without cost and were completely reliable, people would be willing to do business only with people identified by those signals as trustworthy. Under these conditions, only trustworthy people would survive in the long run. In the evolutionary struggle, the lower payoffs characteristic of interactions plagued by mutual cheating would eventually consign dishonest people to extinction.

But that’s of course not the world we live in. Signals that enable us to predict the behavior of others are not only imperfect; they also take time and effort to observe and evaluate. If a population consisted entirely of trustworthy individuals, it would be wasteful to expend that effort, just as it would be wasteful to install an expensive home security system if you lived in a community that had never experienced a burglary.

The implication is that an environment initially consisting only of trustworthy individuals would offer ripe pickings for dishonest mutants. Since most people wouldn’t expend the effort needed to scrutinize potential trading partners, these mutants would enjoy ready access to trusting victims. In the process, they would acquire resources at a premium rate, causing their share of the population to grow. Once dishonest types became sufficiently numerous, however, it would pay honest types to take greater care in screening potential trading partners.

A similar dynamic would unfold in reverse if we began with a population consisting only of dishonest individuals. A small band of honest mutants that happened to find themselves in such a population would be exceptionally vigilant in their scrutiny of potential trading partners. By taking care to interact only with others they could confidently identify as trustworthy, they would garner higher payoffs than dishonest types, who would receive the low payoffs associated with mutual cheating.

The inevitable result in evolutionary models of this sort is a population composed of an uneasy mix of honest and dishonest types—in short, one like almost all human populations observed in practice. In mixed populations of this sort, behavioral contagion becomes exceedingly important.

That’s because person-specific cues, such as a potential partner’s reputation and your assessment of whether he seems to like you and feel concern about your interests, are rarely foolproof. Whether to trust someone should therefore depend not only on cues specific to that person, but also on what you know about the trustworthiness of people more generally. For any given set of person-specific cues, you would thus be more likely to judge someone trustworthy if your prior experience had shown 80 percent of the population to be trustworthy than if the corresponding figure had been only 30 percent.

That simple observation helps explain why rules and enforcement are so important. People who can be trusted when confronted with golden opportunities are chosen as trading partners only if others can identify them as such with sufficient accuracy. So even though genuine trustworthiness can emerge in a world without rules, its actual prevalence in any population will depend strongly on how strictly laws and norms are enforced.

To see why, note first that effective enforcement means that cheating doesn’t often pay, leading people to behave honestly for prudential reasons, much as Glaucon argued. Yet many people also behave honestly even when faced with golden opportunities, or opportunities to cheat with no possibility of detection. As Aristotle realized, the moral sentiments that motivate such restraint do not arise out of thin air. Rather, they are nurtured by force of habit.13 As the philosopher Will Durant paraphrased Aristotle, “we are what we repeatedly do. Excellence, then, is not an act but a habit.”14

Enforcement is important because those who are induced by the threat of punishment to behave honestly in most circumstances become more likely to develop an inclination to behave honestly even when confronted with golden opportunities. The proportion of a population that is trustworthy even when confronted with golden opportunities will therefore be significantly higher in societies in which laws and norms are strictly enforced.

The prodigious power of behavioral contagion in the domain of trust should now be apparent. Any change in the environment that reduces the proportion of trustworthy people in a population—such as a relaxation of enforcement—will set in motion a feedback process that causes still further reductions. Each new reduction, in turn, will cause a further decline in the material rewards that come from being chosen as a trustworthy trading partner, leading to still further declines in the actual proportion of trustworthy people, and so on.

In short, although Glaucon was almost surely wrong about the possibility of genuine trustworthiness in the absence of strict enforcement, it would be a mistake to conclude that enforcement is unimportant. On the contrary, even though genuine morality can evolve spontaneously, it would be dramatically less common if laws and social pressure did not strongly reinforce it.

A second dimension of the power of behavioral contagion in the moral domain is the resentment people feel when they see rule-breakers gain at their expense. This is evident in the case of restaurant servers, who receive much of their compensation in the form of cash tips. Income in that form is difficult for the tax authorities to monitor. (In fact, tax authorities in most jurisdictions attempt to monitor tips and similar cash payments, so it would be more accurate to say that such payments are underestimated rather than not counted at all. But to simplify the discussion, I’ll assume that tips cannot be monitored by the tax authorities at all.)

Imagine that your choices were to work in a factory for a pretax salary of $1,000 a week, or to wait tables for a weekly pretax salary of $500 a week plus weekly tips of the same amount. You consider the two jobs equally attractive apart from the matter of pay, and because you are honest, you expect to pay tax at the rate of 20 percent on income you earn from any source. Your after-tax pay would then be $800 a week no matter which job you took, and you would be indifferent between the two.

But now suppose that many factory workers shared your views about the two jobs except for one thing: they would feel no qualms about failing to declare tips that tax authorities could not monitor. These workers would want to switch to waiting tables because they could avoid tax on half their weekly income. Their after-tax pay as servers would thus be $100 a week higher than what they were earning in the factory.

The result would be an excess supply of people wanting to wait tables and a shortage of those wanting factory work. The inevitable response would be for wages to adjust until supply and demand in both labor markets were again in balance. If we assume for simplicity that foreign competition won’t permit higher wages in factory work, the entire adjustment would fall on table servers. In the likely event that restaurants could fill every available server position with people willing to evade taxes on tips, the new wage for table servers would then decline until their after-tax income became equal to the $800 after-tax income of factory workers. This would require a server’s salary to fall from $500 to $375 weekly.15

The difficulty confronting an honest waiter is immediately apparent. If he pays tax on the $500 a week he receives in tips, his weekly after-tax salary will be only $700, or $100 a week less than he would have taken home as a factory worker. And since he could have taken home $800 a week as a fully tax-compliant factory worker, he might reasonably conclude that paying taxes on his tips would be unfair.

This example, which I call the waiter’s dilemma, illustrates why pressures to cheat are even stronger than those that would arise in social isolation. We see many examples in which people resist the temptation to plunder even when confronted with golden opportunities. But such opportunities become dramatically more difficult to resist when one’s peers are seizing them without punishment. Indeed, it is easy to see why a waiter might consider it unjust to declare untraceable cash income that would cause him to be underpaid.

There is perhaps no policy arena in which behavioral contagion and traditional economic incentives reinforce one another more strongly than the domain of tax compliance. Traditional economic models of the extent to which people obey their country’s tax laws focus almost exclusively on narrow material incentives.16 Enforcement is important even in the context of such models, but to a far lesser extent than when we also allow for the effects of behavioral contagion.

Economists have begun to recognize that social forces play an important role in this domain.17 James Andreoni and coauthors, for example, present evidence that tax compliance is also influenced by norms and social interactions, a position supported experimentally by James Alm and coauthors.18 Brian Erard and Jonathan Feinstein suggest that moral sentiments like guilt and shame are also important determinants of tax compliance.19 Michael Spicer and L. A. Becker offer experimental evidence that tax evasion is more likely when subjects believe they are being taxed unfairly.20

A creative study by the economists Jörg Paetzold and Hannes Winner sheds light on the extent to which tax evasion is influenced by peer behavior.21 It employs data from Austria, where the government allows workers to deduct commuting expenses from their incomes for tax purposes. Under this allowance, workers self-report their total commuting distances, and it is then their employers’ responsibility to certify the accuracy of their reports. But because many employers devote few resources to the verification step, misreporting entails little risk of punishment. Combining detailed tax data with employer and worker location data, Paetzold and Winner were able to verify that the claiming of excessive commuting expense deductions was in fact widespread.

By itself, that result is hardly surprising. For present purposes, the far more interesting part of the study was the authors’ examination of the extent to which exaggerated deduction claims were influenced by peer behavior. To estimate that magnitude, they focused only on workers who had moved to new workplaces during the current tax year. Those who were now employed by a firm in which tax evasion was either the same or less common than in their previous workplaces showed no change in their own rates of tax evasion. But the pattern was strikingly different for workers who had moved to a new job in which tax evasion was more common: for these workers, tax evasion grew by an even larger proportion than the one by which their new colleagues’ tax evasion exceeded that of their former colleagues.

Employers implicitly realize that if tax evasion entails little risk of punishment, they won’t have to pay as much to attract the employees they need. One consequence is that employees who know that their coworkers are cheating on their taxes confront a version of the waiter’s dilemma discussed earlier. In such cases, employees who are scrupulously honest on their taxes might reasonably view themselves as being unfairly underpaid. So even in Austria, which would normally be regarded as a rule-abiding country, citizens are not magically immune from peer influences.

Countries in which tax compliance is low operate at a significant disadvantage, often unable to sustain the infrastructure investments needed to support broad economic and social prosperity. In contrast, countries with high tax compliance have historically enjoyed an enormous edge. The United States was once firmly in the latter group. In a 2004 study that ranked thirty industrial countries on a 6-point tax-compliance scale, for example, it was in seventh place with a score of 4.47.22 Highest on the list was Singapore at 5.05, followed by New Zealand (5.00), Australia (4.58), the United Kingdom (4.67), Hong Kong (4.56), and Switzerland (4.49). Last among the thirty nations studied was Italy, with a score of 1.77.

High levels of tax compliance are relatively easy to maintain if most citizens believe that others are behaving honestly. But that belief becomes more fragile once we allow for behavioral contagion. Traditional models, which ignore peer effects, suggest that tax evasion will increase if a reduction in tax enforcement causes people to believe themselves less likely to be punished for cheating. But because few taxpayers relish feeling like chumps, the indirect effects of reduced enforcement are likely to swamp the direct effects. Once people realize that others are getting away with cheating on their taxes, explosive feedback processes quickly ignite.

Since 2011, Republicans in Congress have been enacting steep cuts in the IRS budget that have led to reductions in the agency’s enforcement activities. Nationwide in 2017, the criminal division of the IRS brought only 795 cases in which tax fraud was the primary crime, almost 25 percent fewer than it had brought only seven years earlier.23 The agency audited only 1 in every 161 individual returns in 2017, compared to 1 in 90 in 2011. Only 1 in 101 corporate returns were audited in 2017, down from 1 in 61 in 2012.24

Relative reductions in audit probabilities have been even steeper for individuals and corporations at the top of the economic pyramid. Only 4.4 percent of people with over $1 million in annual income were audited in 2017, compared to 12.5 percent in 2011. For corporations with assets over $10 million, the audit rate fell from 17.8 percent in 2012 to only 7.9 percent in 2017.25

These moves have been ill-timed, coming as they have in conjunction with the passage of a complex and extensive change in the nation’s tax laws in December of 2017. That legislation creates new distinctions between different types of income that are taxed at different rates, creating powerful new incentives to game the system by recharacterizing income. As Emily Horton of the Center on Budget and Policy Priorities wrote,

If the IRS can’t prevent this type of gaming, the tax cuts could be both costlier and more tilted to the wealthy than official estimates now show. But despite the new tax law’s once-in-a-generation enforcement challenge, the 2018 government funding bill funded enforcement at roughly last year’s level. The combination of new gaming opportunities and an underfunded, overworked IRS may well encourage the wealthy to push the boundaries of the new law.26

The top 0.5 percent of income earners were already accounting for a fifth of all unreported income, according to a study completed before the IRS budget cuts began.27 The new enforcement environment clearly puts the American tradition of high tax compliance even further at risk. As IRS commissioner John Koskinen wrote in 2015, for example,

We estimate the drop in audit and collection case closures this year will translate into a loss for the government of at least $2 billion in revenue that otherwise would have been collected. Essentially, the government is forgoing billions to achieve budget savings of a few hundred million dollars, since we estimate that every $1 invested in the IRS budget produces $4 in revenue. The cumulative effect of the cuts in enforcement personnel since Fiscal 2010 is an estimated $7–8 billion a year in lost revenue for the government.28

The figures cited by Koskinen refer only to the direct effects of IRS budget cuts on lost revenue from obligations owed on current incomes. But the far more serious threat posed by reduced enforcement is that future revenue shortfalls will grow substantially larger as a result of behavioral contagion. The long-run cost of each $1 reduction in the IRS budget is thus likely to be far higher than the $4 revenue loss reported by Koskinen.

Some people’s tax cheating is never discovered, even by the peers closest to them. But at least some proportion of tax cheating becomes known to others and, in a small number of cases, is made public for the entire world to see. According to a fourteen-thousand-word investigative report published by the New York Times in 2018, for example, most of the several hundred million dollars that Donald Trump inherited from his father was the fruit of “dubious tax schemes during the 1990s, including instances of outright fraud.”29 Revelations of this sort inevitably weaken the population’s inclination to play by the rules.

———

Many of Adam Smith’s modern disciples celebrate his theory of the Invisible Hand, which, in their telling, holds that market forces harness selfish individuals to serve the broader interests of society. As Smith wrote in The Wealth of Nations (bk. 2, chap. 2), “It is not from the benevolence of the butcher, the brewer, or the baker that we expect our dinner, but from their regard to their own interest.”

Yet Smith was far more circumspect than many of his modern disciples about the power of the Invisible Hand. He understood that self-interest alone wouldn’t lead to the greatest good for the greatest number. And he believed that markets could not function adequately in the absence of an elaborate foundation of laws and ethical norms.

George Akerlof and Robert Shiller, both Nobel laureates in economics, have argued that the same incentives that lead sellers to introduce quality improvements and cost-saving innovations in Adam Smith’s Invisible Hand narrative also ensure that no profitable opportunity to cheat consumers will remain unexploited.30

Under even the most optimistic assumptions about human nature, such opportunities will remain abundant. Because of behavioral contagion, the social cost of each successful act of cheating is a multiple of its direct private cost. Resources invested in efforts to thwart cheating thus yield far higher returns than generally supposed.

The only people who stand to lose from such investments are precisely those we should most want to see lose.


EBSCOhost - printed on 2/3/2020 11:04 AM via UNIVERSITY OF TECHNOLOGY SYDNEY. All use subject to https://www.ebsco.com/terms-of-use




7
Smoking, Eating, and Drinking

“Example, whether it be good or bad, has a powerful influence,” wrote George Washington in a March 5, 1780, letter to Lord Stirling, one of his revolutionary war generals.1

We have long known that human behavior is heavily shaped by situational factors, especially by the behavior of peers. But many of those factors are themselves a consequence, in the aggregate, of our own actions. That the causal arrows also run in that second direction has received relatively little attention. That ought not to seem surprising, since the influence of any single individual’s behavior on the overall environment is usually negligible.

Chapter 1 made these points in the context of the decision of whether to become a smoker. As considerable evidence suggests, the most important predictor of whether someone will smoke is the proportion of his or her peers who do so. Yet we can be sure that few people who are considering whether to smoke seriously consider that doing so might encourage others to take up smoking.

To the delight of public health advocates, smoking rates in the United States and many other industrial nations have declined sharply in recent decades, in large part because of higher cigarette taxes and other regulations aimed at discouraging smoking. But regulators did not invoke behavioral contagion as a rationale for these measures. Instead, they insisted that regulations were needed to protect nonsmokers from harms caused by secondhand smoke, or to protect taxpayers from having to subsidize the medical expenses of smokers. Those harms, however, are orders of magnitude smaller than the harms experienced by smokers themselves. The objection that government has no obligation to protect people from the consequences of their own actions loses force once we recognize that the harm smokers cause to themselves is far smaller than the harm they cause by making others more likely to take up smoking.

If social environments heavily influence our behavior, sometimes for the better but often for worse, it follows that the public has a legitimate interest in shaping individual behavior with an eye toward its impact on those environments.

In this chapter, I will explore in greater detail what researchers have learned about peer influences in the domain of smoking. I will also consider the extent to which obesity and excessive alcohol consumption are significantly affected by peer behavior.

Estimating the strength of peer influences on a specific behavior such as smoking might seem like a straightforward matter: just examine how the likelihood that someone with given personal characteristics will smoke varies with the proportion of his or her peers who smoke. And as researchers have long demonstrated, the correlations found in survey data are invariably large and positive. When the psychologist Laurie Chassin and coauthors queried almost four thousand students ranging from grades 6 to 11 about their smoking behavior in successive years, for example, they found that nonsmokers in the first survey were significantly more likely to have started smoking by the second survey if more of their friends were smokers.2

But simple correlations in survey data don’t answer the question of greatest interest to policy makers, which is how someone would respond to changes in the behavior of peers. As the economist Charles Manski explained in an influential 1993 paper, any observed correlation could plausibly result from causes other than direct peer influence.3 For example, if there were a high rate of smoking in a community, and teens were influenced to smoke primarily by whether their parents smoked, there would be a correlation between any given teen’s likelihood of smoking and the proportion of his or her peers who smoke. But if parental influence had been the sole source of that correlation, policies aimed at reducing the smoking rate of peers would not make any particular teen less likely to smoke.

Similarly, even when the likelihood that a given person will smoke depends on peer smoking rates, it almost certainly depends on a host of other genetic and environmental influences as well. And because peer group membership is not randomly assigned in most cases, there will often be a tendency for people with similar genetic and environmental backgrounds to choose one another as friends. Here, too, we would observe a correlation between an individual’s likelihood of smoking and the proportion of his or her peers who smoke. But that correlation would not be evidence that someone’s decision to smoke would make peers more likely to do so. A tax on cigarettes would still make smoking less attractive to each individual peer group member, but the resulting lower smoking rate of others would not make it any more likely that a given individual would refrain from smoking.

To estimate the direct peer influences that are of greatest interest to policy makers, then, researchers must find ways to control for two potentially important confounding effects: that external causal factors other than the direct influence of peers often matter; and that peers typically select one another, rather than being assigned to group membership at random.

In the domain of adolescent smoking behavior, one study in particular stands out for the care with which the authors attempted to control for these potential sources of bias.4 Using a large, nationally representative longitudinal sample of adolescents, the economists Mir Ali and Debra Dwyer estimated a multivariate statistical model in which they controlled for a variety of common environmental factors and peer-selection mechanisms. Their peer-group measures included not just people named as close friends, but also other classmates. Peer-group smoking rates were based on subjects’ reports of their own cigarette consumption.

Ali and Dwyer estimated that even after they controlled for potential confounding variables, the direct causal influence of peer behavior was substantial. For their sample, a 10-percentage-point increase in the proportion of classmates who smoke raised the probability that a given adolescent would smoke by 3 percentage points. They also reported that peer effects are even stronger among groups of friends. If the proportion of smokers among close friends rose by 10 percentage points, for example, that adolescent’s probability of smoking would rise by 5 percentage points.

A simple numerical example illustrates how dramatically the harm caused by peer influence overshadows the harm caused by exposure to secondhand smoke.

Consider a group of one hundred adolescent friends in which the number of smokers rises from ten to twenty, an increase in the group’s smoking rate of 10 percentage points (from the initial rate of 10 percent to the new rate of 20 percent). According to Ali and Dwyer, the direct peer effect of this change is to raise the likelihood of each group member becoming (or remaining) a smoker by 5 percentage points. And since the group has one hundred members, that implies an expected increase of five smokers.

But the story doesn’t end there. These five additional smokers raise the total number of smokers in the group from twenty to twenty-five, an additional increase in the group’s smoking rate of 5 percentage points. The expected result of this second-round effect would be 2.5 more smokers—increasing the group’s initial smoking rate by an additional 2.5 percentage points—which in turn would imply an additional 1.25 smokers, and so on. Effects of subsequent rounds would of course quickly become negligible. But when the process plays out, the final increase in the number of smokers in this group of one hundred would be twice as large as the original ten-person increase.

Many teens would of course have fewer than one hundred friends. I started with a group that large only because it makes the example simpler to describe. Examples involving smaller groups would yield the same conclusion. Consider, for instance, a group of five friends in which the number of smokers initially rose from one to two, an increase of 20 percentage points. According to the estimates of Ali and Dwyer, this would cause each member of the group to become 10 percent more likely to become or remain a smoker, which, in a group of five, translates to an additional increase in the expected number of smokers by 0.5 persons. That’s a further increase of 10 percentage points in the proportion of smokers, which, in turn, would cause a further increase in the number of smokers, and so on. The ultimate effect of the initial one-person increase in the number of smokers would thus be 1 + 0.5 + 0.25 + 0.125 + 0.0625 + . . . = 2.0. The size of the peer group chosen thus doesn’t alter the central conclusion that peer influence within a group effectively doubles the effect of an individual’s decision to become a smoker.

Yet the examples I’ve just described actually understate the magnitude of peer influences on teen smoking. That’s because they omit an important set of peer transmission channels that take place outside the boundaries of the original peer group. The original group of one hundred that I considered was constructed from the perspective of a specific individual member of it. In practice, many of its other ninety-nine members would include some of the group’s members in their own personal peer groups, but those groups would also include many outsiders. So when new members of the original peer group take up smoking, the smoking rate in each of those other groups would rise as well, causing additional outsiders to become smokers, and so on.

Where this process would ultimately lead would obviously depend on many additional features of the environment, most critically on the degree of overlap between individual peer group memberships. But suppose we ignore those additional transmission channels and focus only on effects within the original peer group. The Ali and Dwyer estimates imply that if one additional person starts smoking in a group of adolescent friends of any size, direct peer influences within that group alone will result in one other teen taking up smoking as well.

Government policy makers, hoping perhaps to parry libertarian objections to cigarette taxes and regulations, have emphasized that measures to discourage smoking are not paternalistic, not intended to protect people from harming themselves. Rather, they are meant to limit the harm caused to innocent bystanders by secondhand smoke. Exposure to secondhand smoke does indeed cause real harm, but, as noted, that harm is extremely small in comparison to the health consequences of being a smoker. By far the greater harm caused when someone becomes a smoker is that he or she “causes” someone else to start smoking—someone who otherwise wouldn’t have.

Yes, as opponents of regulation insist, people influenced in this way by peers are not forced to take up smoking. They have agency, and many do in fact resist. Yet for large populations, it becomes a statistical near certainty that an additional smoker in a group of friends will cause another person in that group to become or remain a smoker. So those who smoke are in fact causing harm to others vastly greater than any damage associated with exposure to secondhand smoke. With effort, many will succeed in avoiding that harm. But many others, such as parents who do not want their children to become smokers, simply have no recourse.

Largely because the smoking rate in the United States today is less than a third of what it was when I was a teen, none of my four adult sons has become a smoker. The stringent regulations that produced this outcome would be difficult to defend if their only purpose had been to prevent harm from secondhand smoke. But those regulations have clearly prevented harm on a vastly greater scale. With significant population groups continuing to smoke at high rates, peer pressure continues to cause enormous harm. If we adopted substantially tougher measures that caused smoking rates to fall still further over the next generation, would anyone look back at that step as having been misguided?

———

Behavioral contagion has also been shown to have influenced steep rates of growth in the incidence of obesity, both in the United States and in other parts of the world.

The condition is generally defined as an excess of body weight in relation to height. People are formally classified as obese if their Body Mass Index (BMI), calculated as weight in kilograms divided by the square of height in meters, takes a value of 30 or higher. Those with BMI values between 25 and 30 are classified as “overweight.”5

Obesity is associated with increased risk of contracting a variety of health problems, including depression, type 2 diabetes, cardiovascular disease, certain cancers, as well as overall mortality from all other causes.6 Some researchers, however, have argued that these risks have been overstated. In any event, there is broad agreement that they are less serious than those associated with smoking.7

But the risks are significant, and there is little question that obesity is on the rise. The proportion of American adults in the overweight category hovered around 31 percent between 1960 and 1994, but obesity rates climbed sharply during those same years, rising from 13 percent to 23 percent. By 1994, significantly more than half of all American adults were either overweight or obese.8 The proportion of obese adults had risen to 32 percent by 2004 and in surveys completed in 2016 had reached almost 40 percent.9 Rates for some groups are significantly higher, such as Hispanics (43 percent) and non-Hispanic blacks (48 percent).10 There are also significant sex differences in extreme obesity (BMI values greater than 35), with many more women than men in that category.11

That peer influences are significantly implicated in the rise of obesity was introduced to the scientific community in a pathbreaking study by Nicholas Christakis and James Fowler published in the New England Journal of Medicine in 2007.12 The authors studied a densely interconnected social network of more than twelve thousand people who were medically assessed at regular intervals between 1971 and 2003 as part of the renowned Framingham Heart Study. Each evaluation recorded not only the individual’s BMI, but also a variety of other data that made it possible to examine how his or her weight gain was related to weight gains by friends, siblings, spouse, and neighbors.

Christakis and Fowler introduced their report with a brief summary of what had led them initially to believe that behavioral contagion might be a contributing factor in the spread of obesity:

To the extent that obesity is a product of voluntary choices or behaviors, the fact that people are embedded in social networks and are influenced by the evident appearance and behaviors of those around them suggests that weight gain in one person might influence weight gain in others. Having obese social contacts might change a person’s tolerance for being obese or might influence his or her adoption of specific behaviors (e.g., smoking, eating, and exercising). In addition to such strictly social mechanisms, it is plausible that physiological imitation might occur; areas of the brain that correspond to actions such as eating food may be stimulated if these actions are observed in others. Even infectious causes of obesity are conceivable.13

Christakis and Fowler observed clusters of obese people among participants in the Framingham study at every point in time. If person A identified person B as a friend, for instance, and neither A nor B was initially obese, the likelihood that A would become obese increased by 57 percent if B became obese. That effect was greatly amplified when the friendship was mutual. Thus if B also identified A as a friend, A’s probability of becoming obese increased by 171 percent if B became obese.

The strength of such links depends powerfully on gender. In male-male friendships, for example, a man’s probability of becoming obese rose by 100 percent if a male friend became obese, but a female’s probability of becoming obese did not rise significantly if a female friend became obese. Weight gains were also uncorrelated across friendships of people of the opposite sex.

Among adult brothers, a man’s probability of becoming obese rose by 44 percent if his brother became obese. The corresponding estimate for adult sisters was 67 percent. But there was no statistically significant relationship for opposite-sex siblings. Among married couples, a husband becoming obese was associated with a 44 percent increase in the probability of his wife becoming obese. A wife becoming obese had almost the same effect, a 37 percent increase in the probability of her husband becoming obese.

As in the case of smoking, such correlations are not by themselves evidence of behavioral contagion, since they could be the result of selection effects or other common causal factors shared by study participants. Christakis and Fowler considered three separate explanations for obesity clusters: first, that people might choose to associate with similar others (“homophily”); second, that people might share attributes or be influenced by unobserved contemporaneous events that produce simultaneous changes in their weight (“confounding”); and third, that people might exert social influence on one another (“induction”).

The astonishingly rich detail of the Framingham Study data permitted Christakis and Fowler to disentangle these competing explanations for obesity clusters. That a person’s weight gain was not affected by the weight gain of immediate neighbors, and that geographic distance did not modify the effect for friends or siblings, helped to rule out common exposure to local environmental factors as an explanation for clustering. The authors also controlled for people’s previous weight status, which helped to account for confounding factors that are stable over time, like childhood experiences or genetic endowments. Also, by controlling for previous weight status, they were able to account for a possible tendency for obese people to form ties among themselves.

The authors’ findings regarding the directional nature of friendship effects suggested that obesity correlations among friends are not a result of contemporaneous exposure to unobserved environmental factors (because if friends became obese at the same time, the effect of such influences would not have differed with the directionality of the friendship tie). The authors also note, finally, that the stronger obesity correlations observed for same-sex friends and siblings further support the contagion hypothesis, on the plausible assumption that people are more likely to be influenced by people they resemble more closely.14

Again, although the risks to health and well-being posed by obesity are less serious than those associated with smoking, they remain significant. Obesity has been shown to be the leading risk factor for the development of type 2 diabetes, which in turn is a leading risk factor for heart and kidney disease.15

Obesity not only is associated with significant threats to physical health but also is a well-documented cause of social stigmatization.16 Both costs, moreover, are poised to grow dramatically worse. Detailed simulation models published in the Lancet in 2011 estimated that roughly 50 percent of American adults would be classified as obese by 2030.17

Further evidence that obesity is socially contagious comes from a natural experiment involving the transfer of military personnel to new geographic locations. Relative to those assigned to counties with average levels of obesity, those assigned to a county whose obesity rate was 1 percent higher than average were 5 percent more likely to be classified as overweight or obese during the course of their new assignments.18 Consistent with the contagion hypothesis, the likelihood of becoming obese rose with the length of stay at such locations, and was higher for those who lived in the community than for those who lived on base.

The obesity epidemic shows no signs of curing itself spontaneously. Nor is it likely to be curbed by putting additional pressure on people to lose weight. On the contrary, researchers have shown that obesity stigma has actually undermined public health efforts to slow the epidemic.19 Achieving permanent weight reduction is a difficult challenge, and stigmatization appears to deplete important psychological resources for confronting it.

There are, however, public health interventions that have shown promise in changing individual eating choices. What is clear, in any event, is that because behavioral contagion is so strongly implicated as a factor behind the current obesity epidemic, any policy changes that lead individuals to lose weight will trigger positive feedback effects that multiply the impact of those changes.

I’ll return to this point in chapter 11, where I’ll consider the kinds of measures that hold greatest promise for mitigating undesirable consequences of behavioral contagion.

———

Around the world, most people who consume alcohol do so in moderation. For example, someone who drinks a single glass of wine with dinner each evening would rank among the top 30 percent of all Americans in terms of per capita alcohol consumption. Two glasses each evening would put someone in the top 20 percent. But those in the top 10 percent of drinkers consume an average of two bottles of wine each evening. People in this group consume an average of more than seventy-four alcoholic drinks per week. Together, they account for more than half the alcohol consumed in the country each year.20

Researchers continue to debate whether moderate alcohol consumption entails any significant risks to health, and some studies suggest that it may even confer modest health benefits.21 But there is no doubt that the top 10 percent of drinkers are doing themselves serious bodily harm. According to the National Institutes of Health, for example, almost ninety thousand Americans die each year from alcohol-related injuries and illnesses, making alcohol the third leading cause of preventable deaths, after smoking and poor diet/inactivity.22

Heavy drinkers cause harm not only to themselves but also to others. In 2014, for example, there were 9,967 alcohol-impaired driving fatalities in the United States, only a minority of which were the impaired drivers themselves.23 Globally, more than 10 percent of children live with a problem-drinking parent.24 And a 2012 survey in New Zealand estimated that harms caused by drinkers were 50 percent more likely to befall people other than the drinkers themselves.25

In the domain of smoking, the direct harms to others caused by exposure to secondhand smoke have been the primary justification for regulations aimed at curbing smoking. So, too, in the domain of alcohol consumption, where the harms that heavy drinkers inflict on others have been the primary justification invoked for collective measures to limit excessive drinking. But as with smoking, direct harm to others is only part of the problem, for here too there is compelling evidence that drinking is socially contagious.

Researchers faced with the task of identifying peer influences on alcohol consumption encounter the same methodological hurdles that confronted smoking and obesity researchers. That a person becomes more likely to drink when a larger proportion of his or her peers drink would not by itself imply a causal link. It might be, for example, that a common set of external causal factors was responsible for the correlation. And it is almost surely also true that people with a high propensity to drink are more likely to select other drinkers as friends.

A study by the economists Michael Kremer and Dan Levy takes advantage of a natural experiment to help isolate direct peer influences from other causal factors.26 The authors examined the behavior of students at a large state university that employed a lottery system to assign first-year roommates. Because freshmen were assigned at random to a roommate, any association between subsequent changes in their own behavior and their roommate’s prior drinking behavior cannot have resulted from a self-selection effect. By comparing students who had the same observable characteristics but were randomly assigned to different types of roommates, the authors could estimate whether a roommate’s prior drinking history had an observable impact on the student assigned to live with him.

The authors measured precollege drinking behavior from responses on entering-student questionnaires administered during freshman orientation week. Students were asked the extent to which they had engaged in a variety of activities, to which they could answer either “frequently,” “occasionally,” or “never.” Included among the activities were two that pertained specifically to drinking: “Drank beer,” and “Drank wine or liquor.”

In the authors’ classification scheme, frequent drinkers were the 15 percent of students who answered “frequently” to at least one of the two drinking questions. The 53 percent of students who answered “occasionally” to at least one of these questions but not “frequently” to either were classified as occasional drinkers. The 32 percent of students who answered “never” to both drinking questions were classified as nondrinkers.

Kremer and Levy did not have data on how much alcohol students in their sample consumed after arriving on campus. So instead they estimated the impact of a student’s precollege drinking behavior on his or her roommate’s subsequent academic achievement, as measured by grade point averages at the end of the freshman and sophomore years.

When both males and females were considered as a single group, the impact of having a roommate classified as a frequent or occasional precollege drinker was to reduce a student’s end-of-year GPA by more than a tenth of a point on a four-point scale. But the effect was dramatically larger for males than for females. Relative to males whose roommates were nondrinkers, those whose roommates were frequent precollege drinkers had end-of-year GPAs that were 0.28 lower; for those whose roommates were occasional drinkers, the corresponding deficit was almost as great, 0.26 lower. These effects are comparable to the effect of a student’s own high school GPA being lower by half a point, or to having scored fifty points lower on the Scholastic Aptitude Test.27

By far the most dramatic impact observed in this study was for males who were themselves frequent precollege drinkers and were randomly assigned to a roommate who was also a frequent precollege drinker. Relative to the overall sample GPA, these males had end-of-year GPAs that were almost a full point lower.28

Because Kremer and Levy did not have data on student drinking while in college, their inference that these reductions in GPA were a consequence of peer-induced alcohol consumption is circumstantial. But they took pains to rule out other plausible causes. They reviewed a comprehensive literature, for example, that concluded that prior academic achievement measures and other individual roommate characteristics have little impact on the academic achievement of the students they live with. The authors’ own data set also enabled them to control directly for the potential influence of a rich set of student characteristics, such as frequency of television watching or degree of socializing, none of which were systematically related to changes in a roommate’s end-of-year GPA.

Kremer and Levy went on to note that the link between frequent high school drinking and larger GPA deficits for students paired with roommates who were also frequent drinkers is also consistent with the behavioral contagion hypothesis: “Those who have some predisposition to alcohol use are most vulnerable to the cues and social acceptability provided by a drinking roommate, while those who do not want to use alcohol anyway are less affected.”29

Finally, the authors noted that the persistence of the correlations they observed also supports the hypothesis of a direct causal link. Only 17 percent of students lived with their freshman year roommate during their sophomore year. So if disruptive behavior by a drinking roommate was the cause of reduced academic performance, rather than an induced preference for more frequent drinking, that would have applied to only a small minority of students during their second year. Yet male students whose roommates were frequent drinkers in high school had a GPA deficit of 0.43 points in their second year, as compared to a deficit of only 0.18 points in their first year.30

Unlike the study by Kremer and Levy, many other studies of peer effects on drinking employ data on actual changes in alcohol consumption. These studies typically report that individual consumption levels are strongly positively correlated with the consumption levels of peers.31 But here, too, the challenge is to discover the extent to which these correlations imply causation.

In response to this challenge, the economists Mir Ali and Debra Dwyer applied the same strategy they used in their teen smoking study cited earlier.32 In this case, they employed data for some ninety thousand adolescents from the National Longitudinal Study of Adolescent Health (Add Health). Students came from 132 schools between grades 7 and 12. More than twenty thousand of the original subjects were interviewed in their homes several years after the initial survey, by which time most of them had left high school. Those second-round interviews report detailed information on parental characteristics, and the authors were also able to construct measures of peer drinking from information provided by classmates included in the sample.

The Add Health interviewers asked participants the following specific question about their drinking: “During the last 12 months, on how many days did you drink alcohol?” Ali and Dwyer used responses to this question to classify students on a six-point scale: 0 = never drinks, 1 = drank once in the last year, 2 = drinks once a month, 3 = drinks 2–3 times a month, 4 = drinks 1–2 times a week, and 5 = drinks 3 or more times a week. The authors measured the drinking of a student’s classmates in two ways: first, as the average of their drinking scores thus defined; and second, as the percentage of classmates who participated in drinking in the past twelve months.

In versions of their study in which they controlled only for background demographic characteristics, they found that positive associations between individual drinking and friends’ drinking grew stronger with the intensity of friends’ drinking. They also found a positive association between individual drinking and classmates’ drinking, but this link did not depend on the intensity of classmates’ drinking.

But for present purposes, the estimate of greatest interest from their study is the one for which they controlled for both background characteristics and peer-selection effects in an effort to isolate the direct effect of peer influence. As Ali and Dwyer summarize their findings, a 10-percentage-point increase in classmates’ drinking rate increases both the likelihood and the intensity of individual drinking by slightly more than 4 percentage points.33

———

The research discussed in this chapter persuasively demonstrates the central role of behavioral contagion in three important public health arenas—smoking, obesity, and problem drinking. These findings reinforce the case for helping individuals alter the behaviors that contribute to these problems, because those behaviors harm not just people who engage in them, but also many others.

But the same findings have a second implication, which is that successful efforts to change any individual’s behavior in these domains will generate substantial multiplier effects. Behavior modification programs that provide peer support, for example, are known to be more successful than those that do not.34 I’ll return to this point in the chapters of part IV, which focus more closely on the policy implications of behavioral contagion.
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Expenditure Cascades

Behavioral contagion contributes to smoking, excessive drinking, unhealthful eating, low tax compliance, and a host of other problems. But harms in these areas pale in comparison to those that can reasonably be attributed to peer influence on spending patterns. Losses that result from wasteful spending patterns almost surely exceed $2 trillion annually in the United States alone.

As free-market enthusiasts like to say, people spend their own money more carefully than any government bureaucrat would. For the sake of discussion, let’s grant that private spending decisions are largely rational from the perspective of the individual. But individual rationality need not imply collective rationality, as when all stand to get a better view, only to see no more clearly than if all had remained comfortably seated. Individual and collective rationality exhibit a similar tension in spending decisions. Peer effects ignite a cascade of mutually offsetting expenditures in certain areas, while at the same time starving other areas of much-needed resources. Policies that could reduce these distortions would yield enormous benefits.

The simplest illustration of the source of the problem is the familiar military arms race. When one of two rival nations adds to its stock of weaponry, the other feels compelled to respond in kind, lest the balance of power be upset. Uncertainty about how much a rival has spent will often make it seem prudent to increase one’s own spending just a little further, provoking further escalations, and so on.

Each nation, of course, would prefer to devote those same funds to schools, hospitals, roads, houses, and other goods that would improve living standards at home. Yet each knows that to fall behind a military adversary could entail serious existential risk. From each individual nation’s perspective, then, it is prudent to respond in kind to a rival’s arms buildup.

Arms races do not proceed without limit, since expenditures on weaponry cannot exceed national income. But even when an uneasy equilibrium is reached, the resulting composition of each side’s total spending is profoundly wasteful. From the collective vantage point, after all, mutual spending on arms does nothing to enhance either nation’s security. On the contrary, greater firepower on each side would make serious damage more likely if hostilities were to erupt. But unlike escalations of military spending, investments in public infrastructure are not mutually offsetting. Increasing these investments would benefit everyone.

The logic of the arms-race narrative is completely uncontroversial. Indeed, most observers regard widespread attempts to negotiate enforceable arms-control agreements as clear evidence that it would be a good thing for rival nations to spend less on weapons and more on other things. It is much less widely understood, however, that exactly analogous forces have created enormous waste in our private consumption patterns. The steps by which this happens are suggested by two simple thought experiments:

1. WHICH WORLD WOULD YOU CHOOSE?

World A: You and your family live in a neighborhood with 4,000-square-foot houses, and all other neighborhoods have 6,000-square-foot houses;

or

World B: You and your family live in a neighborhood with 3,000-square-foot houses, and all other neighborhoods have 2,000-square-foot houses.

Standard economic models, which assume that the satisfaction provided by a house depends only on its absolute features, say that World A is the unambiguously better choice. Yet most people don’t seem to see things that way. And after careful thought, significantly more than half of respondents choose World B. Some of the minority who choose World A seem to do so out of concern that they shouldn’t care about others’ houses. Even so, few among them seem puzzled that others might choose differently.

My point is not that World B is the uniquely correct choice here. For the moment, I note only that most people say they would choose it. (John Bates Clark, Richard Ely, Thorstein Veblen, and other economists born in the nineteenth century would not have been surprised by the preference for World B. But the views of those authors have long since disappeared from modern economics textbooks.)

Now consider a second thought experiment, one with exactly the same structure:

2. WHICH WORLD WOULD YOU CHOOSE?

World A: You have a 2 in 100,000 chance of dying on the job this year, and others have a 1 in 100,000 chance;

or

World B: You have a 4 in 100,000 chance of dying, and others have a 6 in 100,000 chance.

As in the first thought experiment, here too the choice is between absolute advantage (World A) and relative advantage (World B). Over a span of many years, I’ve put this question to hundreds of people of different ages, sexes, and nationalities, and not once has anyone indicated a preference for World B. In the domain of safety, everyone opts for absolute advantage. But when people face a similar choice in the domain of housing, most opt for relative advantage.

The late British economist Fred Hirsch coined the term positional good to describe things that derive their value primarily from their scarcity rather than from their absolute characteristics. “The value of my education,” he wrote, “depends on how much education the man ahead of me in the job line has.”1 In what follows, I will use Hirsch’s term to mean a good whose value depends relatively heavily on how it compares with other goods in the same category. For people who chose relative over absolute advantage in the first thought experiment, housing would thus be a positional good.

Similarly, I will use the term nonpositional good to describe one whose value depends relatively little on how it compares with other goods in the same category. For people who chose absolute advantage in the second thought experiment, workplace safety would be a nonpositional good.

To call housing positional is not to say that only the relative attributes of a house matter. Someone who chose World B in the first thought experiment, for example, might well have preferred to live in a world in which her neighborhood had 3,500-square-foot houses and others had houses of 3,000 square feet.

Similarly, choosing a world with high absolute safety doesn’t mean that relative safety levels are of no concern. Most people choosing World A would almost certainly notice that their jobs were much more dangerous than others’. But if their only recourse were to move to World B, where their own absolute risk of death would double, they would decline.

Caring more about relative consumption in some domains than in others distorts people’s spending decisions. It leads to what I call positional arms races—patterns of escalating expenditure focused on positional goods. The resulting dynamic is exactly analogous to the one that drives military arms races. In both cases, wasteful spending occurs only because some categories of expenditure are more context-sensitive than others.

Military arms races occur only because relative differences in spending on weapons have more important consequences than relative differences in nonmilitary spending. If, to the contrary, spending less than a rival nation spent on toasters and television sets had more serious consequences than spending less on bombs, we would expect expenditure imbalances of precisely the opposite sort: countries would spend ever less on armaments in a quest to gain relative advantage in the domain of nonmilitary spending. That is of course not what we see. Military arms races are a consequence, pure and simple, of relative spending on armaments being more important—because it contributes so heavily to the outcome of military conflict.

In the domain of domestic consumption spending, an exactly parallel distortion occurs. Because relative spending matters more, by definition, for positional goods than for nonpositional goods, people end up spending too much on the former and too little on the latter. To see how the dynamic unfolds, consider a worker’s choice between two jobs that offer different levels of risk to safety. Both because safety devices are costly, and because workers prefer safe jobs to risky ones, employers who want to attract workers to riskier jobs must pay higher wages. Choosing additional safety on the job therefore comes at the expense of having less income to spend on other things. Choosing a riskier job would enable a worker to buy a nicer house. If she has children, that option might look doubly attractive since she knows that in almost every jurisdiction, better schools are those located in more expensive neighborhoods.

So let’s imagine that she chooses the higher-paying but riskier job. The same logic would also lead similarly situated workers to make the same choice. And if they too chose riskier jobs to be able to afford houses in better school districts, their increased bidding would serve only to bid up the prices of those houses. Half of all children would still attend bottom-half schools, the same as if no one had sacrificed safety for higher wages. All will have sold their safety in pursuit of a goal that none achieves.

Since Adam Smith’s day, classical economic theory has held that well-informed workers in competitive markets will sensibly navigate this trade-off between income and safety. They will accept additional risk in return for higher pay only if the satisfaction from having what they can buy with the extra income is greater than the corresponding loss in satisfaction from reduced safety. According to proponents of this view, regulations that mandate higher safety levels harm workers by forcing them to buy safety they value at less than its cost.

But why, then, does virtually every country in the world regulate workplace safety?2 (Even the poorest countries have at least rudimentary safety requirements.) Classical economic theory doesn’t have a good answer. It portrays such regulations as either anomalous or else needed because workers are uninformed, or because markets aren’t competitive enough. Yet we regulate many safety risks that workers clearly understand. Most coal miners, for example, know their work entails risk of black lung disease since their fathers and grandfathers died of it.

Nor is imperfect competition the problem. Most safety regulations, after all, have their greatest impact in precisely those markets that most closely approximate the competitive ideal. They have little effect on engineers in Silicon Valley or on investment bankers on Wall Street, whose conditions of employment are substantially safer than required by the Occupational Health and Safety Administration. It’s the employers who compete most fiercely with one another to attract the workers they need, such as fast-food restaurants and manufacturing firms that employ unskilled labor, that seldom go long without a visit from a safety inspector.

Individually rational decisions regarding workplace safety produce unattractive outcomes for the same reason that individually rational decisions lead to wasteful military arms races. Countries spend too much on arms not because they are stupid, but because falling behind a military rival is so costly. By the same token, workers take excessive risks on the job not because they are ill-informed, or because markets are insufficiently competitive, but because earning less than your peers consigns your children to schools of lower quality. Even with full knowledge and ample self-discipline, no worker can solve that problem individually, just as no nation can end a military arms race unilaterally. Restraint requires collective action. In short, the most parsimonious explanation for ubiquitous safety regulation is the same logic that explains military arms-control treaties.

That same logic also plays out in microcosm in the rules that govern athletic competition. The economist Tom Schelling once observed, for example, that when hockey players were permitted to play without helmets, few players wore them.3 Yet players strongly supported the adoption of rules requiring helmets. If helmets are a good thing, Schelling asked, why don’t players just wear them voluntarily? Why do they need a rule?

His answer was that skating helmetless confers a competitive advantage, enabling players to see and hear a little better. A bareheaded skater’s willingness to accept extra risk may also help to intimidate rivals. The resulting competitive advantage, moreover, occurs immediately and with certainty, whereas the increased risk of injury comes only with uncertainty and delay. The rub, of course, is that if one side skates without helmets, opponents will feel compelled to respond in kind. In the end, no team gains a competitive advantage, and all players face greater risk of injury. Hence the powerful attraction of helmet rules.

Schelling’s analysis of the logic of helmet rules highlights my central theme in this book, which is that society has a legitimate public policy interest in altering individual incentives to promote social environments that bring out the best in us. Much of what we do affects others profoundly, sometimes for good, but often for ill. Sometimes the best response will be to urge people just to mind their own business. But not always. For as we will see in chapter 11, people’s incentives can often be altered in relatively unintrusive ways.

Schelling’s analysis also sheds light on the misuse of terms like “freedom” and “liberty” in contemporary political discourse. Just as Milton Friedman objected that safety regulation robs workers of the freedom to decide for themselves how to weigh trade-offs between income and safety, others have objected that helmet rules similarly deprive players of their liberty. But those objections are like complaining that military arms-control agreements deprive nations of their freedom to build as many weapons as they choose. Well, yes. But that’s precisely their point!

Nations that sign military arms-control agreements do so because they understand that if they are free to make arms decisions individually, they will end up spending far too much on weaponry. By the same token, hockey players know that if they are free to make helmet decisions individually, they will end up incurring greater risk for no purpose. The same is true with workplace safety regulation. To enshrine the right to make workplace decisions individually is to deny the right of workers to support laws that enable them to make those same decisions collectively. Accordingly, it is instructive to think of regulations of this sort as positional arms control agreements.

———

More than three decades ago, I published my first academic paper about how people influence one another’s spending decisions.4 The Norwegian-born economist Thorstein Veblen had written about this subject at great length almost a century earlier, as had many others in the interim, including James Duesenberry, Harvey Leibenstein, Richard Easterlin, Richard Layard, and the aforementioned Fred Hirsch.5 And in the years since I began thinking about this issue, many other capable scholars have taken up this subject.6

Yet it is safe to say that none of us has had any significant impact on how mainstream economists think about consumption decisions. To this day, it remains standard practice to assume that spending decisions depend only on incomes and relative prices. People’s assessments of their needs and wants are assumed to be completely independent of the spending of others around them. But how could that be true if, as all evidence affirms, virtually every human evaluation is profoundly dependent on local context?

Why have economists consistently ignored this evidence? One possibility is that many of them believe that peer influences are rooted in base emotions such as envy and jealousy, and that it would be an ethical misstep to craft public policies that take such emotions into account. As the economist Donald Boudreaux once put it, for example,

I agree that people are concerned about their relative standing in society. But I don’t believe that such a concern should necessarily be embodied in government policy. (I also agree with those who point out that people naturally are biased against foreigners—prejudiced against others whose appearance and language and customs are very different from what is familiar—but I don’t want to elevate this natural tribal impulse into government policy.)7

In a similar spirit, John Maynard Keynes, widely regarded as the most brilliant economist of the twentieth century, described two classes of human desires, those that “are absolute in the sense that we feel them whatever the situation of our fellow human beings may be, and those which are relative in the sense that we feel them only if their satisfaction lifts us above, makes us feel superior to, our fellows.”8

Few of us look kindly on those driven by a desire to feel superior to others. On the contrary, we do our best to avoid such people, and our relative success in doing so seems to imply that they cannot be too common. If concerns about relative position are viewed as resulting from a desire to outdo one’s friends and neighbors, and if few of us are aware of having any such desire ourselves, it is perhaps not surprising that economists might have felt justified in ignoring positional concerns.

Yet such concerns would powerfully shape human behavior even in a world in which envy, jealousy, and one-upmanship were completely absent. That’s because the ability to achieve basic goals in life often depends strongly on relative purchasing power. The housing market again provides the clearest illustration of the validity of this claim.

Before Massachusetts senator Elizabeth Warren went into politics, she and her daughter, Amelia Warren Tyagi, coauthored a book in which they asked why most one-earner couples could live comfortably within their budgets in the 1950s, yet the two-earner couples that had become the norm by the 1990s often struggled to make ends meet.9 Their answer was that the second paycheck went largely to fuel a bidding war for houses in better school districts.

Even in the 1950s, one of the highest priorities of most parents was to send their children to the best possible schools. Because the labor market has grown more competitive during the ensuing years, this goal now looms even larger. It was thus no surprise, Warren and Tyagi argued, that two-income families would choose to spend much of their extra income on better education for their children. And because the best schools are almost always located in the most expensive neighborhoods, the imperative was clear: to gain access to the best possible public school, you had to purchase the most expensive house you could afford.

In the 1950s, strict credit limits held the bidding for houses in better school districts tightly in check. Lenders typically required down payments of 20 percent or more and would not issue loans for more than three times a borrower’s annual income.

In a well-intentioned but ultimately misguided move to help more families enter the housing market, borrowing restrictions were relaxed during the intervening decades. Down payment requirements fell steadily, and in the years leading up to the 2008 financial crisis, many houses were bought with no money down. Adjustable-rate mortgages and balloon payments further boosted families’ ability to bid for housing.

The result was a painful dilemma for any family determined not to borrow beyond its means. It would be difficult to fault a middle-income family for aspiring to send its children to schools of at least average quality. (Indeed, many would think ill of any family that aspired to less.) Yet any family that stood by while others exploited more liberal credit terms would consign its children to below-average schools. So even financially conservative families might have reluctantly concluded that their best option was to borrow up.

Those who condemned such families saw a different picture. They saw undisciplined spendthrifts overcome by their lust for cathedral ceilings and granite countertops, families that needed to be taught a lesson. The late Senator John McCain, for example, argued that “it is not the duty of government to bail out and reward those who act irresponsibly, whether they are big banks or small borrowers.”10

Yet millions of families got into financial trouble simply because they understood that life is graded on the curve. The best jobs go to graduates from the best colleges, and because only the best-prepared students are accepted to those colleges, it is quixotic to expect parents to bypass an opportunity to send their children to the best elementary and secondary schools they can. The financial deregulation that enabled them to bid ever-larger amounts for houses in the best school districts essentially guaranteed a housing bubble that would leave millions of families dangerously overextended.

Many people who have written about peer effects in consumption describe them as a manifestation of the familiar notion of “keeping up with the Joneses.” The first advice I offer a junior colleague who wants to work in this area is never to use this expression. It conjures the image of insecure people who are putting on airs, trying to seem as if they’re more than they are. But although there surely are such people, this is fundamentally not what drives the consumption behavior we’re considering.

Placement counselors, for example, stress the importance of looking good when a client goes for a job interview. But looking good is also a relative concept. It means looking better than the other candidates for the same job. If you’re a soon-to-graduate MBA looking for a position in investment banking, the competition is steep. You and your rivals are likely to be roughly equally qualified on paper. If you show up for your interview in a $300 off-the-rack suit while they show up in custom-tailored suits costing ten times that amount, you’re unlikely to get a callback. For reasons discussed in chapter 2, such cues typically operate outside of conscious awareness. Most interviewers couldn’t report even the color of a suit worn by a job candidate, much less estimate how much it cost. Yet they somehow remember which candidates looked the part.

Quite apart from the link between relative spending and the ability to achieve basic goals, the influence of context on evaluation affects spending decisions in a host of less concrete ways that have nothing to do with keeping up with the Joneses. Even someone who lived alone on an island, for example, would take pleasure in driving a car that seemed special, one that was faster and handled better than expected. But special is also an inescapably relative concept. I’m a lifelong car enthusiast, and the most thrilling driving experience in my memory bank occurred decades ago, when a high school friend let me take the wheel of his 1955 Ford Thunderbird. The car’s brilliant handling and neck-snapping acceleration left me in awe. But no sports car enthusiast today would react that way to a ’55 T-Bird. The car’s 0–60 time was 11.5 seconds, positively tortoise-like by current standards.11 The family-friendly Honda Accord Touring sedan does the 0–60 sprint in 5.6 seconds. The Porsche 918 Spyder? Only 2.2 seconds.12

Sometimes, a cigar is just a cigar. In a preponderance of cases, base emotions like envy and jealousy have nothing to do with spending decisions. Nor does enjoying a special-seeming consumption experience imply a desire to feel superior to others. It is simply about enjoying something that seems special.

But even if base emotions were an important source of positional concerns, that would hardly justify ignoring them in the design of public policy. The base emotion of avarice, for example, undoubtedly motivates some people to commit larceny. Would anyone view that as an argument against policies to discourage theft?

———

The dynamic by which positional concerns distort spending patterns suggests that waste will be exacerbated by rising income and wealth inequality. Recent experience offers an opportunity to test that hypothesis.

During the three decades after World War II in the United States, incomes of rich, middle-income, and poor families grew at about the same rate—almost 3 percent a year. But since then almost all gains have gone to people at the top. Those gains have been truly spectacular. The top 1 percent of earners, who received less than 9 percent of total income in 1973, saw their share rise to 22 percent by 2015. Gains grow ever larger as we move up the economic ladder. The top one-tenth of 1 percent of earners, for instance, saw their share of total income rise more than sixfold during those same years. Members of this group had an average income of $6.75 million in 2015. Earnings of the CEOs of the largest American companies have grown even more rapidly. In 2016 they earned 347 times as much as the average worker, up from 42 times as much in 1980.13

Extra income leads people at all income levels to spend more, and the rich are no exception. In 2016, private equity magnate Daren Metropoulos paid $100 million for Hugh Hefner’s Playboy Mansion in Holmby Hills, then the highest price ever paid for a house in Los Angeles.14

But the Playboy Mansion’s record price is likely to be ephemeral. At this writing, the largest and most expensive property on the American market is a Los Angeles mansion named The One, a 100,000-square-foot dwelling on a Bel Air hilltop with an asking price of $500 million.

The property is well equipped. It has twenty bedrooms, the largest a 5,500-square-foot master suite with its own office, pool, and kitchen. The mansion also has six other pools, a nightclub, a commercial-sized beauty salon, and five elevators.15

The One’s asking price is $200 million more than the $300 million that Saudi Crown Prince Mohammed bin Salman paid in 2015 for the Chateau Louis XIV in Louveciennes, France—at the time the highest price ever paid for a private residence.16 But even if The One fetches its full asking price, it is unlikely to remain the world’s most expensive dwelling for long. Also on the market is The Mountain of Beverly Hills, a 157-acre site with spectacular panoramic views of the city and ocean below. No structures have yet been built on the property, but zoning laws authorize a compound whose buildings total up to 1.5 million square feet. The asking price for the site alone? $1 billion.17 Worldwide, there are hundreds of potential buyers who could afford to pay cash.

Of course, The One and The Mountain of Beverly Hills may not fetch their asking prices. The Playboy Mansion, for example, had originally been listed at $200 million but sold for only half that. But no matter. The point is that outsized income gains have been leading top earners to spend unprecedented sums for houses. And not only for houses. In addition to buying the $300-million Chateau Louis XIV, for example, the Saudi crown prince recently bought a $500-million yacht and a $450-million Leonardo da Vinci painting.18

Many have castigated the world’s rich for their over-the-top spending. From the perspective of a middle-income family struggling to make ends meet, that’s hardly puzzling. Yet the criticism overlooks something important, which is that radically different local frames of reference shape the choices of people in different income strata. As a young man just out of college, for example, I lived in a two-room house with no electricity or running water during my two years as a Peace Corps Volunteer teacher in a remote village in Nepal. At no time did that house feel unsatisfactory in any way. It was in fact nicer than the houses of my fellow teachers. Yet that same house would seem grossly unsatisfactory in any wealthy industrial country.

My current house in Ithaca, New York, is much larger and better appointed than my house in Nepal. If my Nepali friends were to see it, they would wonder why anyone would need such a grand estate. Why so many bathrooms, they would wonder. But middle-income colleagues here don’t react to it that way at all. They see it as the sort of old house that many professors live in. To be astonished by the mansions of the ultrarich is to fail to recognize that the local context in which they travel is simply different from our own.

In any event, there is little evidence that middle-income Americans resent the superrich. On the contrary, they display a brisk appetite for pictures and video footage of the new megamansions. Those structures, however, have changed the frames of reference that shape the housing choices of the near rich, who travel in the same social circles. To entertain in the manner now expected of them, they feel they, too, must build bigger. An expenditure cascade ensues, resulting in larger houses for families up and down the income ladder. The median new house built in the United States grew from fifteen hundred square feet in 1973 to more than twenty-five hundred square feet today.19 And since the median house now has fewer occupants than before, living space per person is nearly twice what it was in 1973.

Part of this growth was caused by the lax credit terms described earlier. But the credit market can’t account for the expenditure cascades we’ve seen in other domains. We’re buying heavier, more expensive cars and bigger boats. And we’re staging ever more elaborate wedding, anniversary, and birthday celebrations. Standard economic models assume that higher spending by top earners won’t affect what middle-income families spend. But if context shapes people’s evaluations in the ways we’ve seen, that can’t be true. Higher spending at the top has shifted the frames of reference that define adequate for those just below the top, and so on, all the way down the income ladder.

Why does the average American wedding now cost over $35,000, more than three times as much in real terms as in 1980?20 Like a good school, a special celebration is a relative concept. It must stand out from what people expect. But when everyone spends more, the effect is merely to raise the bar that defines special. Spending on weddings has tripled, yet the total amount of special remains essentially the same as before.

Are couples who marry today any happier because their weddings cost so much more? The reverse may in fact be true. In one large sample of women, for instance, the annual probability of divorce among those whose weddings cost more than $20,000 was more than three times that of those whose weddings cost between $5,000 and $10,000.21

Yet it is difficult to second-guess parents’ desire to host a wedding whose guests will feel that they have celebrated the occasion properly. Someone who is especially creative might organize a party that meets that goal on half of what most others spend. But since half of all people are in the bottom half of the creativity distribution, that’s not an option available to everyone.

One way to test the hypothesis that rising inequality fuels expenditure cascades is to investigate whether geographic variations in inequality occur in tandem with signs of increasing financial distress. Census data do in fact reveal a strong connection of this sort. One of the most direct statistical measures of financial distress is the rate at which people file for bankruptcy. Between the census years of 1990 and 2000, income inequality grew in each of the country’s one hundred largest counties, but there was substantial variation across those counties. And those that experienced the largest increases in income inequality were also the counties experiencing the largest increases in bankruptcy filings.22

A less direct measure of financial distress is the rate at which couples file for divorce. Marriage therapists report that they rarely counsel couples for whom financial hardship is not high on their list of problems. Here, too, the same counties that saw the largest increases in inequality were also the ones that reported the steepest increases in divorce rates.23

One way that financially struggling families try to make ends meet is to move to more distant residential areas, where housing is cheaper. The rub, of course, is that commutes from such locations are longer and more stressful. And once more, we see inequality’s footprints. The counties that experienced the biggest increases in automobile commutes longer than one hour were also those in which income inequality had increased most.24

Rising inequality may not have been the only cause of the expenditure cascades we have witnessed. But one thing is certain: they haven’t been happening because median earners have become more prosperous. The median hourly wage of American men, adjusted for inflation, is actually lower now than it was in 1980.25

How severe are the financial hardships spawned by expenditure cascades? Figure 8.1 shows the toil index, a simple measure I constructed to track one important cost of the expenditure cascade in housing for middle-income families. Because of the strong link between house prices and perceived school quality, median earners must buy the median-priced home in their area to achieve even the modest goal of sending their children to a school of average quality. The toil index plots the number of hours the median earner must work each month to earn enough to achieve that goal.26

When incomes were growing at roughly the same rate for all income classes during the post–World War II decades, the toil index was almost completely stable. The median earner had to work slightly more than a week to earn a month’s rent for the median-priced house. But income inequality began rising sharply after 1970, just as median wages began to stagnate. Since then, the toil index has risen in tandem. By the early 2000s, the median earner had to work approximately one hundred hours a month to be able to afford that median home, up from only forty-two hours in 1970. Little wonder that Warren and Tyagi found that a second income had become necessary simply to make ends meet.
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FIG. 8.1. The toil index.



———

Behavioral scientists have good reason to believe that even a doubling of the size of every mansion in the country would not produce a measurable increase in human well-being. In part, this belief is grounded on evidence that, beyond a certain point, it is relative, not absolute, mansion size that matters.

But having a larger mansion would also be unlikely to produce a durable increase in the happiness even of someone who lived in complete isolation from others. That’s because of the human nervous system’s remarkable powers of adaptation. It spans the range of biological functioning, all the way down to molecular changes at the cellular level. Without even a trace of conscious effort, for example, neural changes in the visual cortex of the brain operate in concert with autonomic changes in pupil dilation and photochemical changes in the retina that enable us to see, more or less normally, in environments whose actual luminosity varies by a factor of more than one million.27 Our capacity to adapt to different material living standards is no less remarkable. Even in a Robinson Crusoe setting, then, having a larger mansion would quickly become the new normal.

This observation suggests what might seem a compelling objection to my earlier claim that positional arms races are harmful. If adaptation helps explain why extra spending on positional goods doesn’t make people happier, doesn’t it also imply that reduced spending on nonpositional goods won’t diminish long-run happiness? Why wouldn’t people just adapt to any shortfall of nonpositional goods?

Adaptation is of course not the only reason that higher spending on positional goods tends to disappoint. As in a military arms race, such spending also serves the implicit aim of gaining competitive advantage. Across-the-board increases in spending on positional goods disappoint not just because of adaptation but also because they don’t affect competitive balance. As noted, when all spend more on interview suits, no one becomes more attractive relative to rival candidates. And when all buy bigger houses, no one’s relative house size changes.

But competitive advantage plays a much-diminished role for non-positional goods. If fewer resources were devoted to safety, for example, people might be sensitive in the short term to the environment’s having become more dangerous. But over time, adaptation might be expected to cause them to view the new conditions as normal.

Yet even if adaptation drove concern about higher risk levels completely out of conscious awareness, that would not imply that increased risk does not matter. Suppose, for example, that someone faced a simplified version of the second thought experiment discussed earlier, one where the choice was between two worlds that were identical except that the risk of death by injury was twice as high in one than in the other. No one could argue with a straight face that the level of risk wouldn’t matter for such a choice.

In fact, our capacity to adapt varies considerably across domains. There are some stimuli, such as environmental noise, to which we adapt quickly at a conscious level, yet to which our bodies continue to respond in measurable ways even after decades of exposure. There are some stimuli, including various allergens, to which we not only do not adapt over time, but actually become more sensitive.28

If our ability to adapt is different for different kinds of purchases, and if similar differences exist with respect to their importance for competitive outcomes, it is easy to see how rearranging our spending patterns might result in durable increases in well-being. A convenient way to summarize some of the evidence that bears on this possibility is again to imagine once-and-for-all choices between environments in which the composition of total spending differs. In each case, imagine that people in Society A live in 6,000-square-foot houses while those in Society B live in 4,000-square-foot houses, and that in each case spending in a second category differs in the ways described in table 8.1.

In each of the examples shown, the citizens of Society B use the resources saved by building smaller houses in an attempt to improve some other aspect of their living conditions. Available evidence provides no reason to believe that citizens of a society in which all live in 4,000-square-foot houses would experience lower subjective well-being than if all lived in 6,000-square-foot houses, even if all other conditions in the two societies were the same. Someone who moved to a society with larger houses would probably be pleased at first with the additional living space. But over time the larger house would simply become the norm. Nor is there any evidence that a society in which citizens occupy 6,000-square-foot houses would enjoy greater longevity or freedom from illness than their counterparts in a society with somewhat smaller houses. In short, there is no reason to believe that the assumed difference in house size would affect well-being in any significant way.

Yet it takes substantially more real resources to build 6,000-square-foot houses instead of 4,000-square-foot houses. A society that instead produced the smaller houses would thus have additional resources with which to produce the things described in the Society B examples. Elsewhere I have summarized voluminous evidence that each of the specific shifts described would produce large, reliably measured, and durable improvements in personal well-being.29







	TABLE 8.1




	Society A
	Society B


	All citizens live in 6,000-square-foot houses and have one-hour commutes to work by car each way through heavy traffic.
	All citizens live in 4,000-square-foot houses and have 15-minute one-way commutes to work by rapid transit.


	All citizens live in 6,000-square-foot houses and have no free time for exercise each day.
	All citizens live in 4,000-square-foot houses and have an hour of free time for exercise each day.


	All citizens live in 6,000-square-foot houses and have time to get together with friends one evening each month.
	All citizens live in 4,000-square-foot houses and have time to get together with friends four evenings each month.


	All citizens live in 6,000-square-foot houses and have one week of vacation time each year.
	All citizens live in 4,000-square-foot houses and have four weeks of vacation time each year.


	All citizens live in 6,000-square-foot houses and have relatively low levels of personal autonomy in the workplace.
	All citizens live in 4,000-square-foot houses and have relatively high levels of personal autonomy in the workplace.





The examples just discussed constitute only a small proportion of the expenditure shifts that have been shown to promote human flourishing. As many studies have demonstrated, for example, money spent on experiences results in larger and more durable increases in well-being than the same amounts spent on goods. The psychologists Tom Gilovich and Leaf Van Boven, who have done much of the pioneering work in this area, argue that the difference occurs in part because experiences are far less susceptible to adaptation than material goods.30 People quickly get accustomed to the greater clarity of a 4K TV image, for instance, but spend years recalling memories of a vacation with friends.

Gilovich and his collaborators also note that relative comparisons matter less for experiences than for goods.31 Here they cite survey evidence from the economists Sara Solnick and David Hemenway that echoes the patterns seen in the thought experiments discussed earlier:32 although people sometimes hesitate when faced with a choice between absolute and relative income, the same uncertainty doesn’t seem to apply to experiential goods like vacations. Most people say they would strongly prefer a world in which they got four weeks of vacation and peers got eight to one in which they got two weeks and peers only one.

Using consumer expenditure data, the economist Ori Heffetz has demonstrated that goods that are easily observed are more likely than others to be positional.33 This is as one would expect, perhaps, since it is difficult to be influenced by environmental features that cannot be seen. An important implication is that personal savings, which are typically invisible to outsiders, may be one of the most important of all nonpositional budget categories. This would be consistent with evidence that most consumers save far less than what rational life-cycle spending plans would require.34

In short, behavioral scientists have identified a host of ways in which society has failed to glean maximal advantage from its available resources. If practical policies could be found to rearrange spending patterns in the ways suggested by the findings of these researchers, virtually everyone could lead healthier and more satisfying lives.

———

Even as positional concerns have been steering a growing share of national income toward luxury consumption, they have also been making it more difficult for national, state, and local governments to maintain our decaying infrastructure. Public goods are fundamentally different from private goods. When some people spend more on houses or wedding celebrations, for example, others feel pressure to follow suit, but the same dynamic does not occur for public goods, which are available on essentially equal terms to all citizens. Because public goods do not lend themselves to interpersonal comparisons, they are nonpositional almost by definition.35

In any event, it is a truism that greater spending on positional goods leaves fewer resources available for public investment. And there is little question that levels of public investment have not kept pace in recent decades. More than 20 percent of the nation’s roadways, for example, were classified as being in substandard condition in 2015, meaning that they were significantly overdue for maintenance. Preventable damage to vehicles from potholes and other road-surface irregularities is also rising. The resulting repairs cost motorists more than $120 billion in 2015, an average of $533 per driver. Budget shortfalls have led at least twenty-seven states to downgrade low-traffic rural roadways from asphalt to gravel.36

In 2016, more than 9 percent of the nation’s 614,387 bridges were rated by engineers as structurally deficient, and the backlog of bridge-rehabilitation funding stood at more than $120 billion.37 In 2015 there were more than 15,000 dams in the United States that received engineers’ “high hazard” rating, used to denote those for which failure would result in loss of life. This was a 50 percent increase over the corresponding estimate in 2005. Among the high-hazard dams, the number rated as deficient was also growing, reaching more than 2,100 in 2016.38 Engineers also report long-standing maintenance backlogs in the nation’s airports, schools, drinking water, and sewage systems.

In the face of these backlogs, proposals to launch significant new infrastructure initiatives, such as high-speed rail service or a smart electric grid, have consistently failed in Congress. Much more troubling, we have not yet launched the investments required to confront the climate crisis, by far the biggest challenge facing the planet. (More on this point in the next chapter.)

Although many factors have contributed to America’s failure to invest in the public sphere, one in particular stands out: citizens’ demands for government services have outstripped government tax revenue. That phenomenon, in turn, has many causes, among them the sharply rising costs of health care and pensions associated with our aging population. But an additional contributing factor has been the long-term decline in the nation’s top marginal tax rate, summarized in table 8.2.







	TABLE 8.2 MAXIMUM MARGINAL TAX RATES ON INDIVIDUAL INCOME IN THE UNITED STATES




	Year
	Top Tax Rate


	1966
	70%


	1982
	50%


	1987
	38%


	1995
	39.6%


	2018
	37%


	Source: Tax Policy Center, “Historical Highest Marginal Income Tax Rates,” March 22, 2017, https://www.taxpolicycenter.org/statistics/historical-highest-marginal-income-tax-rates.





Many tax cuts were adopted in the hope that they would stimulate economic growth by enough to prevent a decline in overall tax revenues. That hope proved wishful thinking. The nonpartisan Congressional Budget Office estimated that the George W. Bush tax cuts reduced federal revenue by $2.9 trillion between 2001 and 2011. And in a widely cited New York Times article, Bruce Bartlett, a senior economic adviser in the Ronald Reagan and George H. W. Bush administrations, argued that the actual revenue shortfall caused by the Bush tax cuts was considerably larger.39

Proponents of the Tax Cuts and Jobs Act passed by Congress in December 2017 also predicted that the legislation would increase economic growth, boosting tax receipts by more than enough to offset the rate reductions. That forecast also failed. Revenues in the wake of the act’s passage declined sharply, just as most economists had warned. Even the White House’s Office of Management and Budget, whose director was one of the strongest proponents of the Trump tax cuts, has increased its earlier forecast of the national debt by more than $1 trillion over the next decade.40

———

Many economists celebrate the theory of revealed preference, which holds that we can learn much more about people’s true preferences by watching what they buy than by listening to what they say. It’s a useful theory in many settings, but it breaks down when individual motives and collective motives are in conflict, as they are in positional arms races. In such cases, we often learn more about what people value by listening to what voters say than by watching what they buy. Regulations are data.

An economist armed only with revealed preference theory would conclude that if a worker accepted a riskier job at a higher wage, he or she must view the additional income as more than adequate compensation for the greater risk exposure. That would be a reasonable inference if workers cared only about absolute income. But once we acknowledge the importance of relative income, the conclusion no longer follows. That virtually every society tries to limit the extent of risk exposure in the workplace is thus powerful indirect evidence in favor of the expenditure cascades narrative.

Consider, too, the quintessential nonpositional budget category, personal savings. A rational lifetime consumption plan would require spending significantly less than one’s income during the working years, then using savings to maintain roughly the same standard of living in retirement. But apart from the wealthy, few people manage to execute such plans on their own. Widespread inadequacy of retirement incomes has led the governments of most countries to intervene. In the United States, for example, the government imposes a payroll tax of 12.4 percent, which it then uses to support Social Security payments to retirees.

Milton Friedman and other free-market enthusiasts object that such interventions deprive workers of the freedom to decide for themselves how much and in what forms to save. Embracing such criticism, the administration of President George W. Bush attempted to privatize Social Security. But if individual and collective savings decisions are squarely in conflict, as they are in the expenditure cascades narrative, it’s easy to see why privatization proved so unpopular.

People who rely exclusively on private savings would always have the option of drawing down savings to bid for a house in a better school district. Some would undoubtedly do so. Others would then face pressure to follow suit, since the alternative would be to send their children to substandard schools. The Social Security system effectively prevents people from diverting a significant share of retirement income into such fruitless bidding wars. Here, too, revealed preference theory has difficulty explaining the support for government regulation of retirement savings—an intervention that is predicted by the expenditure cascades narrative.

Similar conclusions apply to ways in which societies attempt to regulate hours of work. The Fair Labor Standards Act, for example, mandates overtime pay premiums and other incentives for employers to limit the length of the workweek. Free market enthusiasts object that such measures limit the freedom of workers and employers to negotiate mutually attractive labor contracts. Indeed they do. But if relative income matters as much as evidence suggests, it’s easy to see why workers might embrace such restraints. Working fifty hours a week instead of forty would significantly reduce a worker’s leisure time in relative terms, but would also increase that worker’s income in relative terms. From any individual’s perspective, this would count as a net gain, since survey evidence reveals relative leisure to be less important than relative income.41 But others could of course follow suit, causing that advantage to prove ephemeral.

Further support for this interpretation comes from survey evidence regarding the preferences of professional workers, who are not subject to the overtime provisions of the Fair Labor Standards Act. The economists Renée Landers, James Rebitzer, and Lowell Taylor asked associates in large law firms which they would prefer: their current situation, or an otherwise similar one with an across-the-board cut of 10 percent in both hours and pay.42 By an overwhelming margin, respondents chose the latter. But they were not willing to choose that option unless their colleagues also did so.

Concerns about relative position also appear to affect labor force participation by much more than traditional economic factors. The economists David Neumark and Andrew Postlewaite, for example, investigated the labor force status of three thousand pairs of full sisters, one of whom in each pair did not work outside the home. Their aim was to discover what determined whether the other sister in each pair would seek paid employment. None of the usual economic suspects mattered much—not the local unemployment, vacancy, and wage rates, not the other sister’s education and experience. A single variable in their study explained far more of the variance in labor force participation rates than any other: a woman whose sister’s husband earned more than her own husband was 16 to 25 percent more likely than others to seek paid employment.43 As the essayist H. L. Mencken observed, “A wealthy man is one who earns $100 a year more than his wife’s sister’s husband.”

In sum, although the expenditure-cascades narrative trumps the revealed-preference narrative in domain after domain, economists and policy analysts doggedly continue to assume that people’s assessments of their options are completely independent of the contexts in which they find themselves. Abandonment of that assumption is long overdue.

———

How large are the losses that result from positional arms races? At this chapter’s outset, I suggested that they dwarf the total harm associated with the behavioral contagion processes discussed in earlier chapters. Given the limitations of available data and the primitive state of behavioral models, a precise estimate of the total loss from expenditure cascades lies well beyond reach. But if we’re willing to make a few reasonable assumptions, we can get at least a rough idea of its scale.

Start with the observation that behavioral scientists who study human well-being cannot say with any confidence that Americans were happier in 2018 than they were in 2012, even though the inflation-adjusted total value of the nation’s goods and services was more than $2 trillion higher in 2018. Now imagine that someone had possessed a magic wand that could have rearranged our 2012 spending patterns in favor of nonpositional goods. The nation’s largest houses could be reduced in size, for example, wealthy motorists could all buy slightly less expensive cars, and families could spend less on weddings. The resulting savings could then be spent to shorten the workweek by a few hours and provide an additional two weeks of vacation time for everyone. And a bit more could be spent on infrastructure.

Existing evidence leaves little doubt that expenditure shifts of this sort would have caused clear gains in well-being for 2012 Americans, gains that would enable us to say that Americans living in this rearranged version of 2012 would have been happier than actual Americans in 2018, even though those in the first group were $2 trillion poorer. Unless we are willing to deny the validity of that evidence, the clear implication is that our current spending patterns are wasting at least $2 trillion annually. That’s a lot more than the harm caused by behavioral contagion in all other domains.

Of course, no one has a magic wand that could rearrange spending patterns in the ways just described. As I take pains to emphasize to my students, merely demonstrating the existence of a market failure provides no assurance that government intervention would improve matters. And unfortunately, many interventions have actually made matters worse.

The practical question, then, is whether our existing arsenal of imperfect economic and social policy tools might enable us to rearrange our spending patterns at acceptable cost. I’ll return to this question in the chapters in part IV.
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9
The Climate Crisis

Some political leaders have long denied that our planet is getting warmer. Others acknowledge a warming trend, but deny that human activity has had anything to do with it. Because even the mere possibility of significant climate change has sweeping policy implications, Congress created a government agency to study the issue. The Global Change Research Act of 1990 requires a report to Congress and the president at least once every four years that analyzes, among other things, “current trends in global change, both human-induced and natural, and projects major trends for the subsequent 25 to 100 years.”1

NCA4, the fourth such report, was delivered in the fall of 2018. Its first sentence could hardly be less equivocal: “Earth’s climate is now changing faster than at any point in the history of modern civilization, primarily as a result of human activities.”2

Climate change is caused largely by the discharge of carbon dioxide and other greenhouse gases into the atmosphere. Unintended by-products of many production and consumption activities, these gases slow the rate at which heat absorbed from the sun radiates back into space, gradually causing the temperature of the atmosphere and oceans to rise. Economists who study climate change consider the problem a standard environmental externality, a view that also enjoys nearly unanimous support in the broader scientific community.

But there is also an important social dimension to the problem. Behavioral contagion influences a variety of choices that affect greenhouse gas emissions—such as the kinds of houses we live in, the vehicles we drive, and the foods we eat.

It is also heavily implicated in a host of other climate-related choices. Google has attempted to spur solar panel adoption, for example, by creating Project Sunroof, a website that enables homeowners to discover which of their neighbors have already adopted them. That so many people visit this website is clear evidence of people’s interest in what their neighbors are doing to save energy. Note the striking degree of clustering in the aerial photo reproduced in figure 9.1, where the houses designated by white dots represent those with solar panels. Rare is the house with solar panels that is not adjacent to at least one other house that also has them.

Among the effects of behavioral contagion discussed so far, the monetary value of the losses associated with expenditure cascades are larger than all others combined (as discussed in chapter 8). But the threat posed by climate change portends losses on a far grander scale.

The precise magnitude of this threat remains uncertain. In 2009, the global climate simulation model constructed by researchers at the Massachusetts Institute of Technology estimated that in the absence of policies to limit greenhouse gases, the median surface temperature on Earth by the last decade of this century will be 5.1°C (or 9.2°F) higher than during the preindustrial era.3 Just six years earlier, the same MIT model had predicted a late-century median temperature rise of “only” 2.4°C (4.3°F).

The 2009 version of the model also projected a range of possible temperature increases and their corresponding probabilities. That year, climatologists estimated that we faced a 10 percent chance of a temperature increase greater than 7°C (12.6°F) by the last decade of this century. Warming on that scale would alter life on Earth in ways that are difficult to comprehend. Smaller temperature increases would be less catastrophic, but even the most optimistic projections implied enormous costs.
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FIG. 9.1. Source: Project Sunroof Data Explorer (November 2018).



In the years since those estimates were published, temperatures have been rising more rapidly and polar ice has been melting much faster than had been projected. According to the most recent comprehensive assessment from the United Nations Intergovernmental Panel on Climate Change (IPCC), released in October 2018, Earth’s median temperature is now on course to be 1.5°C (2.7°F) above preindustrial levels by 2040, several decades sooner than had been forecast earlier.4 Average temperature has already risen by about 1°C (1.8°F).

Although it is difficult to associate any specific extreme weather event with global climate change, climatologists now believe that recent increases in the severity of storms and droughts are directly linked to the warming trend. At minimum, a 1.5°C temperature rise by 2040 would thus imply inundation of heavily populated coastal areas and still more intense and frequent floods and droughts.5
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FIG. 9.2. Senator James Inhofe. C-SPAN.



One of the most formidable cognitive hurdles preventing earlier acknowledgment of the importance of climate change was that warming does not take place uniformly. In addition to more frequent episodes of intense heat, we have also been experiencing periods of unusually intense cold.

The month of March, for example, is generally the start of spring weather in Washington, DC, and in some years the city’s fabled cherry blossoms are poised to bloom even in late February. But 2015 was an exception. In late February of that year, the nation’s capital experienced a cold snap accompanied by several significant snowfalls. Senator James Inhofe (R-OK), a longtime climate-change skeptic, seized the opportunity to bring a snowball onto the Senate floor, which he offered as proof that global warming is a myth.

Senator Inhofe is also the author of The Greatest Hoax, in which he portrays climate scientists as perpetrators of a grand conspiracy to increase government’s control over people’s lives.6

As noted in chapter 4, people sometimes believe things that are false for extended periods. But we also saw that once evidence against a claim becomes sufficiently compelling, support for it can unravel quickly. That describes what currently appears to be happening to Senator Inhofe’s claim that global warming is a hoax. Public figures once felt emboldened to state that claim in public forums with confidence. But doing so today entails a nontrivial risk of public ridicule. A cautious prediction: within the next two years, almost all public figures will find it prohibitively costly to challenge the validity of climate science in public.
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FIG. 9.3. Global mean surface temperature change from 1880 to 2017, relative to the 1951–1980 mean. GISTEMP Team, 2018: GISS Surface Temperature Analysis, NASA Goddard Institute for Space Studies.



And little wonder, given the accumulating weight of the relevant evidence. Although average temperatures vary from year to year, often substantially, figure 9.3 portrays the dramatic upward trend in average temperature deviations of the oceans and the atmosphere during the twentieth century. February of 1985 was the last month with an average temperature lower than the average temperature for the same month during the twentieth century. Two of my sons, both now over thirty, have never experienced a single month that is cooler than the average temperature for that month before they were born.

Data reported by multiple authoritative sources have identified 2016 as the hottest year ever recorded since the systematic collection of weather data began in the 1880s.7 The four hottest years yet recorded were 2015, 2016, 2017, and 2018; eighteen of the nineteen hottest years have taken place in the first nineteen years of the twenty-first century.8 Estimates based on climate proxies suggest that these same years may also have been the hottest during the past several centuries or even millennia.9

If we accept that global climate change is real and portends potentially catastrophic consequences, what should we do about it? The economist’s diagnosis of the problem is that people and firms discharge greenhouse gases into the atmosphere because they can do so without penalty and because alternative production and consumption options are either more costly or for some other reason less attractive. This framework suggests that the natural solution is to make the discharge of greenhouse gases more expensive by taxing them. As we will see in chapter 11, the functional equivalent of this approach proved spectacularly successful when Congress mandated a market for tradable sulfur dioxide emissions permits as a solution to the acid rain problem in the 1990s.

But price remedies are often more likely to be effective when reinforced by social forces. Energy use patterns are in fact powerfully shaped not just by prices, but also by behavioral contagion, and typically in ways that reinforce one another.

Perhaps the most significant single example involves house size. As discussed in chapter 8, most income gains in recent decades have accrued to top earners, leading them to spend more in all categories of consumption, including houses. The larger houses they build alter the frames of reference that shape housing demands of those in the next income tier, and so on, all the way down the income ladder. Largely because of this expenditure cascade, the median new house built in the United States now has almost twice as many square feet per occupant as its counterpart from 1973.

Larger houses of course require more energy to heat, light, and cool. But they also require more materials to build, which themselves require substantial energy to produce. Larger houses require more maintenance as well, further increasing energy demands.
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FIG. 9.4. Effect of house size on life-cycle energy demand over fifty years, by use. Adapted from André Stephan and Robert H. Crawford, “The Relationship between House Size and Life-Cycle Energy Demand: Implications for Energy Efficiency Regulations for Buildings,” Energy 116 (2016): 1158–1171.



Using a diverse sample of houses in Melbourne, Australia, the architects André Stephan and Robert Crawford have estimated the relationship between house size and energy use over a fifty-year life cycle. According to their findings, summarized in figure 9.4, a house of 250 square meters (about 2,700 square feet) consumes more than 50 percent more energy than a house of 150 square meters (about 1,600 square feet).10

As discussed in chapter 8, because better schools in most jurisdictions are in more expensive neighborhoods, middle-income families face a difficult choice: they must either roughly match peers’ spending on housing, or else send their children to schools of lower quality. Most pick the former option, and because average income has grown little in recent decades, many of these families are finding it increasingly difficult to make ends meet. Many have therefore opted to commute to work from more distant locations, where land prices are lower. The average private-vehicle commute distance in the United States, which was 9.6 miles in 1977, had risen to 12.7 miles by 2017.11 So here, too, behavioral contagion has contributed to greater energy use.

One of the clearest examples of behavioral contagion’s effect on energy consumption has been the sport utility vehicle, whose explosive growth in market share is difficult to understand without reference to emulative behavior.

The Chevrolet Suburban (or, as the humorist Dave Barry called it, the Chevrolet Subdivision)12 has been produced since 1935, but it and other similar vehicles were originally used almost exclusively for commercial purposes. Before the appearance of the Jeep Wagoneer in 1963 and the Ford Bronco in 1966, the family SUV segment essentially did not exist. As recently as 1975, it accounted for only 2 percent of total vehicle sales.

In the 1990s, however, it became perhaps the biggest success story in automotive history. From a base of only 750,000 units in 1990, annual SUV sales reached almost 3 million by 2000. In 2003, 23 percent of vehicles sold in the United States were in that segment.13 By 2014, SUVs and crossovers had become the highest-selling passenger vehicle category in the United States, with a market share of 36.5 percent.14 SUV sales have continued to grow rapidly in the interim, while car sales have continued to decline.15

The conventional determinants of consumer demand cannot explain this astonishing trajectory. Cheap fuel was a contributing factor, but clearly not an adequate explanation, because fuel had also been cheap in earlier decades. Similarly, rising average incomes cannot have been decisive, because the pre-SUV decades had experienced even more rapid income growth.

In any case, it is not obvious why people with higher incomes would want to switch from cars to SUVs. Many engineers who helped design these vehicles expressed wonder that they have sold in such numbers. Early ads, coupled with names like Blazer and Pathfinder, touted the vehicles’ off-road capabilities. But as one engineer quipped, the only time most SUVs actually go off the road is when inebriated owners miss their driveways.

Nor can safety concerns explain the success of SUVs. As Keith Bradsher explained in his 2002 book High and Mighty, their weight confers some advantage in head-on collisions with smaller vehicles (at the expense of occupants of those vehicles), but their poor handling, higher propensity to roll over, and longer stopping distances combine to make them more dangerous, on balance, than cars.16

Nor, finally, is the greater cargo capacity of SUVs enough to explain their popularity, since minivans and station wagons offer similar capacity without the handling and mileage penalties.

To understand the explosive growth of SUV sales, we must look first to changes in demand caused by new patterns of income growth and then to how others responded to them. An important catalyst occurred when the post-1970 concentration of income gains among top earners helped persuade Land Rover, then a British-owned company, to bring its premium Range Rover SUV to the United States in 1987, at the then astonishingly high base price of $31,375.17 Although Range Rover initially had the luxury SUV market to itself, and top earners could easily afford one, its early sales were modest.

That began to change, however, with the vehicle’s appearance in the 1992 Robert Altman film The Player. The film’s lead character, the studio executive Griffin Mill (played by Tim Robbins), could have bought any vehicle he pleased. His choice was a Range Rover with a fax machine in the dashboard.

An important feature of the herd instinct is that people are more likely to emulate others with higher incomes. Seeing a wealthy studio executive behind the wheel of a Range Rover instantly certified it as a player’s vehicle of choice. As more and more high-income buyers purchased them, their allure grew. When other automakers began offering similar vehicles at lower prices, SUV sales took off. And with each driver who bought an SUV instead of a car, gasoline consumption and greenhouse gas emissions increased further.

But slowing the growth of SUV sales won’t be nearly enough to hold climate change at bay. According to the United Nations’ most recent IPCC report, greenhouse gas emissions must be reduced relative to 2010 levels by 45 percent within the next twelve years, and by 100 percent by 2050 if we are to have any hope of averting the most dire consequences of climate change.18 Because the transportation sector accounts for the largest share of greenhouse gas emissions in many countries, it will be virtually impossible to meet those targets unless passenger vehicles and public transportation fleets move from internal combustion engines to electrification.19 And for that to happen, behavioral contagion will have to play a decisive role.

Another important source of greenhouse gas emissions is the food industry. The growing, transporting, processing, and handling of food in the United States, for example, accounts for fully 10 percent of the nation’s energy consumption.20 That food consumption is strongly subject to behavioral contagion has long been evident from the popularity of fad diets like Atkins, gluten-free, ketogenic, macrobiotic, master cleanse, Mediterranean, paleo, Pritikin, South Beach, and others. And as we saw in chapter 7, behavioral contagion is also implicated in the obesity epidemic.

In figure 9.5, obesity researcher Stephan Guyenet plots the growth in food energy intake (in kilocalories per person) with the time trends in the proportions of obese (BMI > 30) and very obese (BMI > 40) American adults. The incidence of obesity has more than doubled since 1970, and the time trajectory of its growth closely tracks the increase in per capita calorie consumption during the same period.21 The increase over the period shown, roughly four hundred calories per person, has boosted total US energy consumption by almost 2 percent.

Numerous other energy uses are also subject to behavioral contagion. Decades ago, most couples planning to marry would not have even known what a destination wedding was. Today, one in four American weddings is a destination wedding, often in an exotic locale far from home.22 A subset of guests are increasingly expected to attend destination bachelor parties and bachelorette parties. One result has been a significant increase in air travel, a growing source of greenhouse gas emissions.

Further evidence of the importance of behavioral contagion in the energy domain comes from experiments that examine how people respond to information about neighbors’ energy use decisions. The psychologist Robert Cialdini, for instance, led an experiment in which canvassers distributed four types of energy-conservation messages to homes in a San Diego suburb each week for a month.23 One group of homes received weekly messages urging energy conservation for the environment’s sake. A second group got messages urging conservation for the benefit of future generations. A third group was reminded that they could save money by conserving energy. The fourth group got the messages Cialdini thought would work best, which said, “The majority of your neighbors are undertaking energy-saving choices every day.” (The statement was true, since an earlier survey had revealed that most neighbors were, in fact, taking at least minor steps to conserve energy.)
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FIG. 9.5. Obesity and energy intake in the United States, 1961–2009. Adapted from CDC NHES and NHANES 1960–2008.



At month’s end, canvassers collected data on electricity use for the four groups of homes. And sure enough, residents who had been told of neighbors’ conservation efforts showed by far the biggest reductions in electricity use levels.24 Discussing this experiment with the New York Times, Cialdini echoed a principal theme of this book: “We think of ourselves as freestanding entities: ‘Oh, I’m independent of the influence of those around me. I’m an individual.’ In fact, we are swept by that information in ways we don’t recognize.”25

In an experiment inspired by Cialdini’s work, the economist Hunt Allcott designed a letter to electric utility customers living in comparison groups consisting of approximately one hundred houses with similar characteristics.26 The letter conveyed two messages. One was a list of concrete suggestions the homeowner could follow to reduce electricity consumption. The second message was a “social comparison module” that gave the household one of three ratings based on a comparison of its electricity use with the usage of other homes in the same group. Those who used less electricity than the average of the most efficient quintile of homes received a rating of “Great.” Those who used less than the average for all homes in the group got a rating of “Good,” while those who used more than the group average got a rating of “Below Average.”

Under this scheme, all homes in the highest decile of a group’s electricity consumption would of course receive a rating of “Below Average.” Relative to their own preexperiment baselines, people living in these homes reduced their consumption by 6.3 percent. By contrast, homes in a group’s lowest-usage decile all received a rating of “Great.” Usage went down even in these homes, but perhaps because residents were already taking advantage of the most effective conservation strategies, consumption in this group fell only 0.3 percent.27

As noted earlier, behavioral contagion is evident in decisions to adopt photovoltaic solar panels. The marketing professor Bryan Bollinger and the economist Kenneth Gillingham employed statistical methods like the ones discussed in chapter 7 to assess whether peer effects influenced solar panel adoption in a large sample of houses in California. After controlling for a variety of potentially important confounding influences, they estimated an even larger impact than earlier researchers had found for tobacco and alcohol use: a 1 percent increase in a zip code’s installed base of solar panels led to a slightly greater than 1 percent increase in the solar-panel adoption rate.28

In a similar study, Gillingham and the economist Marcello Graziano employed detailed data on solar installations in Connecticut. Here, too, adoption patterns exhibited considerable clustering that did not simply reflect causal influences like income. The probability that a homeowner in their sample would install solar panels was strongly influenced by the number of previously installed systems in the immediate vicinity. Consistent with the hypothesis of a contagion conveyed through social interaction and visibility, the authors found that the influence of nearby installations diminished with both distance and time.29

The transportation industry is like virtually every other industry in that the adoption of new technologies exhibits strong behavioral contagion.30 The explosive recent proliferation of micromobility vehicles is thus a hopeful sign that contagion can also foster significant reductions in greenhouse gas emissions in this industry. “Micromobility” is the term used to describe nonpolluting urban transport vehicles weighing less than five hundred kilograms, a category that includes bicycles, electric bicycles, electric scooters, and small electric cars.

In cities around the world, bike-sharing services are expanding at a rapid clip.31 Sharing markets for electric scooters are growing even faster.32 Sharing markets for electric bikes are also growing rapidly, as is private ownership.33 The share of electric cars in the US fleet remains small (only 2.1 percent of all vehicles sold in 2018), but it too is growing rapidly (81 percent higher than in 2017).34 And because adoption decisions in this domain are highly contagious, it is realistic to expect continued strong growth. Plug-in electric cars have already achieved high market shares in some countries, accounting for almost one-third of new passenger cars sold in Norway during 2018. If Norwegian purchases of hybrid cars are included, that share rose to almost half.35

As a final example of a behavioral contagion process that leads people to curtail energy use, consider the increasing popularity of walkable neighborhoods. Franklin Schneider offered this description of changing lifestyle tastes in Washington, DC, one of the walkability trend’s epicenters:

Now that walkability is universally recognized as the single most important quality for a prospective home, it’s hard to imagine that it was ever any other way. I mean, it just seems so obvious—why wouldn’t you want to live ten minutes from bars and restaurants and your job? Why would you ever voluntarily live anywhere that required you to drive every day? And yet, it wasn’t so long ago that the very people who are shelling out $2 million to live at 14th and P coveted the no-sidewalks, McMansion-on-a-huge-lot, ninety-minute-commute suburban lifestyle.36

Walk Score, a private company launched in 2007, can assign a walkability score to any address in the country. The firm’s one-hundred-point scale is based on a proprietary algorithm applied to the walking distances to a variety of amenities, such as schools, retail shops, restaurants, bars, and coffee shops. The closer a dwelling is to such amenities, the higher its Walk Score index. Real estate websites like Zillow and Redfin now report walkability scores for their listings.37

Perhaps the clearest evidence of the strengthening demand for walkability is that homes with high walkability scores command large and growing price premiums. A 2011 study found that a one-point increase in walkability score led to a 0.1 percent increase in a dwelling’s value.38 But just five years later, a second study estimated that the same one-point increase commanded a price premium of 0.9 percent, which translated into an average price difference of $3,250.39

As further evidence of the growing fashionableness of walkability, the price increase associated with a one-point increase in walkability score rises sharply at the upper reaches of the scale. A rise in walkability from 39 to 40, for instance, is associated with an average premium of only $1,704, whereas a move from 79 to 80 commands an increase of $7,031.40

Moving from the suburbs to a walkable neighborhood reduces energy consumption beyond the obvious savings from being able to do errands on foot. Houses in more densely populated neighborhoods tend to be smaller, for example, and therefore require less energy to heat and cool. Their greater proximity to public transportation also means fewer automobile commutes to work. An added benefit is that people who live in walkable neighborhoods are significantly less likely to become obese.41

———

There is evidence that public concern about climate change is growing. According to the most recent of a series of national polls by Yale University and George Mason University, for example, 69 percent of Americans are “somewhat worried” about climate change and 29 percent are “very worried,” the highest values for both categories since the surveys began in 2008. The New York Times columnist David Leonhardt argues that the extreme volatility of recent weather patterns may thus have been a blessing in disguise. It has gotten people’s attention.42

Wildfires caused unprecedented damage in the western United States in late 2018, and months later record flooding inundated the Midwest. But these were just the latest in a cascade of weather-related disasters. Figure 9.6, for example, plots the frequency of such events in the United Stated that resulted in at least $1 billion in inflation-adjusted damage.43 In decades past, such events were much less frequent, and there were even years in which none occurred. But no longer.
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FIG. 9.6. Billion-dollar weather disasters on the rise. Note: Costs are adjusted for inflation. Adapted from NOAA National Centers for Environmental Information.
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FIG. 9.7. May 2018 flooding in Ellicott City, Maryland. Libby Solomon/The Baltimore Sun via AP.



A thousand-year rainfall is defined as one so extreme that it is expected to occur only once in a thousand years. Ellicott City, Maryland, had one in 2016, then had another one only two years later.44 (Video footage of the floodwaters that ravaged Ellicott, which are widely available online, must be seen to be believed.)45

Hurricanes of unprecedented force and duration are occurring with increasing frequency. Flooding and droughts have become far more common. For many, the vividness of these episodes appears to have shattered a complacency that ruled when the consequences of climate change were thought to lie one hundred years in the future. Growing numbers of voters are now more skeptical of the arguments of climate change deniers. And as those arguments have drawn closer scrutiny, their logical flaws have become glaringly apparent.

Some have claimed, for example, that because the forecasts of climate scientists are highly uncertain, spending large sums to reduce greenhouse gases might be a waste of money. Climate scientists themselves are of course quick to acknowledge the uncertainty of their estimates. But uncertainty is a two-edged sword. Temperatures might not rise by as much as predicted, yes, but they also might rise by substantially more. In other domains, uncertainty counsels a cautious approach. No one would recommend disbanding the military because we’re uncertain that an adversary would attack. We spend a lot on the military because a successful attack would be devastating. The same logic applies to spending to mitigate climate change.

In any event, much of the uncertainty invoked by opponents of climate countermeasures has already been resolved. Increasingly severe storms and droughts linked to climate change are causing enormous damage even today. The only remaining uncertainty is how much worse things will get.46

———

Climate forecasts have grown significantly more pessimistic since the 2009 MIT climate simulation model estimated a 10 percent chance that temperatures would rise by more than 7°C (12.6°F) by century’s end. A new study, for example, estimates that Earth’s glaciers are now melting 18 percent faster than climatologists had estimated as recently as 2013. They are currently losing 369 billion tons of snow and ice annually, more than half of that in North America alone.47 Even more troubling, a 2019 study published in Nature Geoscience demonstrated that increased concentrations of greenhouse gases could eventually result in the complete disappearance of clouds in the earth’s atmosphere.48 If that were to happen, the authors estimated, the effect would be to add a further 8°C (14.4°F) of warming beyond that attributable to other known greenhouse gas effects. Because even an increase far short of that magnitude could end life on Earth as we know it, it seems hardly an overstatement to call global climate change the most serious threat we have ever faced.

It would have been easier to parry this threat if we had acted much earlier. But we did not. Urging people to adopt more environmentally friendly consumption habits will help, but won’t be nearly enough to stabilize our climate. To succeed, we must now marshal every resource at our disposal, including robust changes in public policy.

Of central importance will be high levels of public investment in technology. A recent MIT study reports that the cost of solar photovoltaic modules has fallen by 99 percent over the past four decades, primarily as a result of continuing research and development efforts.49 And although the potential for direct carbon capture technology remains uncertain, Harvard physicist David Keith and his collaborators have published details of a prototype technology that could soon have the capacity to remove carbon from the atmosphere at a cost of less than $100 a ton.50 With continued innovation, that cost will surely decline, even if not as dramatically as the decline we saw in solar.

But even without further cost reductions, David Wallace-Wells estimates that Keith’s technology could neutralize our current thirty-two gigatons of annual global carbon dioxide emissions for an outlay of about $3 trillion a year. That’s a hefty sum, but as Wallace-Wells points out, “estimates for the total global fossil fuel subsidies paid out each year run as high as $5 trillion.”51

It might seem a manageable challenge to persuade voters to embrace a plan to divert fossil fuel subsidies to support carbon capture. Yet the American experience of recent years is that it’s next to impossible to get any significant climate legislation passed in the face of determined and well-funded opposition. As the climate journalist David Roberts has argued, politics as usual, “a vague word salad invoking bipartisanship, centrism, and ‘common sense’ (i.e., DC conventional wisdom), is not a theory of change at all. There is no story to tell about how, if the basic power relationships of US federal politics remain in place, modest, incremental climate policies can pass.”52

The only alternative, Roberts believes, is to build a broad-based social movement with the power to demand bigger changes, not just on climate policy but also on policies for dealing with income inequality: “Enacting sweeping reform, in the face of a US political system heavily weighted in favor of the status quo, requires a ground-swell. A popular mandate. And that in turn requires an agenda that can spark the public imagination and pull in apathetic and infrequent voters. Policy that is designed not to bother anyone won’t do that.”53 Critics charge that ambitious proposals like the Green New Deal may stand little chance of success, to which proponents counter that incrementalism will almost certainly continue to enshrine the status quo.

A deeper appreciation of the power of behavioral contagion strengthens both the economic and the political arguments for the Green New Deal. As we saw in chapter 8, contagion affects our spending patterns in ways that waste trillions of dollars annually in the United States alone. A more steeply progressive income tax, or, better still, an even more steeply progressive consumption tax, would sharply reduce economic inequality while simultaneously generating vast sums for investment in green technology. (More on this point in chapter 11.) And as we’ll see, neither of those policies, nor the imposition of a revenue-neutral carbon tax, would require painful sacrifices from anyone. Only the wealthiest would see their taxes rise, and since taxes don’t affect relative bidding power, their ability to buy what they want would be virtually unaffected. A serious assault on economic inequality should therefore be viewed not as a competitor for the economic or political resources needed to battle climate change, but rather as a source of them. In this instance, the best policies for attacking each problem separately turn out to be mutually reinforcing.
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10
Should Regulators Ignore Behavioral Contagion?

In chapter 1, I argued that behavioral contagion is a far more compelling reason to regulate smoking than is the conventional rationale of protecting innocent bystanders from the dangers of secondhand smoke. Compared to the direct harm experienced by smokers themselves, harm from secondhand smoke is trivial. And because smoking is highly socially contagious, by far the greatest harm caused by smokers is the injury suffered by others who become more likely to smoke.

In my conversations with others about this proposition, the most consistent pushback I’ve received is that although each premise of my argument might be true empirically, there remains a deep difference between injuries from secondhand smoke and those suffered by people who smoke because of peer influences. The former is a proper basis for government intervention, critics argue, because the victims of secondhand smoke have little recourse. In contrast, people have agency over whether they become smokers. They may be more likely to smoke if peers do, as all evidence suggests, but it’s still their decision in the end. My critics worry that if regulators were to acknowledge that it is legitimate for the state to protect us from the negative consequences of peer influences, the result would be to diminish efforts to take responsibility for our own actions.

This objection has obvious rhetorical force. The fundamental attribution error—our failure to recognize that people’s actions are shaped more by circumstance than by traits of personality and character—does indeed raise difficult questions about individual responsibility. My aim in this chapter is to consider these questions seriously. But as I will attempt to explain, the case for taking behavioral contagion into account in regulatory decisions remains strong on balance.

Critics’ concerns are supported in part by evidence from experiments that probe how behavior changes when people are led to question the concept of free will. The concept is important because many of the laws and institutions of modern societies are grounded on the implicit or explicit premise that people are responsible for their choices and actions.

In most countries, for example, people who are found to have committed serious crimes are deprived of their liberty for extended periods, a step that many would find hard to defend if people lack free will. The importance of free will is further underscored by the circumstances under which we exempt people from responsibility for acts that cause harm to others. Under extreme conditions—for example, when there is clear evidence of profound mental illness—the law explicitly refuses to hold even murderers accountable for their actions.

Yet scientists and philosophers continue to debate whether people have free will in any meaningful sense. The consensus among researchers has been moving slowly but steadily against free will in favor of the view that behavior is determined by genetic and environmental forces largely outside of individual control.1 It’s not yet a settled issue, but if the anti-free-will position wins this debate in the end, many worry about the consequences for society.

It’s not an idle fear, for there is at least some evidence that believing in free will promotes a host of beneficial behaviors. As the psychologists Jasmine Carey and Delroy Paulhus have found, for example, those with stronger beliefs in free will also hold themselves and others to stricter moral standards.2

The psychologists Kathleen Vohs and Jonathan Schooler have shown experimentally that priming subjects to question free will makes them more likely to steal money and more likely to cheat on a math test.3 The psychologist Roy Baumeister and his coauthors have shown that similar priming provokes a variety of other undesirable behavioral changes.4 It makes people less creative, less willing to learn from their mistakes, and less grateful toward one another. Irrespective of whether people’s actions are in fact predetermined, then, at least some positive effects appear to accrue from believing that they are not. (Some of these findings, however, have failed to replicate in a recent study.)5

It is clear, in any event, that situational factors affect our choices. Individual traits of personality and character matter, too, but such traits are themselves shaped largely by genetic and environmental factors beyond individual control. These observations would appear to imply at least some limits on the extent to which it is reasonable to hold individuals accountable for their actions.

In short, the deepest worry of those who oppose regulation based on behavioral contagion is that it would undercut people’s sense of responsibility for their own actions. Additional threats to belief in free will, they argue, would make it more difficult to hold people accountable for harming others. If people’s actions are predetermined, how could we blame them for robbing a bank?

Although this concern is widespread, its logical basis is shaky. To deny free will, or to acknowledge that our behavior is influenced by external factors, is not to deny that we are responsible for our actions. It simply means that all actions are the result of causes. When thinking about whether to rob a bank, a potential criminal weighs his lust for the money he hopes to obtain against not only whatever allegiance he feels toward norms against theft, but also the prospect of being caught and punished. If there were no penalty for robbing banks, many more people would rob them.

That’s why every sensible society would maintain sanctions against robbing banks, even if none of its citizens believed in free will as conventionally defined. Free-will skeptics believe that every choice is caused by factors that exist prior to the moment of choice. As we saw in chapter 6, fear that one will be punished for violating laws or norms is simply one of those causal factors.

Some free-will skeptics acknowledge the possibility that questioning free will may make it more difficult for some people to resist temptation, but go on to argue that it also promises benefits. The philosopher Sam Harris, for example, notes that questioning free will encourages a more open-minded assessment of the environmental causes of behaviors that society wants to discourage. And this, he argues, may lead to more effective ways of discouraging those behaviors.6

In the case of smoking, at least, it is difficult to see how regulatory acknowledgment of the importance of peer influences would make it more difficult for nonsmokers to refrain from smoking, or make it more difficult for smokers to quit. Even those who haven’t read the relevant statistical evidence have probably either heard about it or else understand intuitively that peer effects strongly influence smoking decisions. Regulators could take peer influences into account without having to broadcast conspicuous public commentary about them.

In any case, accepting that our choices are often influenced by external forces is clearly compatible with the belief that society has a legitimate interest in holding us accountable for those choices. But because people faced with the decision of whether to smoke do have greater agency than those who are damaged by secondhand smoke, it is also fair to require regulators to meet a stiffer burden of proof in the first case than in the second.

What no one questions, however, is that an increase in smoking rates makes each nonsmoker more likely to smoke. It is thus a statistical certainty that if additional people take up smoking, that fact alone will cause further increases in the overall number of smokers, even though each additional smoker was free to have abstained. People who say regulators should ignore peer effects are thus saying, in effect, that regulators should ignore any injuries that people suffer as a direct result of their own choices.

To call this a controversial position would be an understatement. Although libertarians often object to seat-belt laws and bicyclehelmet requirements for adults, for example, many acknowledge the attractiveness of such measures when applied to children. And in the smoking example, children are the ones most vulnerable to peer influences. Opposition to attempts to shield children from such influences would therefore seem difficult to defend, even for those most inclined to believe that regulators should ignore behavioral contagion.

Many respected scholars have also defended regulations whose apparent aim is to protect adults from the consequences of ill-advised choices. An important class of examples involves decisions that entail self-control. Psychologists have long known that people often succumb to temptation to engage in behavior they would prefer to avoid. When an inferior but earlier reward becomes imminently available, many exhibit a strong tendency to choose it over a much larger reward that occurs with significant delay.7 Put another way, when the benefit of an option occurs right away but the costs come only with significant delay, the option often becomes misleadingly attractive. Tellingly, those who choose the early reward typically voice regret over having done so. Many awaken the next morning wishing they’d drunk a little less the night before, while many fewer wish they’d drunk a little more.

The extent to which the state should try to shield people from the consequences of insufficient self-control of course remains a matter of spirited debate. When the negative consequences are sufficiently small, the consensus is that people should resist temptation on their own. But when larger outcomes are at stake, that consensus quickly breaks down.

A case in point is the regulation of radiation exposure in the workplace. Workers’ willingness to accept delayed risks to their health and safety for extra current pay is vividly illustrated by practices in the nuclear power industry, where it is occasionally necessary to clean up radiation spills. This task commands a significant and immediate pay premium, but also large and significantly delayed health risks from exposure to ionizing radiation. Even so, there is a ready supply of applicants eager to perform these tasks.

Federal regulations currently limit the amount of radiation to which these workers may be exposed, and workers get a bonus if they burn out, or exceed those limits. The cleanup workers, who are known in the industry as glow worms, invariably do burn out, often deliberately, and, were it not for the federal limits, would willingly expose themselves to even higher doses of radiation.

Do these rules constitute regulatory overreach? Reasonable people can disagree. On their face, they appear to violate John Stuart Mill’s position that “the only purpose for which power can be rightfully exercised over any member of a civilized community, against his will, is to prevent harm to others.” But some philosophers have defended seemingly paternalistic regulations by elaborating on what Mill may have meant by the phrase “against his will.” Thus, as Gerald Dworkin writes,

There is an emphasis on what could be called future-oriented consent—on what the child will come to welcome rather than on what it does welcome. Extensions of paternalism are argued for by claiming that in various respects, chronologically mature individuals share the same deficiencies in capacity to think rationally and the ability to carry out decisions that children possess. Hence, in interfering with such people we are in effect doing what they would do if they were fully rational.8

In this view of the problem, regulations that limit exposure to ionizing radiation are not really contrary to the will of those affected by them. Dworkin and others are arguing, in effect, that with the wisdom of hindsight, people would often resent not having been prevented from behaving in self-destructive ways when they were younger. Regulators who respect Mill’s plea must still decide whose will deserves greater weight—that of the current self or that of the future self? To rule in favor of the future self is to limit the current self’s freedom of action, yes. But failure to restrict the current self ignores the future self’s well-considered wish to be protected against being harmed by his current self’s myopic choices.

Work in behavioral economics has carried this line of thinking much further.9 Scholars in this rapidly growing field work primarily at the intersection of psychology and economics, but also draw on insights from other disciplines. One of their most robust findings is that quite apart from issues involving self-control, people often violate the fundamental assumptions of rationality, behaving and choosing in ways that fail to serve their own interests. As these scholars have emphasized, collective action can often steer people toward choices they prefer without significantly restricting their freedom to choose as they see fit. Often this can be accomplished by simply rearranging the way choices are presented, without restricting behavior in any way.10 (More on this point in chapter 11.)

But for the sake of discussion, suppose we adopt the extreme libertarian view that regulators should ignore injuries that people suffer as a direct result of their own choices. Even that view does not imply that regulators should ignore behavioral contagion, because smoking caused by behavioral contagion harms not only the new smokers themselves, but also many others who have no practical means to avoid injury.

Consider, for example, those parents who have already taken every reasonable step to discourage their children from smoking. Given what we now know about the health consequences of smoking, could anyone second-guess their pursuit of this goal? Perhaps they have attempted to achieve it by refraining from smoking themselves, by choosing friends who do not smoke, by steering their children away from public spaces where others smoke, and by repeatedly advising their children about the dangers of smoking. Perhaps they could have done even more. But evidence from adolescent psychology suggests the possibility that more extreme measures might well have proved counterproductive. Push teenagers too hard, and they become more likely to smoke, not less.

What is certain is that in any large group of such parents, many more will fail to achieve their goal in environments in which a higher proportion of their children’s peers are smokers. These parents, like the victims of secondhand smoke, have no recourse. And although the harm they suffer may be hard to quantify, it is surely no less worthy of consideration on that account. And it is not just parents who are harmed. When a smoker dies prematurely, hundreds of other relatives and friends suffer too.

Free-market enthusiasts may underestimate this harm because of their tendency to emphasize self-interest as the most important human motivation. Opponents of regulation, who are overrepresented in this group, often cite Adam Smith’s Invisible Hand approvingly. In their telling, market forces channel individual self-interest to serve the broader interests of society. It’s a powerful narrative, to be sure, yet Smith himself understood that self-interest alone wouldn’t create a just community. He believed that markets could function adequately only in the context of an elaborate foundation of laws and ethical norms of the sort he described in The Theory of Moral Sentiments, published almost two decades before The Wealth of Nations.

But even the most carefully crafted laws and regulations aren’t sufficient. People must also be motivated not to violate them even when no one is looking. In Adam Smith’s view, empathy was a primary source of such motivation. As the primatologist Frans de Waal has written, a “fundamental yet rarely asked question is why natural selection designed our brains so that we’re in tune with our fellow human beings and feel distress at their distress, and pleasure at their pleasure. If the exploitation of others were all that mattered, evolution should never have got into the empathy business. But it did.”11

As discussed in chapter 6, empathy motivates good behavior even when narrow self-interest weighs against it. Some people pour unwanted pesticides down their basement drains rather than take the time and trouble to dispose of them safely. But most people don’t take this shortcut. Some people don’t leave tips after dining in restaurants they don’t expect to visit in the future. But most people tip at the expected rate even in these circumstances. Empathy is an important source of such restraint. People exercise restraint out of concern that failure to do so would cause pain to others.

Empathy’s most powerful effects are seen in the behavior of parents toward their children. People who have never had children sometimes wonder how they could endure several hours trying to comfort an inconsolably colicky baby in the middle of the night. Once they become parents, however, the child’s discomfort affects them more powerfully than their own, and failure to help is not even an option.

Some utilitarian moral philosophers insist that in a decision between saving the life of one’s own child and saving the lives of two strangers, the right choice is to save the strangers. But if parents were equipped with a psychology compatible with that choice, few children would receive the care required to emerge as well-functioning adults. Far better to live among people raised by parents who would save a child’s life over those of two strangers than to live among those raised by strict utilitarians.

Given the power and importance of parental empathy, it is hardly a mystery that parents hope their children don’t grow up to be smokers. But again, if many of their children’s peers are smokers, a large proportion of those parents are destined for disappointment. Do those who insist that peer effects are not a proper basis for regulating smoking believe that preventing the injury suffered by these parents is less important than protecting the right of people to smoke without restraint? If so, what arguments might support such a belief in the face of evidence that more than 90 percent of smokers wish they’d never started?

Any such arguments deserve careful scrutiny, because peer effects are strongly implicated in many other forms of harmful behavior besides smoking. Most parents want their children to grow up to be healthy adults, for example, but as we will see in chapter 13, many more of them will become obese if their childhood peers regularly drink thirty-two-ounce sugared soft drinks. Few parents want their children to become bullies, either, but here, too, the influence of peer behavior looms large.12

Even in the absence of persuasive arguments that regulators should ignore peer effects, lawmakers have largely confined their attention to behavior that causes significant direct harm to others. They have ignored the fact that when people suffer harm because of their own choices, others who care about those people also suffer harm. That asymmetry may help explain why regulators have been quick to cite the dangers of direct exposure to secondhand smoke as their defense for taxing cigarettes. As noted, however, that particular harm falls well short of the threshold necessary to justify the relatively extreme measures we have taken to discourage smoking. But if we also consider smoking’s indirect harm via behavioral contagion, even stronger antismoking measures could easily be justified.

Again, it’s the situation, not the person. That brief sentence captures the long-standing consensus among social scientists that we can better predict what someone will do by examining the social environment than by looking at individual traits of character or personality. Because social environments influence us so strongly—sometimes for good, but often for ill—we have compelling reasons to use public policy to shape them to our advantage.

Yet the dangers of regulatory overreach are also evident. For example, on March 23, 2015, Chris Christie, then governor of New Jersey, signed a law prohibiting church organizations from selling memorial headstones. The law was championed by the Monuments Builders Association of New Jersey, whose members had seen their share of sales of headstones decline significantly after the Archdiocese of Newark, New Jersey, began selling them in 2013.13

As the journalist Tanya Marsh described this law’s history, it “was adopted at the behest of a group of private market participants for a reason no more noble than to protect themselves from competition. This blatantly anti-competitive effort is even more stunning because the product at issue—headstones and memorial tablets—are not regulated. No license is required to manufacture or sell them. Literally anyone in New Jersey can manufacture and sell tombstones, vaults, and private mausoleums—everyone, that is, except religious organizations and non-profit corporations that own or manage cemeteries.”14

Laws like these are said to result from regulatory capture, which has been defined as “the result or process by which regulation . . . is consistently or repeatedly directed away from the public interest and toward the interests of the regulated industry, by the intent and action of the industry itself.”15 Regulatory capture is widespread, but it is hardly the only source of bad regulation.

Consider again the question of safety regulation. The mere fact that a market failure may exist is no guarantee that regulations as implemented will reliably improve matters. Markets are imperfect, but so are government bureaucrats. During the many decades in which I have been writing about regulation, one of the most vivid examples of ineffective state intervention I have come across remains the following passage from the Occupational Health and Safety Administration’s thirty double-columned pages of safety requirements for ladders in its 1976 manual of workplace safety standards:

The general slope of grain in flat steps of minimum dimension shall not be steeper than 1 in 12, except that for ladders under 10 feet in length the slope of grain shall not be steeper than 1 in 10. The slope of grain in areas of local deviation shall not be steeper than 1 in 12 or 1 in 10 as specified above. For all ladders, cross grain not steeper than 1 in 10 are permitted in lieu of 1 in 12, provided the size is increased to afford at least 15 percent greater calculated strength than for ladders built to minimum dimensions. Local deviations of grain associated with otherwise permissible irregularities are permitted.16

It strains credulity to imagine that the cost of attempting to understand, much less comply with, these requirements would be exceeded by the value of any resulting gain in safety.

But we can oppose regulatory capture and ineptly executed regulation without endorsing the view that all regulation is counterproductive. Adam Smith was correct that market forces often channel self-interest for the common good. But he also was a firm advocate of regulation as a remedy for the market’s shortcomings. Individual interest and society’s interest coincide much of the time, but not always. As we saw in chapter 1, for example, the individual business owner’s interest dictates erecting a sign that stands out relative to those of neighboring businesses. But when all owners pursue this interest without restriction, we get visual cacophony. And this has led most cities to enact zoning regulations that limit the placement, height, surface area, brightness, and other characteristics of signs, often with the enthusiastic support of business owners who are restricted by those regulations. In the same spirit, zoning ordinances in most cities do not permit my neighbor to operate a pig farm in a densely settled residential area like ours.

Not even the most extreme libertarians are willing to argue that restrictions on individual freedom are never justified. To embrace that position would be to rule out traffic lights and laws against homicide. As even a moment’s reflection makes clear, the state’s refusal to limit anyone’s freedom of action would entail a wholesale reduction in other highly valued freedoms for everyone.

Scholars who work at the intersection of law and economics have argued that, over the millennia, the law has tended to evolve in the direction of efficiency.17 Although the process is imperfect and exceptions abound, laws and regulations that address behavior that causes harm to others have been revised in a clearly identifiable way: they are more likely to restrict people from acting as they please when the costs to those restricted are smaller than the harm to others thus prevented. There are cogent reasons to have expected this tendency, for as Ronald Coase and others have emphasized, when the activities of two parties interfere with one another, it is in the shared interest of both to resolve the problem in the least costly way.18

This perspective about the law does not imply that all cases involving behavior with negative side effects will be easily resolved. Costs and benefits are often difficult to measure, not least because of strategic posturing. But the same perspective also identifies many cases that are not close calls. Consider an activity that causes considerable harm to others yet is not highly valued by those who engage in it. Smoking is exactly such an activity. It causes great harm to others—most of it indirect—and the overwhelming majority of smokers acknowledge that their habit is personally harmful. Restricting smoking easily meets the efficiency test.

But we have taken far more stringent steps to discourage smoking than would be warranted if our only aim were to protect people from the hazards of secondhand smoke. Once we acknowledge behavioral contagion as a legitimate basis for regulation, however, it becomes clear that the regulatory steps we have taken have not been nearly strong enough. And as we saw in chapter 7, smoking is not the only activity that fits this description.

Few would deny the value of encouraging people to accept responsibility for the consequences of their own behavior. That belief has, as noted, encouraged many to oppose restrictions whose aim is to foster more supportive peer environments. It is each individual’s responsibility, these critics insist, to identify which peer examples are worthy of emulation and which are best to avoid.

Yet many who hold this view are also sympathetic toward analogous restrictions on corporate behavior. One reason for this asymmetry could be a general belief that whereas our peers are seldom actively trying to harm us, the same cannot be said of corporations. Firms generally try to persuade us to serve their ends, even when those ends conflict with our own. More troubling, corporations also have enormous power to bend us to their will. When it suits them, they deploy every weapon in the modern marketing arsenal to induce us to engage in deeply self-destructive behavior.19 Such observations are plausibly cited as justifications for government regulation of firm behavior that harms others.

But the same observations also support regulating consumer behavior because of its effects on peer environments. Corporate marketers now understand, after all, that the surest way to boost demand for their products is to invest in making it more likely that potential buyers’ peers will recommend them. Billions of dollars once spent on ads touting a product’s features to consumers directly are now spent on sophisticated social media campaigns aimed at launching viral conversations about those products.20 Businesses have fully grasped the power of peer influences and are heavily investing in new ways to harness them in the service of corporate goals.

As a purely descriptive matter, it follows that to regulate business behavior is often to regulate for the explicit purpose of discouraging negative peer influences. How, then, can those who accept the legitimacy of such regulation consistently oppose the regulation of individual behavior for similar ends? Consistency, of course, isn’t everything. As Ralph Waldo Emerson wrote, “A foolish consistency is the hobgoblin of little minds, adored by little statesmen and philosophers and divines.” But not every desire for consistency is foolish. Shouldn’t the burden of proof here rest with those who argue against the legitimacy of regulating individual behavior to discourage harmful peer influences?

I should also note that ham-fisted prohibitions are not the only way to discourage people from engaging in activities that cause undue harm to others. As we will see in the next chapter, for example, such activities are generally much more efficiently discouraged by our taxing them. The tax approach, as I will explain, embodies multiple advantages in comparison with prohibition and other prescriptive measures. Not least is that it affords those who especially value the activity to continue engaging in it. Another is that it also helps to pay for public services we value. No one enjoys paying taxes, of course, but every dollar we raise from a tax on harmful activities is a dollar less we need to raise from existing taxes on useful activities.

Regulators are well-advised to be humble, to be cautious about using the power of the state to limit people’s freedom of action. But caution, like other virtues, is best exercised in moderation. Social influences are extremely powerful. By declaring them off limits as a basis for regulatory intervention, we have been too cautious by far. We have foreclosed valuable opportunities to foster social environments that would help bring out the best in us. We could seize many such opportunities without demanding painful sacrifices from anyone.
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Creating More Supportive Environments

We differ from one another along many important dimensions. Yet when trying to understand why we behave as we do, psychologists argue, it’s generally far more fruitful to examine the social circumstances that surround us than to ask what kind of people we are.

As we have seen, for example, whether someone becomes a smoker is much better predicted by the proportion of her friends who smoke than by examining her traits of personality and character. But the causal arrows run not just from the group to the individual, but also in the opposite direction: if someone smokes, that predicts a slightly greater likelihood that her friends will smoke as well. But because the group’s total influence on her is so much greater than her influence on the group, she has little reason to worry that doing so might affect others’ likelihood of smoking.

Some social environments influence us for the better. But as in the case of smoking, others have at least the potential to lead us astray. By analogy to the economist’s language for describing the harm caused by environmental pollution, I refer to the effects of the latter environments as negative behavioral externalities.

Although society has sometimes been slow to implement economists’ recommendations for curbing environmental externalities, the legitimacy of policies like effluent taxation and regulation is generally no longer debated. But that has not been true for policies to curb behavioral externalities. In the smoking example, regulators defend cigarette taxes and smoking prohibitions as necessary for protecting innocent bystanders from harms caused by secondhand smoke. Such measures are almost never portrayed as ways of curbing negative peer influences.

My central thesis in this book has been that we have a legitimate public interest in policies whose explicit purpose is to foster more supportive social environments. By far the greatest benefit of cigarette taxes and smoking prohibitions has been their contribution to the creation of social environments that make our children less likely to become smokers. Such measures could be aptly described as encouraging people to behave as if they worried that becoming a smoker would make others more likely to smoke. These measures don’t affect people’s attitudes directly, of course, but their effect is the same as what we would predict from policies that encouraged them to care that their own behavior could affect the social environment adversely.

Like policies that discourage behavior that causes direct physical harm, policies that discourage harmful social environments also prevent harm to innocent bystanders. By that criterion, then, the latter policies are neither more nor less legitimate than the former ones. In all cases, the practical question is whether the harm prevented by a policy outweighs the cost of implementing it.

Once we acknowledge that policies to curb behavioral externalities are legitimate in principle, the next step is to investigate how such policies might be most effectively implemented in practice. Because behavioral externalities are completely analogous to physical externalities like air and water pollution, our attempts to mitigate those traditional forms of pollution offer useful lessons.

Economic analysis of environmental pollution begins with the observation that people and firms pollute not because of any desire to harm others, but simply because clean methods of production and consumption are more costly than dirty ones. If clean methods had been cheaper, pollution would not have been a problem in the first place. From the perspective of society as a whole, polluting processes are misleadingly attractive because the harm from emissions falls largely on others.
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FIG. 11.1. Arthur Cecil Pigou, 1877–1959. Chronicle / Alamy Stock Photo.



The British economist Arthur C. Pigou was the pioneer of the tax approach to curbing environmental externalities. In his most influential work, The Economics of Welfare, he argued that the best way to discourage the use of dirty processes is to make them more expensive by taxing the pollution they emit.1 Such levies are commonly described as Pigouvian taxes (or, as some economists call them, Pigovian taxes).

The tax approach, Pigou explained, creates incentives to achieve any given emissions target at the lowest possible cost. Suppose, for example, that regulators want to reduce total emissions of a pollutant by some fraction relative to current levels. The traditional regulatory approach would be to require each firm to reduce its emissions by that same fraction. The problem with that approach, Pigou argued, is that some firms can reduce emissions much more cheaply than others can. Requiring all firms to reduce emissions by the same proportion would thus be significantly more costly than if cleanup efforts could somehow be concentrated in the hands of firms that could reduce emissions most efficiently.

And that’s precisely what Pigouvian taxes accomplish. Suppose a tax of $1,000 was levied on each emitted ton of a specific industrial pollutant. Firms would then ask the following question: Can emissions be reduced by one ton at a cost of less than $1,000? If so, it will be in the firm’s interest to remove that ton rather than pay the $1,000 tax on it. Firms naturally turn first to their cheapest methods of reducing emissions before implementing more expensive ones. They will continue to remove emissions until the cost of removing the next ton rises to $1,000. Beyond that point, the cost of further reductions will exceed the corresponding reductions in tax liability.

Firms with access to technologies that permit them to reduce emissions cheaply will be driven by tax incentives to achieve much larger emissions reductions than other firms. Compared to the alternative of requiring all firms to reduce emissions by the same proportion, the tax approach thus meets the same aggregate emissions target at significantly lower cost.

It might seem unjust to saddle firms that can reduce pollution most cheaply with the lion’s share of the cleanup effort. But on closer inspection, Pigouvian taxes are not only efficient, but also fair. Because firms that can reduce emissions most cheaply also reduce emissions by much larger amounts, they also end up paying significantly less in pollution taxes.

Pigou’s approach reminds us that society has an interest in reducing pollution only up to a point. Further reductions make sense whenever their cost is less than the value we assign to cleaner surroundings. But once the cost of removing additional pollution exceeds that value, we should stop. In short, the socially optimal level of pollution is not zero. By analogy, most of us value living in a clean house, yet we do not spend all day every day vacuuming and dusting. When the cost of removing additional dirt rises past a certain point, we say, “Good enough.”

Pigou’s approach also emphasizes that the cost to society of environmental pollution depends primarily on the total amount of it, not on the identities of the specific actors who put it there. That insight makes clear that Pigou’s approach not only is efficient and fair, but also shows greater respect for the liberty of individuals and firms. Some firms can curtail their emissions cheaply, but others have far more limited options. Prescriptive regulation that requires every firm to achieve a uniform pollution target might force firms in the latter category to go out of business. Pigou’s approach preserves their option of continuing to operate while paying a tax reflecting the damage caused by their emissions. By the same token, some people find it much more difficult to curtail behaviors that cause harm to others, and here too Pigouvian taxes afford greater liberty of action.

Functionally equivalent to the Pigouvian tax approach is what economists call the cap-and-trade approach. Cap-and-trade requires firms to have a permit for each ton of pollutant emitted and establishes a market in which these permits can be bought and sold. One attraction of cap-and-trade is that the desired pollution target can be set in advance by policy makers. Under the tax approach, by contrast, policy makers may have to experiment with different tax rates to discover the level that achieves a chosen target.

Despite the seemingly compelling advantages of the Pigouvian tax and cap-and-trade approaches to curbing negative environmental externalities, the political system was slow to embrace them. In the 1970s and 1980s, for example, regulators continued to attack the problem of acid rain with prescriptive regulation rather than with taxes or tradable effluent permits. The source of the problem was sulfur dioxide emissions from coal-burning power plants in the Midwest. Blown eastward by prevailing winds, those emissions precipitated out as acid rain (H2SO4) over states in the Northeast, causing extensive damage to forests and fisheries.

As early as the mid-1960s, economists had proposed the creation of a market for tradable sulfur dioxide permits, a limited supply of which would have substantially reduced the level of permissible emissions by utilities in the Midwest. Environmental groups mocked this proposal, likening it to a scheme that would allow utilities to pollute to their heart’s content. This criticism was comically wrongheaded. First, since the number of permits granted was to have been significantly smaller than then-current emissions levels, the proposal would hardly have allowed utilities to engage in a pollution spree. More important, consider the bizarre model of firm motivation implied by the criticism, which suggests that firms pollute because their owners derive pleasure from doing so. Utter nonsense! As Pigou and other economists had long emphasized, firms pollute simply because it costs money to reduce emissions.

In the end, the proposed market for tradable sulfur dioxide permits was not established until the amendments to the Clean Air Act were adopted by Congress in 1990. In the wake of that move, damage from acid rain plummeted much more quickly and at far lower expense than under the prior approach of prescriptive regulation, just as economists had predicted. Relative to specific elements of the prior approach, estimates of the cost savings from adopting cap-and-trade ranged from 15 to 90 percent.2 As a 2011 Harvard University panel assigned to review the program concluded,

More than twenty years later, the introduction of the national SO2 allowance-trading program as part of the Clean Air Act Amendments of 1990 remains widely regarded as a landmark step in the worldwide history of environmental regulation. The program, while not without flaws, is viewed as a success by almost all measures. Certainly it demonstrated that broad-based cap-and-trade systems can be used to achieve significant emissions reductions, that firms can navigate and regulators can enforce the compliance requirements of such systems, and that giving the private sector the flexibility to pursue a range of abatement options can simultaneously protect the environment, stimulate innovation and diffusion, and reduce aggregate costs.3

General hostility to taxation has been one source of resistance to the implementation of pollution taxes. But at least some of this hostility is grounded in magical thinking. Those who denounce taxation as theft, for example, seem to embrace the view that society would fare better if governments lacked the authority to levy mandatory taxes. If taxes were suddenly made voluntary, some might continue to pay them in the short run, but resentment would quickly build as their diminished relative purchasing power continued to limit their ability to achieve basic goals. As more and more people ceased paying taxes, government would soon be unable to offer basic services. And no matter what your attitudes about the proper scope of government might be, a moment’s reflection reveals that having no government at all would be deeply problematic.

A society without a government, for example, would not be able to field an army. Lacking the means to defend itself, it would soon be invaded and conquered by some other country’s army, a force maintained by that country’s mandatory tax payments. The end result, then, would be an obligation to pay taxes to the conquering country’s government.

When realists discuss tax policy, there are only two interesting questions: What should we tax, and at what rates? The second question is much harder than the first, for its answer depends on difficult-to-reconcile philosophical differences about the proper scope and scale of government. But Pigou’s analysis suggests a relatively simple answer to the first question: we should tax activities that cause harm to others.

Pigouvian taxes kill two birds with one stone. They not only generate revenue to pay for essential government services, but they also discourage behaviors whose costs outweigh their benefits. In a rational world, Pigouvian taxes would be completely uncontroversial. We would continue to implement them unless there were no remaining untaxed activities that caused undue harm to others. Even if citizens agreed that no additional public expenditures were necessary, it would be in our interest to impose revenue-neutral Pigouvian taxes on any additional activities that caused undue harm to others. (A revenue-neutral tax on an activity is one whose revenues are returned to taxpayers in amounts that do not depend on taxpayer pursuit of the activity.)

Perversely, however, virtually every government currently raises a substantial share of its revenue by taxing activities that are socially beneficial. The payroll tax in the United States, for example, discourages companies from hiring additional workers. The income tax is also a tax on saving, so it discourages much-needed saving and investment. Every dollar of additional revenue generated by a Pigouvian tax would mean one dollar less we would need to collect from taxes on useful activities.

Although substituting Pigouvian taxes for taxes on beneficial activities would produce net benefits, it would not automatically make every individual better off. And those who would be hurt typically wield political influence far out of proportion to their numbers. That’s in part because of loss aversion, discussed in chapter 2, which holds that the reduction in satisfaction that results from a loss of a given magnitude is much larger than the increase in satisfaction caused by a gain of the same size. The political scientists’ version of loss aversion is embodied in their iron law of politics: the losers always cry louder than the winners sing.

The challenge posed by loss aversion is compounded by distributional concerns, since any new Pigouvian tax is bound to affect at least some low-income persons. For example, in 2007, when then New York City mayor Michael Bloomberg proposed the imposition of congestion fees on vehicles entering central Manhattan during business hours, city councilman Lewis A. Fidler objected that the move would place an unacceptable burden on the poor. “It creates a city of haves and have-nots,” he said, adding that “those who can afford it may come and those who cannot afford it may not.”4 The city council went on to approve the mayor’s proposal, but its implementation was blocked by state government officials who raised similar distributional objections.

The power of such concerns to derail otherwise compelling public policy proposals first became clear to me in a case involving regulated telephone rates in New York State. Shortly after I began my teaching career at Cornell in 1972, the economist Alfred Kahn left his post as dean of the university’s College of Arts and Sciences to chair the New York State Public Service Commission, the agency that regulated the state’s utilities. One of the first measures he championed upon his arrival in Albany was the imposition of a ten-cent charge for each directory assistance call. At the time, subscribers could simply dial 411 and tell the operator who answered the name and city of the party whose number they wanted. They would then hear her (it was always a woman) searching for the number as she turned pages in a phone book just like the one sitting on the table in front of them. Because subscribers were not charged for 411 calls, they had no incentive to look up numbers on their own. Yet telephone companies had to employ scores of operators and substantial amounts of capital equipment to provide this service. Those costs were then recovered through the imposition of higher rates on everyone, even those who never called 411. Kahn recognized this arrangement as not only inefficient, but also unfair.

He was therefore taken completely by surprise by the violent protests triggered by his proposal. Preposterously, experts testified before the commission that the new charge threatened to disrupt vital networks of communication in New York’s communities.

Rather than see the proposal fail, Kahn amended it slightly. There would still be a ten-cent charge for each call to directory assistance, he announced, but each subscriber’s bill would also include a thirty-cent monthly credit, paid for by the savings from the anticipated reduction in directory assistance calls. Under the new proposal, only those subscribers who averaged four or more directory assistance calls a month would experience an increase in their phone bills. Those who averaged fewer than three calls would actually see their bills go down. Once the new proposal was unveiled, opposition evaporated almost instantly. Today, any proposal to make directory assistance calls free again would seem bizarre.

The lesson I took from my conversations with Kahn about this experience was that distributional concerns can derail the adoption of efficient policies even when the monetary sums involved are utterly trivial. The standard of living of even the poorest families would have experienced no real change if Kahn’s original proposal had been adopted. Yet failure to address the distributional objections to his proposal would have almost surely resulted in its defeat.

In many other domains, the Pigouvian taxes required to curb externalities would of course be far larger than Kahn’s directory assistance charge. Yet moves similar to Kahn’s thirty-cent credit offer could also parry distributional objections in those cases. Some of the revenues from congestion fees, for example, could be used to reduce vehicle registration fees, or even provide low-income motorists with a limited number of tradable vouchers for travel during congested periods. Those who needed to travel during peak periods could use the vouchers themselves, while others with more flexible schedules could earn extra cash by selling them. Revenue from cigarette taxes could be used to finance reductions in the payroll tax, or to support a more generous social safety net. Similar palliatives could be implemented for virtually any other Pigouvian tax.

As virtually all climate scientists and economists agree, a Pigouvian carbon dioxide tax must be a central pillar of any serious effort to curb greenhouse gas emissions. Such a tax would attack the problem in multiple ways. The most direct effect, and the only one emphasized by advocates, is that by making the discharge of carbon dioxide more expensive, it would provide a strong incentive for producers and consumers to emit less of it.

But because behavioral contagion amplifies people’s tendency to make energy-intensive choices, the adoption of a carbon dioxide tax not only would reduce energy-intensive activities by making them more expensive, but would also generate powerful social feedback effects. On the negative side, for instance, by making SUVs more expensive to operate, it would lead fewer people to buy them, which, in turn, would make them still less attractive to others. An example on the positive side is that by raising the economic return from installing solar panels, it would lead more people to install them, which would induce still others to follow suit.

But the biggest gains from adopting a stiff carbon dioxide tax would come not from incentives to apply existing conservation methods more intensively, but instead from the wave of technological innovations it would stimulate. Our planet’s continued viability may well depend on the emergence of these innovations.

Many scientists believe, for example, that even reducing carbon dioxide emissions to zero on the timetable prescribed by the IPCC would not be sufficient to avoid calamitous damage from global warming.5 In their view, it will also be necessary to remove significant quantities of carbon dioxide already dispersed in the atmosphere.

Techniques for doing this already exist, but they are difficult to scale and are far more costly to implement than existing methods of reducing new emissions. Our best hope is that innovation will bring down the cost of these techniques and make them scalable. And that may well be the most important reason for adopting a stiff tax on carbon dioxide as soon as possible.

Even under the most optimistic assumptions, the carbon dioxide tax required to keep global warming under control would be large. The UN IPCC has estimated, for example, that a carbon tax of at least $135 per ton would be needed to meet its 2030 emissions targets.6 That would translate to an increase of more than $1.20 in the price of each gallon of gasoline.7 No one can doubt that a levy that large would provoke powerful distributional objections.

But every dollar raised by a tax on carbon dioxide is a dollar by which other taxes can be reduced. The actual cost of reducing carbon dioxide emissions would be only those costs associated with the cleaner processes we would be led to adopt. And those costs promise to be low.

Experience in other countries suggests, for example, that even a carbon tax that doubled the price of gasoline would result in cars that are more than twice as fuel-efficient as current US models. In the United Kingdom, high gasoline taxes produce fuel prices at the pump that are roughly twice those in the United States, with the result that new cars sold in the United Kingdom in 2017 averaged nearly fifty-six miles per gallon.8

The implication is that even in the absence of a rebate of carbon dioxide tax revenue, American drivers could adapt to a levy even twice as large as that proposed by the IPCC without having to strain their budgets. A carbon dioxide tax of $270 per ton, for example, would raise the price of gasoline by less than $2.50 per gallon, causing less than a doubling of the price of gasoline at the pump. A family could swap its aging Jeep Grand Cherokee (15 mpg) for a newer VW wagon (29 mpg), which not only handles better but also has virtually the same cargo capacity. Even at the sharply higher gasoline prices, the family’s cost per mile driven would be roughly the same as before. And as higher gasoline prices led manufacturers to develop more fuel-efficient models, costs per mile driven would hold steady over the years, even in the face of the steadily rising carbon dioxide taxes called for by the IPCC. Although the price of gasoline at the pump is already more than twice as high in many European countries as in the United States, Europeans typically spend less on gasoline than Americans do, and there is no evidence that they are any less happy with the cars they drive.

The objection that we cannot afford a stiff carbon dioxide tax is further undermined by evidence that we’re poised to bear dramatically higher costs from extreme weather associated with the warming trend.9 The net cost of a carbon dioxide tax would properly include a deduction for the resulting decline in weather damage.

Other critics have argued that a carbon dioxide tax would destroy jobs. But if it were announced today that such a tax would be phased in during the coming years, the immediate effect would be to create a large number of new jobs. Because an impending carbon tax would render many existing energy-using processes obsolete, it would create strong incentives for corporations to put their mountains of idle cash to work right away. Investment spending on development of more efficient processes, with attendant hiring, would begin immediately. Even in the absence of a carbon dioxide tax, new jobs in the renewables sector have been greatly outpacing job reductions in the fossil fuels sector in recent years.10

Still other critics have conceded that carbon taxation might be a good idea in the abstract, but go on to argue that it would be pointless because no single country’s tax would solve global warming. An effective assault on the problem will indeed require a coordinated effort by all major nations. But at this point, American intransigence is one of the biggest obstacles to collective action. If both the United States and Europe adopted a steep carbon dioxide tax, broader cooperation could be summoned by the threat of border adjustment levies on goods imported from countries that do not tax carbon dioxide. Other nations desperately need access to American and European markets, which gives us real leverage. World trade groups have indicated their receptivity to taxation of imported goods in proportion to their carbon dioxide emissions if exporting countries failed to enact carbon taxes at home.11

To repeat, if a proposed policy change is efficient, it will always be possible in principle to ensure that everyone affected by it will come out ahead. An efficient policy is, by definition, one whose total benefit is greater than its total cost. The gains from adopting such a policy are therefore necessarily sufficient to support transfers to those who would otherwise be net losers. Kahn’s thirty-cent credit on the monthly phone bill is the form taken by those transfers in the directory assistance example.

Yet politicians have consistently failed to address the distributional objections inevitably provoked by Pigouvian taxation. France’s president Emmanuel Macron, for example, could have easily avoided the violent Gilets Jaunes protests provoked by the country’s recently imposed fuel tax. Low-and middle-income voters live in smaller houses and drive smaller, more efficient cars than their wealthy fellow citizens. They also take many fewer plane trips to distant destinations. As the results summarized in figure 11.2 indicate, the wealthiest 10 percent of the world’s population accounts for almost half of all carbon emissions each year.12 The lion’s share of any carbon-based tax would thus be paid by a country’s most prosperous citizens. More important, Macron missed an opportunity by failing to emphasize that the purpose of the fuel tax was not to raise additional revenue, but rather to reduce emissions. A simple version of a revenue-neutral carbon tax would redistribute the total revenue collected in equal lump-sum amounts to all taxpayers. Those with below-average carbon footprints would thus get more money back than they had paid in carbon taxes.
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FIG. 11.2. Percentage of CO2 emissions by world population. Oxfam.



If Macron had made it clear at the outset that every euro of revenue generated by the tax would be returned in equal per capita cash payments to all households, both low-and middle-income families would have understood immediately that the amount they would pay in fuel taxes would be substantially smaller than the resulting rebates they would receive, making them net beneficiaries under the policy. That low-and middle-income families have experienced income stagnation in recent decades is simply no reason to avoid a carbon tax. On the contrary, a revenue-neutral tax would be more accurately described as a partial remedy for the income stagnation these families have experienced.

People with the highest incomes would of course pay more, on balance, even under a revenue neutral tax. But they could still easily afford everything they might reasonably be said to need, and as we will see in chapter 12, because the tax would not affect their relative purchasing power, it would also leave their ability to purchase life’s little extras largely unaffected. And because carbon-intensive activities would be more expensive even under a revenue-neutral tax, the incentive to reduce emissions would be just as strong as if government spent the tax revenue in other ways.

But Macron did not describe his proposal in these terms, and the violent demonstrations against the initiative portend a significant setback to climate mitigation efforts around the globe. The title of a prominent piece published on the New York Times opinion page in the wake of France’s cancellation of the fuel tax: “Forget the Carbon Tax for Now.”13

To forget the carbon tax, however, would be to abandon all hope of meeting the emissions targets necessary to hold climate change in check. It’s true that when most voters hear the words “carbon tax,” they think the policy would make them poorer. But isn’t that a solvable communication problem, rather than a reason to abandon carbon taxes? What leaders need to do is to explain in plain language why everyone’s life would be much better with a stiff carbon dioxide tax than without one.

The explanation isn’t complicated. Billionaire Tom Steyer’s Next-Gen foundation has spent lavishly in support of measures to reduce greenhouse gases. Why not support an ad campaign explaining why a revenue-neutral carbon tax would have benign distributional effects?

No one doubts that achieving widespread adoption of carbon taxes will be a tall order. In the face of heavily financed opposition from the oil industry, for example, even the environmentally conscious voters of Washington State rejected a 2018 referendum calling for a carbon fee.14 But there are also glimmers of hope. In the spring of 2019, four additional Canadian provinces adopted carbon taxes that are scheduled to rise from an initial level of $15.00 a ton to $37.50 a ton by 2022.15 More than forty governments worldwide and nine US states have already imposed some form of price on carbon.16

Pigouvian taxes are in fact one of the few issues for which the traditional partisan divide is essentially nonexistent among serious students of public policy. For example, N. Gregory Mankiw, a conservative Harvard economist who served as chairman of the Council of Economic Advisers under President George W. Bush, was inspired by his enthusiasm for Pigouvian taxes to found the Pigou Club in 2006. Membership in this group now includes a long list of economists, politicians, pundits, and others from virtually every point along the political spectrum.17

In our politically fractious era, it would be a challenge to find any group that represented a broader span of viewpoints than those of Pigou Club members. (Can anyone find another organization that includes both Paul Krugman and Grover Norquist?) Club members attest that their presence on the group’s roster constitutes a public endorsement of Pigou’s argument that effluent taxes are the most efficient and fairest way of curbing environmental pollution.

Club members were not asked whether they also saw taxation as the remedy of choice for curbing behavioral externalities. But the case for taxing behavioral externalities is identical in every respect to the case so persuasively made by Pigou for effluent taxation.

———

As noted in chapter 8, regulations are data. By observing patterns in the rules, regulations, and social norms adopted in societies around the world, we can learn something about what people value. If behavioral externalities lead to inefficiencies like the ones caused by environmental externalities, we would expect to see widespread examples of measures whose effect is to curb behavioral externalities, even if those measures are not described explicitly in those terms. And indeed, patterns of taxation and regulation in countries around the world provide strong support for this conjecture. Most countries, for example, impose significant taxes on alcohol and tobacco, consumption of both of which is heavily shaped by behavioral contagion. Most countries also enforce zoning laws that limit the size and other features of signs that businesses erect.

But by far the largest source of waste caused by behavioral externalities results from distortions in our basic spending patterns. And here, too, there have been widespread attempts to curtail expenditures seen as wasteful.

Centuries before Christ, for example, Roman laws attempted to constrain outlays for funerals and mausoleums, even specifying that funeral pyres be constructed from unfinished wood rather than polished wood.18 Under Chinese sumptuary laws during the seventeenth century, commoners were prohibited from wearing fine silks or using precious metal ornamentation for household articles and saddles.19 Many jurisdictions in medieval Europe proscribed linen and lace garments.

Like prescriptive regulation of sulfur dioxide emissions, most of these measures were notoriously ineffective. If people’s preferred forms of consumption were prohibited, they quickly found effective substitutes. Thus, as I described the history of responses to sumptuary laws in an earlier work,

The prohibition against wearing linen and lace led to attempts to signal status by wearing costly buttons, which by the fourteenth century “were worn as ornaments and fastenings from the elbow to the wrist and from the neckline to the waist.” The appearance of gold, silver, and ivory buttons quickly became an indication of wealth and rank, leading some jurisdictions to pass further sumptuary laws restricting the use of buttons. . . . During the Tokugawa period of Japan (1603–1867), members of the increasingly prosperous merchant class “were barred by sumptuary laws from wearing jewelry as well as certain kinds of clothes and from owning certain kinds of traditional fine art works, all of which were reserved for those who held the rank of samurai and above.” In response, the merchant class simply developed its own art forms, among them the exquisitely detailed miniature sculptures called netsuke. And there was essentially no limit on what one could spend on ever more elaborately carved netsuke. Medieval Florence had a sumptuary law that limited the number of courses that could be served during the evening meal. This law quickly inspired the pastry-wrapped meat-and-pasta torte and many other elaborate one-dish meals, which were no less time-consuming and expensive to prepare than the multi-course meals they replaced.20

By comparison to sumptuary laws, which try to discourage waste by banning the purchase of specific luxury items, the imposition of taxes on those same items offers several potential advantages. For one, it generates revenue that can be used to reduce taxes on beneficial activities. Taxing a luxury is also less coercive than an outright ban, since it preserves the right of those who derive greatest value from the product to continue buying it.

As a practical matter, however, taxes on specific luxuries have been almost as big a failure as sumptuary laws. In the most recent example from the American context, Congress passed a law in 1991 that levied a 10 percent tax on all expenditures above specific threshold amounts thought to define luxury for autos ($30,000), boats ($100,000), aircraft ($250,000), and furs and jewelry ($10,000). Here, too, because only some categories were taxed, buyers could easily find attractive substitutes. Boats purchased abroad, for example, were exempt from the tax, as were expenditures for refurbished used luxury yachts. Many luxury car buyers switched to luxury SUVs, which did not face the surtax.

In the first eighteen months following the enactment of these taxes, government revenues from them totaled less than $13 million, at the time too small a sum to run the Department of Agriculture for even three hours.21 One of the main effects of the new levies was to cause widespread bankruptcies and financial losses among domestic boat builders, furriers, jewelers, and private-plane manufacturers. The taxes were unceremoniously repealed in 1993.

The theoretically ideal way to moderate mutually offsetting forms of consumption would be to tax every good in proportion to its positionality. Recall that a good is more positional the more heavily its value to consumers depends on how much they spend on it relative to what others spend. As a practical matter, however, we lack fine-grained measures of the positionality of the millions of goods and services traded each year in the marketplace. We are simply in no position to levy this ideal positional consumption tax.

But a 1942 book by the economist Irving Fisher and his brother Herbert suggests how simple modifications to the current income tax system could create a close approximation of the ideal positional consumption tax.22 Their proposal was to replace the current income tax with a more steeply progressive tax on each household’s annual consumption expenditure. This description summons a dismaying image of households having to keep track of thousands of receipts to document their spending to the tax authorities. But as the Fishers pointed out, the need for that step vanishes once we recognize that a family’s total income falls into only two bins: what it spends and what it saves. To compute the family’s total spending, therefore, we need only two numbers: its annual income and its annual additions to its total savings.

Families already document their incomes to the tax authorities, and many also document their annual savings, as required by 401(k) accounts and similar tax-sheltered retirement savings plans. With those two numbers in hand, the family’s total taxable consumption would then be calculated as its income minus its savings, less a large standard deduction—say, $10,000 per person—in recognition of the tendency of lower-income families to save at lower rates than others.

Marginal tax rates on taxable consumption would start low, so that low-and middle-income families would face the same or lower tax bills as under the current income tax. Rates would then rise steadily as taxable consumption rose. Under the current income tax, economists caution against letting top rates rise too steeply, lest incentives to save and invest be diminished. Under a progressive consumption tax, by contrast, that concern vanishes: higher top marginal rates on consumption actually strengthen incentives to save and invest.

Suppose, for example, that the top marginal tax rate on taxable consumption rose to 100 percent for families with taxable consumption of at least $4 million annually—meaning that for each additional dollar spent above $4 million, the family would owe an additional dollar of tax. If a wealthy family were considering an addition to its mansion that would cost $1 million under the current income tax system, that same addition would then cost $2 million—$1 million for the addition itself, and another $1 million in extra taxes.

Even the wealthiest consumers build smaller when prices are higher. In Manhattan, for example, where prices per square foot are higher than in any other American city, many billionaires are content to live in apartments of five thousand square feet, whereas in cheaper real-estate markets many would choose houses more than twice that size.

Therein lies a hint at how a progressive consumption tax would create vast sums of free money out of thin air. Once houses reach a certain size, there is no evidence that further across-the-board increases cause any measurable increase in their owners’ well-being. On the contrary, the hassles of managing a larger property suggest that wealthy people might actually become less happy when all build bigger. By slowing the growth in high-end consumption, then, the progressive consumption tax would require no real sacrifice from wealthy consumers. But it would free up resources that could improve everyone’s lives in a variety of palpable ways.

For instance, some of the additional revenue could be used to refurbish infrastructure that would benefit families up and down the income scale. And because the tax would slow the rate of growth of top earners’ spending, it would also slow the expenditure cascades that have made it more difficult for families further down the income ladder to make ends meet.

The economist Laurence Seidman has proposed that the progressive consumption tax be phased in gradually, starting with a progressive consumption surtax levied only on the taxable consumption of families who report annual incomes greater than $1 million.23 A family with income below that amount would pay only those taxes required under the current income tax. Families with income greater than $1 million would report their annual savings and then pay a surtax on the difference between their income and their savings. As policy makers gained experience with the response to this progressive consumption surcharge, rates could be adjusted and the threshold gradually lowered. Over time, the new levies would gradually replace the income tax.

An initial effect of this gradual phase-in would be a small reduction in the rate of growth of high-end consumption and a corresponding increase in savings. Greater savings, in turn, would spawn greater investment, as capital markets steered additional funds to the most promising new projects. Additional investment would then boost productivity growth. Total spending would remain essentially the same at first, as would total employment.

As the progressive consumption tax continued to displace the income tax, the share of national income devoted to private consumption would fall gradually, while the share devoted to private and public investment would rise. But because higher investment would boost the growth rate of national income, absolute consumption levels under a progressive consumption tax would eventually overtake those of an economy that had remained on the income tax. The switch to a progressive consumption tax would thus be a policy change that would yield both private and public gains for virtually everyone.

Many people don’t realize that most Americans are already living under a tax system that is nearly equivalent to a progressive consumption tax. This majority consists of the taxpayers who currently take less than full advantage of the deductions permitted for funds added to retirement savings instruments like IRAs and 401(k) accounts. (The 2019 maximum annual exemption for 401(k) plans, for example, is $19,000.)24 For most Americans, therefore, the incentive to consume less and save more under the current income tax is much the same as it would be under a progressive consumption tax.

But there is an important qualification. Most high-income taxpayers already save far more than the maximum exemptions permitted under current retirement savings plans. And it is the spending of this group that has launched the expenditure cascades that have made things more difficult for low-and middle-income households. Adopting higher top marginal rates and eliminating caps on savings deductibility are thus the two key steps required to unleash the fiscal alchemy inherent in the progressive consumption tax. Without painful sacrifices on anyone’s part, resources that would otherwise be squandered on fruitless positional arms races could instead support genuinely useful private and public investment.

High-income households are generally better able than others to take advantage of tax-exempt savings opportunities, and high top marginal rates would also give them a more powerful incentive to do so. Although replacing the income tax with a progressive consumption tax would have the desirable effect of reducing consumption inequality over time, it would also tend to increase wealth inequality. Because the wealthy would die with larger estates under a progressive consumption tax system, it would therefore be important to retain a robust inheritance tax.

This requirement is a feature, not a bug, of proposals to adopt a progressive consumption tax. Recent attempts to eliminate the estate tax have in fact been seriously misguided, for it is one of the fairest and most efficient ways to pay for valued public services. In essence, it works like a lawyer’s contingency fee contract.

Such contracts enable people to access the legal system who otherwise could not afford to do so. A lawyer who believes an injury claim has merit, for example, may agree to argue a client’s case on a contingency basis: if they lose, the client pays nothing, and if they win, the lawyer is paid a share of the judgment, normally 30 or 40 percent. The estate tax is functionally identical to this arrangement.

Young people typically don’t know whether they will become wealthy by the end of their lives, although the strong likelihood is that most will not. By voting in favor of an estate tax at the start of their careers, they will enjoy a lifetime of enhanced public services made possible by its revenues. Almost none of them or their heirs will ever pay a penny in estate taxes. The tiny minority who end up lucky enough to trigger the tax have no more reason to complain than a winning plaintiff faced with a bill for his lawyer’s contingency fee.

The most thoughtful members of that small group are also mindful of the danger that extremely large bequests pose for their children. Launching successful careers typically requires a series of difficult steps. Young people who expect to inherit big trust funds by age twenty-five often lack the motivation and self-discipline to take those steps.

Current law, which exempts estates of up to $11.4 million per person, attempts to chart a middle course. Under a threshold that high, the estate tax does nothing to harm parents who work hard and save prudently in the hope of being able to provide opportunities for their children to succeed. Maintaining an estate tax at least as strong as the current version would be an important political priority if we adopted a progressive consumption tax.

———

Because many behavioral economists had the wisdom to recognize that hell might freeze over before voters embraced Pigouvian tax remedies, practitioners in that field have instead focused on nontax policy manipulations that can improve the quality of people’s choices. The economist Richard Thaler and legal scholar Cass Sunstein coined the term choice architecture to describe the practice of influencing choice by changing how options are presented.25

The strategic use of default options, for example, has proven remarkably effective in many settings. Because people tend to undersave, they often enter retirement with insufficient assets to support even half their preretirement standard of living. Low participation rates in payroll savings plans are one reason for this shortfall. Under the once-common practice whereby employers required workers to sign up for payroll savings plans, for instance, participation rates were often 50 percent or lower. But in an influential experiment by the economists Brigitte Madrian and Dennis Shea, a large employer made participation in its payroll savings plan the default option. Employees were automatically enrolled unless they took an active step to opt out. Under this arrangement, the participation rate of new employees shot up to 86 percent.26

Default options also encourage better decisions in many other domains. Most people feel it would be a good thing to be an organ donor, but when an active step is required to volunteer, few take that step. Yet most people are happy to remain organ donors when that status is the default option, even though they could opt out by simply filling out a form.27 Simple changes like these often have surprisingly large effects. Reductions in the default size for beer servings in pubs, for example, have been shown to reduce the incidence of problem drinking.28

In confirmation of an important premise of the arguments in this book, behavioral scientists have also shown that direct references to peer behavior are among the most powerful ways to influence people’s choices.29 The psychologist Robert Cialdini and his collaborators made this point by examining the failed messaging strategies of hotels hoping to encourage their guests to save energy by reusing bathroom towels. A typical example was a card placed in the bathroom with the message “HELP SAVE THE ENVIRONMENT: You can show your respect for nature and help save the environment by reusing your towels during your stay.” Guests who saw this message reused their towels only 38 percent of the time.

A second message card widely used by hotels tried to evoke a cooperation theme by offering to share the energy savings from towel reuse with environmental groups: “PARTNER WITH US TO HELP SAVE THE ENVIRONMENT: In exchange for your participation in this program, we at the hotel will donate a percentage of the energy savings to a nonprofit environmental protection organization. The environment deserves our combined efforts. You can join us by reusing your towels during your stay.” This message was even less effective. Only 36 percent of guests who saw it reused their towels.

The researchers then tried a message card of their own design, one that made guests aware of how peers had responded. It read, “JOIN YOUR FELLOW GUESTS IN HELPING TO SAVE THE ENVIRONMENT: Almost 75% of guests who are asked to participate in our new resource savings program do help by using their towels more than once. You can join your fellow guests to help save the environment by reusing your towels during your stay.” This message was by far the most effective of the three: 48 percent of guests who saw it used their towels more than once.30

Choice architecture can also improve people’s choices by physically manipulating the positions in which specific options are presented. Thaler and Sunstein, for example, argue that more healthful food choices can be encouraged by the context in which foods are presented in cafeteria lines. Healthful foods are more often chosen if placed closer to the beginning of the line and at eye level. Using spotlights to highlight healthful items also makes them more likely to be chosen, as does placing them near the cashier’s station, where bottlenecks often occur. And fruits are more likely to be chosen if displayed in wire baskets rather than in opaque buckets.31

The nudge movement spawned by Thaler and Sunstein has been spectacularly successful around the globe. A 2017 review in the Economist described how policy makers were beginning to embrace insights from behavioral science:

In 2009 Barack Obama appointed Mr Sunstein as head of the White House’s Office of Information and Regulatory Affairs. The following year Mr Thaler advised Britain’s government when it established BIT, which quickly became known as the “nudge unit”. If BIT did not save the government at least ten times its running cost (£500,000 a year), it was to be shut down after two years.

Not only did BIT stay open, saving about 20 times its running cost, but it marked the start of a global trend. Now many governments are turning to nudges to save money and do better. In 2014 the White House opened the Social and Behavioural Sciences Team. A report that year by Mark Whitehead of Aberystwyth University counted 51 countries in which “centrally directed policy initiatives” were influenced by behavioural sciences. Nonprofit organisations such as Ideas42, set up in 2008 at Harvard University, help run dozens of nudge-style trials and programmes around the world. In 2015 the World Bank set up a group that is now applying behavioural sciences in 52 poor countries. The UN is turning to nudging to help hit the “sustainable development goals”, a list of targets it has set for 2030.32

Given the astronomical rates of return being delivered by nudge units, governments have every reason to keep expanding them. But many of the biggest policy opportunities will continue to elude us unless we can discover ways of making Pigouvian tax remedies more palatable to voters. Invoking a social norm, for example, is effective in getting people to reuse their hotel towels, and putting healthful foods within easy reach is effective in getting more people to choose them. But when the stakes are considerably higher, more powerful incentives are often necessary.

As noted, for example, scientists agree that the existential threat posed by catastrophic climate change cannot be parried without the adoption of a stiff Pigouvian tax on carbon dioxide. Similarly, it is difficult to imagine a simple nudge that would dissuade parents from bidding as vigorously as they could for houses in the best possible school districts. Past success in summoning restraint in high-stakes situations like these has required making restraint the only feasible option. Firms stopped belching sulfur dioxide into the air, for example, only when we required costly tradable permits for doing so. And workers had to moderate their bidding for houses in better school districts when they no longer had preretirement access to the money that financed Social Security checks.

An encouraging sign is that when policy makers have succeeded in implementing Pigouvian taxes, the community has generally been quick to recognize their efficacy. Such was the case, for example, with the cap-and-trade system for sulfur dioxide emissions and, on a smaller scale, with the imposition of charges for directory assistance calls.

Before the city of Stockholm adopted congestion fees in 2006, public support for such fees was hovering near 30 percent, and officials were understandably apprehensive about going forward. But convinced that the policy was sound, they enacted the fees on an experimental basis.33 Defying the predictions of naysayers, the move was an overnight success.

Car traffic across the congestion zone quickly dropped by 20 percent, leading to sharply reduced travel times and significant improvements in air quality. At the end of a six-month trial period, more than 52 percent of Stockholm residents voted to make the fees permanent. Five years later, public support for the program stood at almost 70 percent and was above 50 percent even among those motorists most directly affected by the fees.34

On the basis of this experience, Stockholm transportation director Jonas Eliasson has urged leaders in other cities to be more bold. “The closer you get to implementation, the more the drawbacks stand out,” he said, adding that “if you survive this valley of political death . . . then support starts going up again.”35

Behavioral contagion affects not just the opinions and choices of private citizens but also those of public officials and policy makers. It took some thirty years to persuade members of Congress to embrace economists’ recommendations to adopt the Pigouvian taxation solution to acid rain. But each time the approach has been tried and has succeeded, the hurdles facing additional attempts get a little lower.

There are other encouraging signs. After decades of resistance, for example, New York City will at last begin implementing congestion fees for cars and trucks that enter Manhattan south of Sixtieth Street during business hours.36 And there is evidence that peer influences like the ones discussed for individuals in chapter 3 may also be important at the city level. Officials in several other traffic-plagued cities that are also weighing the adoption of congestion fees are closely monitoring the policy’s effects in New York. “New York’s use of congestion pricing could be a game-changer,” said Travis Brouwer, an Oregon transportation official, in reference to Portland’s pending decision about congestion pricing. Los Angeles, San Francisco, Philadelphia, and Seattle have also been considering the adoption of congestion fees, and officials in those cities are described as encouraged by New York City’s move.37

Recent signs of movement notwithstanding, let no one doubt that political polarization remains a formidable obstacle to the adoption of Pigouvian taxation. In the next chapter, I’ll suggest that antitax sentiment stems largely from a simple but powerful cognitive illusion.
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The Mother of All Cognitive Illusions

If Pigouvian taxation is typically a less intrusive, more efficient, and more equitable remedy for behavioral externalities than the alternatives of prescriptive regulation and outright prohibition, why have legislators been so reluctant to embrace Pigou’s approach?

A plausible answer is that politicians’ first order of business is to win reelection. They resist tax solutions to externalities for fear of incurring the wrath of voters.

But that raises the obvious question: If tax remedies are so advantageous, why would they provoke the ire of voters? Here I will suggest that voters generally, and prosperous voters in particular, suffer from what I call the mother of all cognitive illusions: they believe that having to pay higher taxes would make it more difficult to buy what they want. Like many illusory beliefs, this one may strike most people as self-evidently true. And yet, as I will explain, it is completely baseless.

Many prosperous voters are of course willing to be taxed more heavily to support the common good. But that doesn’t mean they regard taxes as painless. For most of these voters, the perceived value of additional public investment trumps their reluctance to endure what they imagine will be unpleasant reductions in disposable income.

Far more numerous, however, have been prosperous voters who reached the opposite conclusion: their perceived benefits from additional public investment were insufficient to compensate for the personal sacrifices they believed higher taxes would entail. And so they have resisted tax increases with all the formidable levers at their disposal.

Regardless of where they stand on tax policy, then, most prosperous voters believe that higher taxes would necessitate unpleasant reductions in personal consumption spending.

I call this belief the mother of all cognitive illusions because it has caused more damage than any other illusion yet identified by behavioral scientists. And the harm it has caused to date pales in comparison with the future damage it threatens.

The good news is that the cognitive processes that underlie the illusion are relatively simple. An average middle-schooler could easily grasp the logic that drives them. And once someone grasps that logic, the illusion is robbed of its destructive power.

Before I attempt to describe the specific mental heuristics, or rules of thumb, that give rise to the mother of all cognitive illusions, it will be helpful to begin with a few observations about the nature of cognitive illusions generally.

Life is complicated. We are bombarded by terabytes of information each day, far more than we are able to process consciously. To cope, our nervous systems employ various heuristics. As we saw in chapter 2, these rules of thumb often operate completely out of conscious awareness. They work reasonably well much of the time. But because of important design constraints, they are imperfect.

In figure 12.1, which square is darker, A or B? If you think A looks darker, your eyes and brain are functioning normally. But in this instance, your judgment is incorrect. In what’s called the checker-shadow illusion, square A is exactly the same shade of gray as square B. Look at the figure carefully. If your brain is like mine, it should be telling you, “That can’t be true!” And yet it is.

The psychologist Richard Wiseman offers this explanation:
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FIG. 12.1. Edward H. Adelson, MIT, http:persci.mit.edu/gallery/checkershadow.



Your eyes and brain see that the two squares are the same shade of gray, but then think, ‘Hold on—if a square in a shadow reflects the same amount of light as a square outside of the shadow, then in reality [square B] must be a much lighter shade of gray.’ As a result, your brain alters your perception of the image so that you see what it thinks is out there in the real world.1

That explanation, plausible though it sounds, is insufficient to convince most people. But now study the amended image in figure 12.2, and note the complete lack of contrast between squares A and B and the added strip that joins them. Only upon seeing this second image was I able even to consider the possibility that A and B might actually be the same shade of gray.

As the checker-shadow illusion dramatically illustrates, a statement that seems incontrovertibly true (“Square A is darker than square B.”) may in fact be false. This example should affirm at least the possibility that self-evidently true beliefs about the effect of higher taxes may be false as well.

With that thought in mind, I’ll describe a brief time line of the experiences that called my attention to the mother of all cognitive illusions, which I failed to recognize as an illusion at first.

I began teaching economics at Cornell University in the fall of 1972, shortly after receiving my PhD at UC Berkeley earlier that year.
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FIG. 12.2. Edward H. Adelson, MIT, http:persci.mit.edu/gallery/checkershadow.



Having earned a bachelor’s degree in mathematics and a master’s degree in statistics along the way, I was well-equipped to pursue the formal analytical approach to research that dominated economics during that era.

But the extreme manifestation of that approach that I encountered in Cornell’s economics department led me to reject that path. At Berkeley, my classmates and I had been encouraged to prefer the simpler of any pair of behavioral models that were equally consistent with observed data. But among Cornell’s economists of that era, the ordering seemed to be the reverse: when they considered someone’s attempt to model a specific behavior, their immediate reaction was to reach for ways to make the model more mathematically formal and complex.

It was thus a breath of fresh air to leave Ithaca for Washington, DC, in the fall of 1978 for my first sabbatical. There, I served as director of the Civil Aeronautics Board’s Office of Economic Analysis, where the economists on my staff were little concerned with mathematical formalism. For the first time in my professional career, I felt free to indulge my natural affinity for nontechnical speculation about puzzling human behavior.

Because I was at the time unsure whether I would return to Cornell, I applied for and was granted permission by the university to extend my sabbatical in Washington for a second year. And it was during that second year that I first noticed the behavioral consequences of the mother of all cognitive illusions.

The specific behavior that most puzzled me was how self-employed members of the building trades navigated the inevitable trade-offs between earnings and workplace safety. In the course of renovating a row house I had bought near my office, I hired a crew of four to do finishing work and painting on walls and ceilings. Rather than set up sturdy scaffolding to work on areas that were too high to reach, their practice was to stack five-gallon buckets of joint compound three high and then bridge them with a stout 2 × 12 plank. This worked well enough most of the time, but at least several times a week the structure would collapse in a heap. Although no serious injuries resulted during the project, several of the men suffered painful cuts and bruises.

Each time I witnessed one of these episodes, I asked why they didn’t set up scaffolding platforms for hard-to-reach areas. Invariably they responded that the necessary equipment was not only costly, but also time-consuming to set up and move frequently.

They were saying, in effect, that the cost of proper scaffolding exceeded the value they assigned to the extra safety. Because rational safety decisions always require weighing the relevant costs and benefits, there was of course nothing intrinsically illogical in this response. Extra safety is costly, and no matter how much one spends, it is impossible to eliminate all risk. The sensible decision rule is to keep investing in safety until further risk reduction would be less valued than alternative uses of the same money. Where that point occurs clearly depends on the decision maker’s income and preferences. People of great means and cautious temperaments typically invest more heavily in safety than others. And as people who have lived or traveled extensively in poor countries are well aware, people with low incomes often accept substantial safety risks in return for even marginal increments in income.

What struck me as strange, however, was that the crews working on my project embraced risks that would have been cheap to avoid even though they were anything but poor. Each of them, for example, arrived at my project each day behind the wheel of a nearly new van equipped with lushly carpeted walls and an expensive, state-of-theart audio system. “Wouldn’t it be better,” I asked crew members, “to drive a slightly used van and use the savings to get some scaffolding?” Their inevitable response: an older van was simply out of the question!

But why wouldn’t a slightly used van have been acceptable? What seemed clear to me at the time was that each worker would have found a two-year-old vehicle perfectly adequate, but only if that was what coworkers also drove. The same used van would seem shabby by comparison if most of one’s coworkers continued to drive new ones. These observations formed the outlines of the positional-arms-race narrative I sketched in chapter 8, according to which individual decisions result in underinvestment in nonpositional goods like safety. Another implication of this narrative, recall, is that mutually offsetting spending on positional goods spawns annual waste of more than $2 trillion in the US economy alone.

At the time, I saw this phenomenon as a simple collective-action problem. Since the satisfaction from additional consumption beyond some point is almost entirely context-dependent, no individual could curb waste by unilaterally reducing her own spending on positional goods. To be effective, all would need to act in tandem.

Although I continue to consider this an accurate description of the problem, I should have been more troubled than I was by my failure to ask the obvious follow-up question: If prosperous voters would be happier if they spent less on positional goods and lived in environments with more generously funded public sectors, why didn’t they just elect politicians who would deliver what they wanted? As I see now but didn’t see then, the answer is that prosperous voters suffer from what I am calling the mother of all cognitive illusions.

In the fall of 1980, after two years in Washington, I resumed my teaching duties at Cornell. Shortly after my return, I met Richard Thaler, who had started teaching economics in the university’s business school in 1979. Over the next several years, he and I spent long hours in conversation about how our own observations of people’s behavior were often strikingly at odds with the predictions of standard economic theory.

Thaler had spent his own recent first sabbatical working with the Israeli psychologists Daniel Kahneman and Amos Tversky, whose pioneering work on cognitive errors I described in chapter 2. Thaler’s 1980 article “Toward a Positive Theory of Consumer Choice,”2 which drew on that work, is now widely viewed as the paper that launched the behavioral economics revolution. In October of 2017, he was awarded the Nobel Prize in economics in recognition of his role as the founder of this vibrant new field. Even critics who had once bitterly resisted his ideas were quick to celebrate his receipt of the award.

Cornell’s Behavioral Economics and Decision Research Seminar, started by Thaler in the mid-1980s, is by far the longest-running and most visible faculty research forum in the field he founded. In collaboration with Yale and Berkeley, Cornell is also one of three universities that serve as hosts of the annual gathering of the world’s behavioral economists. Cornell, in short, can be fairly described as the birthplace of behavioral economics.

In 1983, I offered the first-ever undergraduate behavioral economics course. Its title was Departures from Rational Choice, which seemed fitting since most of the material I planned to discuss entailed departures from the predictions of the traditional rational choice models favored by economists. (Because that title led to many largely unproductive debates about the meaning of rationality, however, I eventually came to regret it.)

There was of course no standard syllabus for a behavioral economics course in 1983. After considerable reflection and consultation, the one I came up with had two main headings:

A. DEPARTURES FROM RATIONAL CHOICE WITH REGRET

Material under this heading focused on examples of behavior motivated by cognitive errors. For example, rational choice theory counsels that when deciding whether to take an action, we should consider only those current and future costs and benefits that would result from taking the action. An implication is that we should ignore sunk costs (which are costs that have already been incurred and cannot be recovered no matter what we do).

When deciding how many slices to eat at an all-you-can-eat pizza buffet, for instance, the fixed fee for the meal should be irrelevant, since it will be the same no matter how many slices you eat. Yet people who have paid the fee tend to eat substantially more slices than others who are given the opportunity to attend the lunch for free. People who pay are clearly influenced by a sunk cost.

When people learn why sunk costs are irrelevant for rational decision making, most seem to regret such behavior and feel motivated to change it.

B. DEPARTURES FROM RATIONAL CHOICE WITHOUT REGRET

Material under this heading focused on examples of collective-action problems, of behavior that is individually rational but collectively irrational. For example, when all stand to get a better view, no one sees any better than if all had remained comfortably seated. Standing is irrational from a collective vantage point, but makes perfect sense from each individual’s perspective.

In such situations, people typically don’t regret standing, since the alternative would be not to see at all.

Behavioral economics as it developed over the next decades did not follow the road map outlined in my syllabus. Instead, it has focused almost exclusively on behavior under my first heading, departures with regret.

This work on cognitive errors has had enormous impact among policy makers. As noted in the preceding chapter, for example, governments around the globe have been inspired by it to set up behavioral science advisory groups, popularly known as nudge units, to help citizens make better decisions.

In striking contrast, work that falls under my departures-without-regret heading has been far less extensive—so much so that an instructor putting together a syllabus for a behavioral economics course today might find that heading from my early-1980s syllabus somewhat puzzling.

I continue to believe, however, that economic losses under the without-regret heading are larger by several orders of magnitude than those under the with-regret heading. The former losses stem largely from the wasteful spending patterns discussed in chapter 8, but also include those associated with many other examples of behavioral contagion.

The economic losses from departures without regret are not only substantially larger; they are also more stubborn. That’s because losses resulting from cognitive errors can be remedied by unilateral individual action. Once someone learns that it is a mistake to take sunk costs into account, for example, it becomes possible to ignore them unilaterally. Collaboration with others isn’t required.

Collective-action problems are a different matter. Parents may learn, for example, that bidding against one another for houses in better school districts serves only to drive up the prices of those houses; but that doesn’t alter the fact that it is rational for individual families to continue bidding, since the alternative would be to consign one’s children to lower-quality schools. Problems of this sort can be solved only if parents can find some way to act collectively. Effective remedies typically entail policies that alter people’s incentives, which are often by their very nature impossible for individuals to implement unilaterally.

If behavioral economics had evolved along the two-branch path I had initially envisioned, I would not have thought to question my continuing membership in the field. But as behavioral economists became ever more heavily focused on cognitive errors, the overlap between my own work and theirs continued to shrink. Eventually, it felt misleading to describe myself as a member of the field.

I should have known better. Having now realized that the biggest barrier to solving the most important collective-action problems we face is itself a cognitive error, I no longer hesitate to identify myself as a behavioral economist. As the Turkish proverb has it, if the mountain won’t come to Muhammad, then Muhammad must go to the mountain.

My claim is not that prosperous voters are stupid. Most of them believe, quite naturally, that higher taxes would make it harder to buy what they want. Meeting someone who didn’t believe that would be like meeting someone who thought squares A and B were the same shade of gray in the checker-shadow illusion. Yet prevailing beliefs about the effect of higher taxes are false.

What I’m calling the mother of all cognitive illusions provides the answer to the question I failed to ask earlier: If prosperous voters would be happier with less positional consumption and more public investment, why don’t they vote accordingly? The reason is that the illusion prevents them from seeing why such a reallocation would be advantageous. It has thus prevented us from raising the revenue required to deal with the many pressing challenges we face, most notably the climate crisis. But if enough people understood why higher taxes wouldn’t require painful sacrifices, progress against these challenges would suddenly become possible.

In the checker-shadow illusion, there were cogent reasons for the normal brain to reach a confident but erroneous conclusion. A similarly plausible sequence of cognitive steps give rise to the mother of all cognitive illusions.

When someone asks, “How will an event affect me?” the natural first step is to try to recall the effects of similar events in the past. When parents are trying to decide whether to take their children to Disney World, for example, they might try to summon memories of how well they had enjoyed past visits to similar theme parks. In like fashion, when high-income people try to imagine the impact of higher taxes, Plan A is to summon memories of how they felt in the wake of past tax increases.

But that strategy doesn’t work in the current era, since most high-income people alive today have experienced steadily declining tax rates. In 1966, when I graduated from Georgia Tech, the top marginal tax rate in the United States was 70 percent. In 1982 it was 50 percent, and it is now just 37 percent. Apart from brief and isolated increases almost too small to notice, top marginal tax rates have fallen steadily since their 92 percent peak during World War II. Similar declines have occurred in other countries.

When Plan A fails, we go to Plan B. Because paying higher taxes means having less money to spend on other things, a plausible alternative cognitive strategy is to estimate the effect of tax hikes by recalling earlier events that resulted in lower disposable income—an occasional business reverse, for example, or a losing lawsuit, or a divorce, or a house fire, maybe even a health crisis. Rare is the life history that is completely devoid of events like these, which share a common attribute: they make people feel miserable.

More important, such events share a second feature, one that is absent from an increase in taxes: they reduce our own incomes while leaving others’ incomes unaffected. Higher taxes, in contrast, reduce all incomes in tandem. This difference holds the key to understanding the mother of all cognitive illusions.

As most prosperous people would themselves be quick to concede, they have everything anybody might reasonably be said to need. If higher taxes pose any threat, it would be to make it more difficult for them to buy life’s special extras. But “special” is an inescapably relative concept. To be special means to stand out in some way from what is expected. And almost without exception, special things are in limited supply. There are only so many penthouse apartments with sweeping views of Central Park, for instance. To get one, a wealthy person must outbid peers who also want it. The outcomes of such bidding contests depend almost exclusively on relative purchasing power. And since relative purchasing power is completely unaffected when the wealthy all pay higher taxes, the same penthouses end up in the same hands as before.

A plausible objection is that higher tax rates on prosperous Americans would put them at a disadvantage relative to oligarchs from other countries in the bidding wars for trophy properties in the United States. But that disadvantage could be eliminated easily by the imposition of a purchase levy on nonresident buyers.

To repeat, when we try to imagine how higher taxes would affect us, our history of steadily falling tax rates prevents us thinking back to times when our taxes rose. Plan B is to recall times when our incomes fell. But most of those declines were ones in which our own incomes fell while the incomes of others stayed the same. When our relative income declines, we feel pain. But tax increases don’t reduce anyone’s relative income.

Emotions and memory are tightly coupled. The more closely an experience is paired with a powerful emotion, the more likely we are to remember it.3 Strong emotions are provoked by divorces, home fires, business reverses, health crises, and other events that cause individual incomes to fall sharply. These emotions imbue the associated memories with three properties: they are vivid, painful, and easy to retrieve. Those properties greatly strengthen the illusion that tax increases will hurt.

The illusion is compounded by the phenomenon of loss aversion, according to which people experience the pain of a loss much more intensely than they experience the pleasure of a gain of the same magnitude. Psychologically, the imagined loss of private goods one already possesses outweighs the prospective gains from public investments that haven’t yet been made. But given the speed with which people generally adapt to losses, this asymmetry merits little weight in policy decisions.

In sum, it’s little wonder that people would believe that higher taxes would make them feel bad. Yet this is a cognitive illusion, pure and simple. And because of the magnitude of the resulting losses, I do not exaggerate in the slightest by calling it the mother of all cognitive illusions.

As I’ve discovered while teaching introductory economics for many decades, repetition is an important key to effective learning. So I’ll close this chapter with a simple thought experiment that encapsulates my central point.

Imagine two independent worlds, in one of which the wealthy are taxed more heavily than in the other. In the high-tax world, the wealthiest drivers buy Porsche 911 Turbos for $150,000 rather than $333,000 Ferrari F12 Berlinettas, the vehicle of choice of wealthy drivers in the low-tax world. But because the lowly Porsche includes every design feature that materially affects handling and performance, the absolute differences between these cars are minuscule. In both cases, drivers would take the same pride in owning the best car on the road. Available evidence suggests that even if all other features of the two worlds were exactly the same, it would be difficult to detect any measurable happiness differences between wealthy drivers in these environments.

But of course other features would not be the same. Even if governments in both worlds were highly wasteful, at least some of the extra revenue in the high-tax world would go for public investment, including better road maintenance. So the real question is this: “Who is happier, someone who drives a $333,000 Ferrari on roads riddled with foot-deep potholes, or someone driving a $150,000 Porsche on well-maintained roads?”

It’s an uninteresting question. No serious driver would prefer to drive a Ferrari on bad roads rather than a Porsche on good ones.

The mother of all cognitive illusions implies that societies can enjoy the fruits of additional public investment without having to demand painful sacrifices from anyone. If that strikes you as a radical claim, that’s because it is.

Yet the claim follows logically from only one simple premise—that beyond a point (one that has long since been passed in the West), across-the-board increases in most forms of private consumption do little more than raise the bar that defines what people consider adequate.

This premise is perhaps the least controversial finding from many decades of careful research on the determinants of human well-being. Those who insist that higher taxes on the wealthy require painful sacrifices face a formidable hurdle: to sustain their position they must refute the validity of a large body of carefully gathered evidence.

———

Although no one who appreciates the gravity of our current challenges denies that we must act with dispatch, we have consistently failed to do so. Total carbon dioxide emissions in the United States, for example, were actually 3.4 percent higher in 2018 than they had been just a year earlier.4

But the growing body of research on behavioral contagion offers grounds for hope. As that research amply demonstrates, sweeping change is sometimes a less remote possibility than most of us dare to imagine. The key will be to launch contagious conversations broadly and quickly.

How we might spur progress on that front is our topic in the next and final chapter.
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Ask, Don’t Tell

Harmful forms of behavioral contagion create losses on an epic scale. But because the logic of contagion is often poorly understood, we have made little progress in mitigating those losses, or indeed even in recognizing them. Although this is a lamentable state of affairs in one sense, in another sense it is an opportunity.

The bad news is that our failure to deal effectively with problems caused by behavioral contagion has been costing us literally trillions of dollars annually. The good news is that it would be relatively simple to alter the individual incentives that give rise to these losses. We could greatly increase the amount of resources at our disposal—resources that could be used to solve pressing problems, including the threat posed by the climate crisis—without having to demand painful sacrifices from anyone. My deepest hope in writing this book has been to encourage conversations about how to get started on this project.

The challenges facing this enterprise are formidable indeed. Many decades elapsed, after all, before Congress adopted economists’ recommendations about mitigating air and water pollution. Such a delay in the face of truly compelling arguments for effluent taxes and massive investments in renewable energy sources suggests that our failure to act more quickly often stems not from flaws in the policy remedies themselves but from our shortcomings as advocates for them. Persuading legislators to embrace innovative solutions to policy problems is just inherently difficult.

But not impossible. Scholars who study communication have identified strategies that have enabled progress in similar circumstances. Many of these strategies involve eschewing attempts to persuade listeners to do something in favor of launching conversations that enable them to conclude for themselves that action is warranted.

Psychotherapists report, for instance, that telling a woman she is in an abusive relationship often sparks a defensive reaction that may actually increase her likelihood of remaining with her partner. Much more effective, apparently, is simply asking her to describe her relationship. In response, she’ll often portray it in ways that make it difficult not to see clearly that things aren’t right.1

Consider also the history of attempts to persuade voters to support greater investment in infrastructure. During the election campaign of 2012, President Obama and then Massachusetts Senate candidate Elizabeth Warren attempted to remind successful business owners of the importance of such investment. As transcripts of their speeches reveal, both told entrepreneurs that because they had shipped their goods to market on tax-financed roadways, hired workers trained in public schools, were protected by community-sponsored police and firefighters, and enjoyed various other advantages under our free-enterprise system, they should embrace their obligation to invest in the next generation’s opportunities to succeed.

Yet many heard a profoundly different message. To them, the speeches seemed to be saying that business owners couldn’t claim credit for the successes they’d achieved, that they weren’t really entitled to the lofty positions they held. Both quickly became known as the “you-didn’t-build-that” speeches. Video excerpts went viral, spawning millions of outraged comments.

Business owners react differently, however, if we don’t remind them that their success stemmed in part from external factors. If we instead simply ask whether they can recall examples of external factors that may have facilitated their paths to the top, they seem to enjoy thinking about the question and often take evident pleasure in describing examples of their good fortune. In the wake of such conversations, they often volunteer suggestions about additional public investments we ought to be making.

If conversations about policies for mitigating environmental pollution were far more difficult than suggested by a dispassionate assessment of the merits of those policies, conversations about policies for mitigating behavioral externalities promise to be still more difficult. But because the potential gains involved are so large, it behooves us to think more carefully about how to approach these conversations.

My own interest in how styles of conversation affect the adoption of new ideas stems in part from the striking difference between policy discussions I had over a span of several years with two senior university administrators. One was my university’s president, the other a dean of one of its colleges. In separate conversations with these men about specific academic policy initiatives I advocated, each ruled in my favor in about the same proportion of cases. More often than not, they ruled against me. What came as a surprise, therefore, was that my reaction to their decisions depended much less on whether they were in my favor than on the quality of the discussions preceding them.

When the first administrator would rule against me, my admiration of him remained undiminished. Yet each ruling from the second administrator, positive or negative, caused my opinion of him to dip another notch. The first administrator paid careful attention to my arguments and provided clear evidence that he not only understood them but could also restate them in ways that would enable others to recognize their force. When I said something unclear or incomplete, he was quick to notice and pose insightful follow-up questions. And when he did rule against me, he was usually able to explain why he felt that doing so was necessary to protect the university’s ability to advance some other goal I valued.

My experience with the second administrator was not like that at all. He was an inattentive listener, and I cannot recall even a single question he ever asked about any of my proposals. Nor did he ever give any indication that he understood why I thought they had merit. When he ruled against me, he made little attempt to explain why. And when he ruled in my favor, it seemed likely that it was for his own reasons.

At the time, I recall feeling skeptical about the asymmetry of my reactions to these men. Had I merely been charmed by the first administrator? Was my low opinion of the second too harsh a judgment for behavior that might reflect little more than a deficit of social skill? Brief reflection erased these worries. Genuine charm springs from emotional intelligence—not only an impulse to care about others, but also an ability to see the world through their eyes. Since those are traits I’d want my children to have, why not admire them in the first administrator? And why not lament their absence in the second?

Scholars who study the content of human conversations would have no difficulty explaining why I reacted so differently to these two administrators. A consistent finding in this field is that questioning is a uniquely powerful tool for promoting progress toward the shared goals of conversation partners. Questions of several different types are abundant in most conversations, but follow-up questions appear to have special power. As Alison Wood Brooks and Leslie John, two leaders in this field, wrote, “They signal to your conversation partner that you are listening, care, and want to know more. People interacting with a partner who asks lots of follow-up questions tend to feel respected and heard.”2

One method employed by conversation researchers is to interview subjects just after they have engaged in discussions such as job interviews, first dates, or work meetings. Unbidden, subjects leaving these discussions often voice complaints like “I wish [s/he] had asked me more questions” and “I can’t believe [s/he] didn’t ask me any questions.”3

One study analyzed thousands of conversations in which people were attempting to learn more about one another in fifteen-minute online chats or in-person speed dates. Some participants were instructed to ask at least nine questions during their exchanges, while others were told to ask no more than four. In the online chats, those who asked more questions were significantly better liked by their partners. Speed-daters, for their part, were more likely to express interest in a second meeting with partners who asked more questions.4

Active questioning has been a core element in Western philosophic traditions since at least the time of Socrates and had even earlier origins in Eastern philosophies. In the Upanishad texts of Hinduism, for example, pupils pose six questions to a wise teacher. The Buddha encouraged questioning by his disciples, a tradition that survives in modern Buddhism. The emphasis on questioning is thought to have evolved independently in the Eastern and Western traditions, and, as one researcher put it, “both developed this skill through a high degree of discipline and practice.”5

Socratic questioning, which has long been a core teaching method in law schools, has also seen growing emphasis in other disciplines. A careful study by the high school biology teachers Ginat Brill and Arnat Yarden, for example, demonstrated that assigning research papers stimulated students to adopt a more question-oriented approach to learning. As these teachers wrote,

Question-asking is a basic skill, required for the development of scientific thinking. However, the way in which science lessons are conducted does not usually stimulate question-asking by students. To make students more familiar with the scientific inquiry process, we developed a curriculum in developmental biology based on research papers suitable for high-school students. Since a scientific paper poses a research question, demonstrates the events that led to the answer, and poses new questions, we attempted to examine the effect of studying through research papers on students’ ability to pose questions. Students were asked before, during, and after instruction what they found interesting to know about embryonic development. In addition, we monitored students’ questions, which were asked orally during the lessons. Questions were scored according to three categories: properties, comparisons, and causal relationships. We found that before learning through research papers, students tend to ask only questions of the properties category. In contrast, students tend to pose questions that reveal a higher level of thinking and uniqueness during or following instruction with research papers. This change was not observed during or following instruction with a textbook.6

As marketers have long known, people’s opinions are more readily influenced by personal experience and by the experiences of friends than by ostensibly more informative statistical evidence. And so my own opinions about the importance of asking questions have undoubtedly been shaped by long personal experience with this approach in the classroom.

I have been teaching introductory economics courses for more than four decades, during the first two of which my offerings were much like the traditional version of this course taught in universities around the country. These courses, like the traditional biology courses described by Brill and Yarden, do little to encourage questions. Millions of person-hours are devoted to them annually in the United States alone. Yet, according to a nationwide study, when students are given tests that probe their knowledge of basic economic principles six months after they’ve completed one of these courses, they do not perform significantly better than others who had never even taken the course!7 I have no evidence that students from my own early courses would have done any better.

In the late 1980s, however, I altered my approach. That’s when Cornell’s Knight Writing Program included my course in an initiative whose purpose was to encourage instructors in a range of disciplines to require students to write papers about their subject matter. Thus was born what became my “economic naturalist” writing assignment, in which I ask students to pose an interesting question about some pattern of events or behavior they have personally experienced or observed, and then use economic principles discussed in the course to craft a plausible answer to it.

As I wrote in my syllabus, “Your space limit is 500 words. Many excellent papers are significantly shorter than that. Please do not lard your essay with complex terminology. Imagine yourself talking to a relative who has never had a course in economics. The best papers are ones that would be clearly intelligible to such a person, and typically these papers do not use any algebra or graphs.”

An interesting question is one that makes the listener instantly curious to learn the answer. At first, students find it challenging to come up with such questions, but with practice, they get better quickly. A good test for whether a question is interesting, I tell them, is to pose it to friends and observe their reactions.

One of my all-time favorite submissions was from my former student Greg Balet: Why do regulators require that toddlers be strapped into government-approved safety seats for even a two-block drive to the grocery store, yet permit them to sit unrestrained on parents’ laps on five-hour flights from New York City to Los Angeles?

Greg told me that when he posed this question to classmates, it appeared to spark interest. And when he then asked them to try to answer it, the most common response he got was that if a plane crashes, everyone is likely to die anyway, so being strapped in wouldn’t matter. He quickly realized, however, that this couldn’t be the explanation, since the main reason for being restrained in flight is to reduce the risk of injury caused by severe air turbulence. In the early history of commercial aviation, that risk, apparently, was much greater than the risk of injury from auto accidents, which may explain why regulators mandated seat belts in planes long before they were required in cars.

One of the most important economic concepts I try to teach is the cost-benefit principle, which holds that an action should be taken only if its benefit is at least as great as its cost. This simple principle led Greg to conclude that because the benefit of being restrained in flight was greater than that of being restrained while driving, any economically rational basis for not requiring toddler restraint in flight would have to lie on the cost side of the cost-benefit test. And sure enough, that proved the key insight.

Once you’ve set up a safety seat in your car, the cost of strapping your toddler in is negligible, just the few moments of effort required to do so. In contrast, if you’re traveling across the country on a full flight, strapping your toddler in would require an additional ticket, which might boost the cost of your trip by several hundred dollars or more. Although regulators might not feel comfortable describing their thinking in these terms explicitly, the reason they don’t require toddler restraints in flight is that it would be too costly do so.

I don’t have any systematic evidence that encouraging my students to ask questions produced a dramatic increase in their long-run mastery of basic economic principles. But since traditional introductory economics courses appear to add no lasting value, I’m confident that my switch to that approach cannot have done significant harm, either. And there are at least some indications that it may have helped. Many students report, for example, that when they go home for Thanksgiving break, their holiday dinner-table conversations often involve the best economic naturalist questions submitted by their classmates. And every year during alumni reunion weekend, former students who graduated years earlier stop by my office to share questions they’ve posed and answered in the interim.

Some of the best questions entail an element of paradox or contradiction. A personal favorite was posed by my former student Jennifer Dulski: Why do brides spend thousands of dollars on a wedding dress they will never wear again, while grooms, who may attend scores of future events requiring formal attire, generally rent a cheap tuxedo? Posing a question like this creates an instant conversational asset. So it’s perhaps little wonder that many students are motivated to keep thinking about this assignment long after their last paper was due. My 2007 collection of my favorite student submissions has sold many more copies than any of my other books.8

There is also evidence that asking good questions helps create value in organizations. Author Paul Sloane, for example, reports that one of Greg Dyke’s first moves on becoming director general of the BBC in 2000 was to greet his assembled staff by asking, “What is the one thing I should do to make things better for you?”9 The staff, which had been expecting the usual long, boring presentation, reacted warmly to Dyke’s recognition that, as a newcomer, he could learn more from them than they could from him. Sloane reports that the assembled BBC workers indeed had “many wonderful ideas that they were keen to share,” and that Dyke went on to implement many of them.

Further evidence of the importance of asking questions comes from studies showing that mere exposure to opposing opinions does little to change people’s minds about partisan issues. In one recent experiment, for example, a large sample of Democratic and Republican Twitter users were asked to follow the Twitter accounts of prominent members of the opposing party. At intervals, subjects were asked about their views on ten issues of the sort that reliably separate Democrats from Republicans, including environmental regulation, immigration, affirmative action, LGBTQ rights, corporate profits, and government waste.

This experiment was designed to test the hypothesis that political polarization results from segregation into like-minded groups that seldom hear opposing views. This hypothesis received no support at all. On the contrary, rather than reducing political polarization, exposure to opposing views had the opposite effect: it made Republicans substantially more conservative and Democrats slightly more liberal.10

Well-posed questions, in contrast, have been shown to shift opinions on even the most polarizing issues. A careful field experiment demonstrated, for example, that structured conversations lasting no longer than ten minutes can reduce opposition even to highly polarizing initiatives like transgender rights laws.11 In the hope of discovering methods to mitigate backlash to the Miami-Dade County Commission’s 2014 ordinance protecting transgender people from various forms of housing and employment discrimination, experimenters asked local voters to talk with them about these issues. The central feature in these conversations was that canvassers were instructed to listen rather than try to persuade. As David Broockman and Joshua Kalla, the study authors, wrote,

Canvassers first asked each voter to talk about a time when they themselves were judged negatively for being different. The canvassers then encouraged voters to see how their own experience offered a window into transgender people’s experiences, hoping to facilitate voters’ ability to take transgender people’s perspectives. The intervention ended with another attempt to encourage active processing by asking voters to describe if and how the exercise changed their mind. The conversations lasted around 10 minutes on average.12

Canvassers also created a control group by conducting ten-minute conversations about recycling with a second large group of voters. Participants in both the treatment and control groups were sent four follow-up surveys at three days, three weeks, six weeks, and three months following the initial conversations.

This simple intervention proved astonishingly effective. Recall from chapter 4 the unusual rapidity with which opposition to same-sex marriage eroded during the first fifteen years of this century. Broockman and Kalla report that their Miami-Dade intervention produced an even larger change in attitudes much more quickly. Those ten-minute conversations, they wrote, “substantially reduced transphobia, with decreases greater than Americans’ average decrease in homophobia from 1998 to 2012.”13

For some participants, the authors experimented with an attempt to undo the effect of the original conversations by including an antitrans attack ad in the six-week survey. This ad highlighted the baseless claim that trans-rights laws encourage predation against young girls in women’s restrooms. As expected, members of the treatment group who received this version of the survey registered reduced support for the trans-rights ordinance relative to their two earlier responses. But they were still significantly more supportive of it than control-group members. More telling, the ad’s effect on treatment-group members proved transitory. By the three-month survey, it had vanished completely.14

The conversational technique employed by Broockman and Kalla was developed by political organizer Dave Fleischer and his colleagues at the Leadership LAB, a gay rights organization in Los Angeles. Their aim was to discover why California voters had rejected legalization of same-sex marriage in 2009’s Prop 8 referendum. Fleischer calls their technique deep canvassing, and its essence is having the voter do most of the talking. “We ask open-ended questions and then we listen. And then we continue to ask open-ended questions based on what they just told us.”15

Learning theorists explain that we absorb information more effectively when we reason our way to a conclusion actively rather than when someone else states it for us.16 A 2018 meta-analysis of sixty-four earlier studies involving more than five thousand subjects confirms that students learn more effectively if they are asked to explain a concept to themselves than if it is presented to them in other ways. The included studies compared learning outcomes from prompted self-explanation to those produced by a variety of other instructional approaches, including lectures by instructors, solving problems, studying worked problems, and studying text.17

In my own experience outside the classroom, one of the most vivid illustrations of the power of self-explanation has come in conversations with opponents of the Affordable Care Act. First, some brief background: The act as drafted had three central features—the requirement that insurers make policies available at the same rates for all participants, even those with serious preexisting medical conditions; a mandate, under which those who elected not to buy insurance were required to pay a fine; and the provision of subsidies for low-income persons. Among those who had an opinion about the Affordable Care Act, the first and third of these provisions enjoyed broad support. The mandate, however, was widely attacked by Obamacare opponents and was deeply unpopular in many circles. Drafters of the Affordable Care Act tried repeatedly to explain to voters why the act couldn’t function unless each of its three central features was in place. Those attempts, however, were spectacularly unsuccessful.

Yet the underlying concepts were not complex at all. And if legislators had only thought to pose the right questions, their constituents would have been able to grasp them without difficulty. As my own experience in conversations with Obamacare opponents demonstrated convincingly, the single most important question to have posed was this: What would happen to home insurers if the government forced them to offer fire insurance at affordable rates to people whose homes had already burned down?

The question almost answers itself. Fire insurance policies are available on the market at a price of only several hundred dollars a year, and if companies were forced to offer them at that price to people whose homes had already burned down, no rational consumer would buy insurance unless his home had, in fact, already burned down. Because each policy sold would then obligate the insurer to replace a home costing several hundred thousand dollars, insurers would quickly go out of business. The fire insurance market works only because insurers know that most homes they insure won’t burn down. That’s why they know the revenue from selling thousands of policies at reasonable prices will be sufficient to cover the cost of replacing the occasional home that is lost.

But an unregulated market for health insurance can’t work the same way. A patient with serious preexisting medical conditions is exactly analogous to a homeowner whose home has already burned down. Both the insurer and the patient know that the company will lose an enormous amount of money if the insurer is forced to cover this patient at an affordable price. The only way private insurers can insure such patients is if they’re part of a pool that consists mostly of healthy people. And that’s precisely why the mandate was an essential feature of Obamacare.

Someone can discover that reason all by herself if she’s prompted to consider what would happen to home insurers if they were forced sell cheap fire insurance to people whose homes had already burned down. But because no one thought to ask that question, the mandate’s rationale proved elusive to voters despite countless attempts to explain it.

Asking questions is of course not the only strategy for promoting more effective communication on important policy issues. The psychologists Matthew Baldwin and Joris Lammers have shown, for example, that temporal framing can dramatically affect how liberals and conservatives evaluate different environmental policy options.18 Their work starts with the observation that conservatives tend to focus on the past, while liberals are more likely to focus on the future. As an exaggerated, but informative, characterization of this difference might put it, conservatives think that because the present is worse than the past, we need to restore earlier policies, whereas liberals think that because the future will be worse than the present, we need to change existing policies.
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FIG. 13.1. Temporal framing affects support for environmental protection measures. NASA.



Baldwin and Lammers go on to show that self-identified conservatives are far more likely to embrace environmental protection measures when confronted with contrasts between past and present conditions, and far less likely to support those same measures when the contrasts are described in current-versus-future terms.

One vivid example of this finding occurred when two groups of conservatives were shown identical pairs of photos purporting to depict changes in the health of a specific river basin. One group was told that the two photos at the top of figure 13.1 compared the river’s condition in the past with its present condition. A second group was shown the two photos in the bottom pair and told that they described current and future states of the same river basin. Conservatives’ support for measures to protect the river was substantially stronger among the past-present group than among the present-future group.

The implication is that someone who wants to boost conservatives’ support for environmental protection measures would do well to call attention to aspects of environmental quality that are lower today than in the past. Baldwin and Lammers report that liberals’ views were not significantly altered by the same temporal-framing manipulation.

In related research, other psychologists have shown that people are generally ineffective in deploying moral arguments in discussions with opponents of policies they favor. According to Moral Foundations Theory, moral reasoning is typically anchored in discrete emotional modules.19 The five most commonly listed ones are these:

1. Care: cherishing and protecting others

2. Fairness or proportionality: rendering justice according to shared rules

3. Loyalty or ingroup: standing with your group, family, nation

4. Authority or respect: submitting to tradition and legitimate authority

5. Sanctity or purity: abhorrence for disgusting things, foods, actions

According to the psychologist Jon Haidt and other proponents of Moral Foundation Theory, liberals tend to emphasize the first two of these modules, while conservatives tend to emphasize the last three. In an influential paper, the psychologists Matthew Feinberg and Robb Willer demonstrated that when people from both sides of the political aisle employ moral arguments in support of policies they favor, they tend to invoke the specific modules favored by their own side, a strategy that renders their arguments much less effective with opponents.20

For present purposes, their more interesting finding was that in attempts to engage with political adversaries, arguments are far more effective if couched in terms of the moral concerns emphasized by their opponents. Although conservatives were in general strongly opposed to Obamacare, for example, their opposition was significantly more likely to soften when they read a defense of the program framed in purity concerns (e.g., as a way of reducing exposure to sick people) than when they read a defense framed in justice or fairness concerns.

———

With the findings of communications theorists in mind, I’ll now try to imagine a conversation with a small-government conservative that might make him more likely to consider the possibility that behavioral contagion is a proper target for policy intervention. Since my hope is to expand the range of issues on which we can agree, I’ll refer to him as my partner rather than my opponent. But lest my task seem hopeless at the outset, I’ll handicap my partner by assuming him to be a member of the Pigou Club—that is, someone who has already endorsed the proposition that taxation is by far the most efficient and fair way of curbing environmental pollution (see chapter 11).

To avoid claiming too big an advantage for myself, I’ll try to defend a policy that has consistently drawn heavy fire from small-government conservatives: specifically, I’ll recommend taxing sugared soft drinks as a reasonable response to evidence that high levels of sugar consumption have contributed to a range of serious health problems associated with the obesity epidemic.21 Mexico, which has experienced an even larger increase in obesity rates than the United States, recently began taxing sugared soft drinks in the hope of curbing the epidemic. Consumption there declined 5.5 percent in the first year after adoption of the tax, and 9.7 percent in the second year.22

Of course, many small-government conservatives would object to the imposition of any new taxes. But that objection would not be available to my partner. As fellow members of the Pigou Club, he and I are both on record as favoring taxation as the best way to curb environmental pollution. But if I did happen to find myself in conversation with someone who insists that all taxation is theft, a useful question to ask would be the following: What would happen in a society in which paying taxes was purely voluntary? As we saw in chapter 11, that question highlights the deep contradictions inherent in the taxation-is-theft position. So I’ll assume here that my partner agrees that we must tax something. I’ll note, too, that we both like the idea of taxing pollution, because doing so would reduce the harm that pollution causes to others.

At first opportunity, I would ask my partner, “Do you agree that soda consumption is a social activity?” If he’s not sure, I’d point out that in virtually every domain, evidence suggests that our consumption patterns tend to mirror those of others in our social circle. And since this tendency is stronger for children than for adults, it seems reasonable to believe that greater consumption of sugared soft drinks by some children will lead to greater consumption by others as well. If my partner agrees, then he and I also agree that consumption of sugared soft drinks and the emission of toxic pollution have an important feature in common: both are behaviors that cause harm to others. And since the quantity demanded of any good declines when its price rises, it follows that taxation would reduce harm in both cases.

Another common objection to soda taxation has been that people should have the freedom to decide for themselves what beverages to consume. But taxing sugared soft drinks would of course not deprive anyone of that freedom. It would merely make the consumption of sugared soft drinks more costly and, by so doing, result in reduced levels of consumption. We’ve already agreed that we must tax something, and we both agree that it’s desirable in the abstract to tax activities that cause harm to others. So the obvious next question is “Are there better things to tax than sugared soft drinks?”

I’ll venture that my partner would readily agree that there are many worse things to tax than sugared soft drinks. As noted, for example, a large proportion of federal tax revenue in the United States currently comes from the payroll tax. Because this tax makes it 12.4 percent more expensive to hire a worker, it prevents a host of mutually beneficial transactions. If hiring someone would add $20 an hour to a firm’s net revenue, for instance, and if that person would be willing to work for as little as $18 an hour, both the firm and the worker would want this hire to occur. But because of the payroll tax, which would boost hiring costs by more than $2 in this instance, it would not. I can therefore assume without even asking that my partner would consider that an undesirable side effect of the payroll tax.

Since money is fungible, every dollar we raised by taxing soft drinks would mean one dollar less we would need to raise from the payroll tax. Wouldn’t that switch be a good thing on balance? My partner might support my proposal if soft drinks were the only thing we could tax that would enable reduced taxes on socially beneficial activities. But perhaps he would object that there are even better things to tax than soft drinks. In that case, I’d ask, “What specific things do you have in mind?” He might well come up with examples that I’d find persuasive, activities that cause even more harm than sugar consumption. But in addition to the payroll tax, I could also come up with other examples of beneficial activities that we currently tax. In this fashion, we might compile lists of the best and worst things to tax and then discuss which specific changes we might agree on.

My partner might well object to taxing soft drinks for reasons akin to those offered against cigarette taxes as devices for mitigating peer influences on potential teenage smokers. People always retain the option of abstaining from sugared soft drinks, he might say, just as they also have the option of not smoking. It’s a fair point, as I would be quick to concede.

But as we saw earlier, high teen smoking rates are statistically certain to injure many parents and others in ways they cannot escape. For parallel reasons, current beverage consumption patterns are destined to cause unavoidable injury to many others. My partner would surely agree that most parents and friends don’t want people they care deeply about to become obese, or to suffer amputations, or kidney failure, or other grave consequences of diet-induced diabetes. Are those not legitimate aspirations?

The science is clear that our current social environment encourages heavy consumption of sugared soft drinks, which greatly increases the incidence of serious health problems. If current consumption patterns persist, it is thus a statistical certainty that millions of parents will fail to achieve the laudable goal of seeing their children grow up to be healthy adults. Would these parents have any recourse? There is only so much they can do to encourage their children to chart a course different from that of their peers. Beyond a certain point, further effort to influence them could easily prove counterproductive.

My partner might also object that to let bureaucrats tax sugared soft drinks would be to step onto a slippery slope that leads inexorably to the dreaded nanny state. In light of recent attempts to curtail speech on college campuses to protect others from injury, it is this objection that gives me greatest pause.23 If I believe, for example, that the best response to people who are afraid that a campus speaker might injure their feelings is to urge them to grow a thicker skin, why don’t I also believe that the best response to concerns about sugared soft drinks is just to urge people not to drink them? Why do I have faith that the bureaucrats will get the science right and tax only those activities that cause genuine harm to others for whom it would be prohibitively costly to escape that harm on their own?

Although I share the concerns that prompt these questions, they don’t outweigh my concerns about the losses we suffer by not taxing sugared soft drinks. In addition to continuing increases in the serious health consequences of sugar consumption, those losses include the missed opportunity to reduce current taxes on genuinely useful activities. The taxation remedy is also more respectful of individual autonomy than the stereotypical regulatory excesses associated with the nanny state. And finally, taking the slippery slope argument seriously would require abandonment of all attempts to regulate behavior: no stop signs, no red lights, no laws against theft and murder. No reasonable person would advocate that position. Since we go partway down slippery slopes all the time, there can surely be no presumption that taxing soda would usher in a race to the bottom.

Finally, my partner might object (and one of my friends did, in fact, object) that a tax on soft drinks might simply induce people to switch to readily available untaxed substitutes. Just as the tax on luxury cars led drivers to switch to untaxed luxury SUVs, he might ask, wouldn’t soda taxes simply lead people to consume more candy and cookies? A good question! As discussed in chapter 11, if much of high-end consumption is mutually offsetting and hence highly wasteful, a progressive tax on total consumption is far more effective than a tax on specific luxuries. Analogously, if excess sugar consumption is the problem, taxing food and drink on the basis of total sugar content is a far better solution than taxing sugared soft drinks alone. Here my partner’s objection is not to soda taxes per se, but rather to the failure to tax other forms of dietary sugar as well.

In short, my own view is that seeing Pigouvian taxation as the remedy of choice for environmental externalities would appear to commit Pigou Club members to a parallel conclusion regarding behavioral externalities, even in the most bitterly contested example of soda taxes. The logic of the supporting arguments, after all, is in every detail the same in both cases. Would my small-government conservative conversation partner see things that way? On the basis of many actual conversations about this very issue, I can report that the answer is sometimes, but not always.

But if you care about public policy, even occasional successes make conversations like these well worth having.

———

One of my themes in an earlier book was that because successful people often fail to appreciate the importance of seemingly minor random events in life, they tend to develop an exaggerated sense of entitlement to the enormous material rewards they command in the marketplace.24 To be sure, most successful people have worked hard and are also highly talented. But at critical junctures, they must also have been lucky. There are plenty of others, after all, who were equally talented and hardworking, yet didn’t earn nearly as much.

The problem is that when people think their success was entirely their own doing, they often become more reluctant to support taxes necessary for the investments that would create similar opportunities for the next generation. Any attempt to remind them of the importance of luck in their lives, however, seems to kindle hostile reactions.

Quite by accident, I discovered that the quickest way over this hurdle was to eschew any attempt to remind my successful friends that they’d also been lucky. If I instead simply asked whether they could recall examples of lucky breaks they’d enjoyed along their paths to the top, they didn’t react angrily or defensively at all. Instead, their eyes lit up as they scanned their memories for relevant examples. And when they dredged one up, they were eager to tell me about it. The process of recounting it would often kindle the memory of another example, which they also eagerly described. In many cases, they then wanted to discuss possible investments government might undertake to spur progress going forward.

On other occasions, asking people to recall examples of times they’d been lucky just led to interesting stories. Here’s one from a friend from graduate school days:

In 1970 while working the midnight shift in Southern Pacific’s Oakland railroad yard, I realized that I had left my baseball-style hat at home. Not a big deal—until it started to rain. Another employee lent me a spare hard hat from his truck. Later that night, a 200-pound plate of iron fell from one of the tri-level auto carriers and hit me. I was knocked several feet and rendered unconscious. I spent three days in the hospital and six weeks recuperating. On my first day back at work, a member of the crew from the night of the accident handed me the hard hat, suggesting that I might want it as a memento. I was stunned to see that the metal plate had sheared most of the way through it. Without a doubt, had I not forgotten my baseball hat, that metal plate would have bisected my skull. I kept my “lucky” hard hat until it disappeared during our move to Virginia.

On another occasion, I asked a former college classmate with whom I had recently shared a draft copy of my luck book about his own experiences with chance events. After graduation, he had become a highly successful entrepreneur whose dealings with regulators had made him deeply skeptical about government. In response to my question, he began with a similarly memorable account:

You may not know that I was struck by lightning back in ’85 and was really dead. (It fades to black, with no lights, music, or angels.) If there hadn’t been a man there with CPR and leadership skills, I wouldn’t be here either. Also, as a small child I ran in front of a 1940 car on Main Street in Jemison, Alabama. The driver never did see me, so I was hit right in the chest by the bumper. Fortunately, the blow caused my arms to reflexively wrap around the upright member that cars of that era always had. That allowed me to be dragged along without being thrown under the wheels. People on the street saw what happened and chased the driver to get him stopped.

But our conversations didn’t end there. Although he’s still deeply conservative, he told me that being prompted to think about the various ways in which he’d been lucky had made him feel much more supportive of investments to strengthen the social safety net.

You’re more likely to learn something new if you spend at least some of your time in conversation with people who don’t share your every view. Confirmation bias is the psychologists’ term for one of the most important cognitive biases to which we are prone. A good scientist looks for evidence that her hypothesis might be wrong, but the natural impulse of most of us is to be more receptive to information that confirms our initial beliefs. Blindness to contradictory information is especially powerful when you feel strongly motivated to believe an idea. Someone who wants to believe asks, “Can I believe it?” In contrast, someone who wants an idea to be false asks, “Must I believe it?” We’re much more likely to avoid confirmation bias if we spend at least some of our time in conversation with people who disagree with us.

But some conversation partners are of course better to avoid. In recent years, it has become increasingly clear that many people publicly support positions that they almost certainly know to be false.25 Unless you are invited to expose the positions of such people in a public debate forum, there’s little reason to waste energy talking with them.

But despite growth in the number of people willing to embrace alternative facts, most people continue to hold their beliefs in good faith. As noted, however, mere exposure to opposing views not only does not alter those beliefs; it actually tends to reinforce them.26 Yet experimental evidence also shows clearly that conversations structured in a certain way have the power to produce large and durable changes in both beliefs and attitudes.27

Someone determined to be strategic in her efforts to persuade others might elect whenever possible to focus on conversation partners who enjoy high esteem among their peers. As the psychologist Betsy Levy Paluck and her coauthors have shown, for example, interventions to curb bullying in schools are far more likely to succeed if focused on the students identified as most popular by social network data.28 In a similar vein, the economist Juan David Robalino and the sociologist Michael Macy have demonstrated that these are also the students whose own smoking behavior has the largest and most persistent impact on the smoking choices of classmates.29

There is also reason to believe, however, that an overly strategic or goal-oriented approach to conversations may be counterproductive. Thus, as the essayist Andrew Merle wrote, “A question is really only a question if you actually care about the answer. Questions are meaningless if you aren’t engaged or interested in the response. You can’t just absentmindedly check a box with this exercise.”30

Merle’s view was implicit in my response to critics of an earlier book in which I attempted to show that because genuine trustworthiness is a valuable asset in potential trading partners, honest people can prosper in material terms in even the most bitterly competitive environments (see chapter 6).31 If such people can be identified with sufficient accuracy, they can earn the premium rewards from successful ventures that require trust. Several critics wrote to complain that I had erred in offering material gain as a motive for behaving honestly. But that objection missed my point. The mechanism I described works only if people can detect genuine trustworthiness in others. Given the emotional signaling mechanisms involved, someone who was attempting to appear trustworthy merely to reap material rewards would be unlikely to be perceived as a genuinely trustworthy person. Any such attempt would be as futile as hoping to become more popular by dint of conscious effort to be more spontaneous.

More important, no hint of insincere intent is implied by a passionate concern to tell others about ideas of value. In my second book, published in 1985, I tried to explain why a long list of social ills had been misattributed by social critics on the left to exploitation by powerful employers, or a shortage of competition, or a variety of other market failures.32 Those same ills, I argued, were instead a result of self-defeating excesses of competition. When the book was published in January of that year, I imagined that Congress would be enacting a progressive consumption tax and several of my other policy recommendations before the year was out. With virtually none of those recommendations having been adopted in the decades since, I am of course painfully aware of how naive those expectations were.

On finishing each of my previous books, I had no idea whether I would write another. That’s true this time as well, but since life spans are finite, it’s more likely than before that this book will be my last. I also know that even if everyone who reads it were completely persuaded of the wisdom of my recommendations, their number would be far too small to have any discernable impact on the policy debates I care most about. If my ideas are to affect those debates, it will therefore have to be because others became motivated to continue talking about them.

The same was true of ideas that many economists cared passionately about in the 1960s, in particular their proposal to attack acid rain by implementing a system of tradable sulfur dioxide permits. That recommendation, which was ignored by legislators for decades, sparked a fruitful conversation. Economists talked about the proposal with their students, some of whom became interns or staff members on Capitol Hill, eager to discuss it with senators and representatives, who in turn discussed it with their colleagues. Progress didn’t happen quickly, but these conversations eventually led to the adoption of a market for sulfur dioxide permits with Congress’s 1990 amendments to the Clean Air Act.

Progress doesn’t always take so long. As we saw in the evolution of the law’s posture toward same-sex marriage, for instance, the awesome power of behavioral contagion can spur conversations that produce rapid change about even far more controversial policy proposals.

My appreciation of that power kindled my desire to learn more about what promotes fruitful conversations. In short order, I encountered the research described earlier about the effectiveness of posing the right questions. Early on, I watched a video of a TEDx Talk in which Dan Moulthrop, the CEO of the City Club of Cleveland, offered advice based on his long experience as an interviewer.33 Many of his specific recommendations were supported by the findings of experimental studies cited earlier. But one of the points he made in his talk I have not seen mentioned elsewhere. He said that the most powerful and informative single question to ask someone is “What is your passion?”

No one had ever asked me that question before, and at first I had no idea how I might answer it. I’m an economist, a breed not known for its passions. (As a wag once said, an economist is someone who wanted to be an accountant but didn’t have enough soul.) Maybe, I thought, economists aren’t supposed to have passions. But brief reflection led me down a different path. In fact, most economists share a deep commitment to efficiency, and I’m no exception. Like most people, I care about many things, but efficiency is in fact my deepest passion, one that animates virtually everything I think and write about professionally.

It influences even my most inconsequential choices. When I spent a year on sabbatical at New York University, for example, it dictated where I sat on subway trains. The station closest to our apartment on Eighth Street that year had two separate entrances, one on Third Street, another on Eighth Street. When boarding northbound trains toward that station, I always sat in the lead car, and always in the last car on southbound trains, since in each case those choices minimized the number of steps to the Eighth Street exit.

But efficiency also lies at the heart of far more profound human concerns. Whenever we adopt a policy that leads to a more efficient outcome, it necessarily becomes possible for every person to achieve more of what he or she wants to accomplish. If inefficiency, especially inefficiency on a grand scale, were the result of deliberate choices, it would be properly denounced as a moral abomination.

There can be little question that the losses I have described here are genuinely titanic in scale and scope. In the case of wasteful spending patterns, these losses have been occurring for many decades. In the case of climate change, the most significant losses are yet to come. But both forms of loss are, for the most part, unintended side effects rather than a result of deliberate choices, and therefore not proper targets of moral outrage. Even so, losses of this magnitude are an entirely proper focus for our deepest passions. I have argued that simple policy changes could eliminate many of them without demanding painful sacrifices from anybody. I may not succeed in persuading a critical mass of people that I am right about this. But I don’t think I could exit this world peacefully if I hadn’t tried to do so.

Of course, many people need no instruction from me about how to conduct conversations effectively. Intrinsically curious and high in emotional intelligence, they are just naturally good at this. But as the conversation researcher Alison Wood Brooks wrote, “most of us don’t ask enough questions, nor do we pose our inquiries in an optimal way. The good news is that by asking questions, we naturally improve our emotional intelligence, which in turn makes us better questioners—a virtuous cycle.”34

My hope, then, is that you’ll go forth and ask lots of questions. You won’t always persuade skeptics to embrace your point of view. But you’ll be sure to develop more satisfying relationships and hear many fascinating stories along the way.
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Epilogue

Having written periodically about climate issues for more than a decade, I have followed the scientific literature on the subject more closely than most of my fellow economists have. In the process, I became deeply concerned about the seriousness of the threat posed by warming. Those concerns animated much of what I wrote in my first draft of chapter 9, which I completed in late December of 2018.

Shortly after the publication of The Uninhabitable Earth less than two months later, I was therefore startled by the strength of my reaction to David Wallace-Wells’s comprehensive account of what researchers have thus far discovered about our planet’s climate trajectory. Although I had already seen many of the most important papers he cited, I had completely failed to grasp the magnitude of the threat he portrayed. His comprehensive summary of the most authoritative climate studies to date amply supported his conclusion that things are indeed much worse than most of us had imagined.

Wallace-Wells also reported that many researchers were themselves reluctant to describe the full extent of the threat, fearing accusations of alarmism. Some worried, apparently, that more candid reporting might lead many to view the challenge as hopeless. But The Uninhabitable Earth can also be read as supporting a strikingly different reaction.

More than half of all carbon dioxide currently circulating in our atmosphere was put there as a result of human activity since 1988, the year climatologist James Hansen testified before Congress that a dangerous warming trend was already well under way. Wallace-Wells notes that despite this awareness, we continue to spew greenhouse gases into the atmosphere at alarming rates. As he writes, “If this strikes you as tragic, which it should, consider that we have all the tools we need, today, to stop it all: a carbon tax and the political apparatus to aggressively phase out dirty energy; a new approach to agricultural practices and a shift away from beef and dairy in the global diet; and immense public investment in green energy and carbon capture.”1 In the end, he concludes, “the question of how bad things will get is not actually a test of the science; it is a bet on human activity. How much will we do to stall disaster, and how quickly?”2

We may safely assume that with the exception of a relatively small number of remaining denialists, a high proportion of the world’s population would welcome opportunities to help slow the pace of climate change—especially if painful sacrifices weren’t demanded of them. But pessimists are of course quick to cite the necessity of such sacrifices in support of their predictions that we will fail to act in time.

Their skepticism is hardly surprising. As Samuel Johnson said, “To do nothing is within the power of all men.” Paralysis becomes the expected result when the power to do nothing is coupled with an intense and well-documented desire to do nothing.3 A serious assault on global warming will require substantial lifestyle changes across multiple domains, but insofar as we are creatures of habit, our impulse is to resist such changes. Resistance to carbon taxes is especially intense, and in more than one jurisdiction their imposition has precipitated the defeat of political leaders who supported them. Perhaps it’s little wonder, then, that we’ve made so little progress.

Yet despite the stubborn intransigence of the status quo, dramatic change sometimes happens more rapidly than anyone had thought possible. Recall that in the United States the proportion of smokers in the adult population fell by more than 60 percent in the space of just a few decades, and that sweeping changes in attitudes about same-sex marriage happened even more rapidly. Recall, too, that after decades with little visible evidence of political ferment, the governments of member states in the former Soviet Union fell like dominoes in less than a year.

In each of these instances, the most important driver of change was behavioral contagion. With smoking, new taxes and regulations were the initial disruptors, but the far more important force, as we saw in chapter 7, was that for every smoker who chose to quit, an additional member of that former smoker’s peer group would also either quit or refrain from smoking. Andrew Sullivan’s persuasive arguments that same-sex marriage would not harm others helped launch a national conversation on that subject, but as we saw in chapter 4, the most important reason for public opinion’s rapid shift was that as some people announced their change of heart publicly, others felt safer to do likewise. And as also discussed in chapter 4, the fall of the former Soviet Union was another textbook illustration of the explosive power of behavioral contagion: with each additional citizen who spoke out against an oppressive regime, it became less risky for others to speak out as well.

Wallace-Wells asks not only whether we can summon the necessary motivation to challenge warming’s trend, but also whether we can garner sufficient resources to succeed. Economists and climatologists view warming as a standard environmental externality, one that calls for rapid imposition of stiff carbon taxes around the globe and substantial investments in green technology. For anyone armed only with that view, it might seem prudent to predict failure.

That we have been permitted to emit greenhouse gases without penalty during the entire industrial era is indeed the root cause of the warming problem, just as the traditional account stresses. But the environmental externalities narrative overlooks behavioral contagion’s critical role in the process. As we saw in chapters 8 and 9, behavioral externalities are by far the most important explanation for why we have been building bigger houses, driving heavier cars, and engaging in a host of other energy-intensive activities. We choose these options less because they are priced incorrectly than because that’s simply what people like us tend to do.

The other side of that coin, of course, is that our strongest motive for altering our choices will also be that others like us are doing so. When neighbors put photovoltaic panels on their roofs, we too become much more likely to install them. When they buy plug-in electric vehicles, we too become far more likely to consider them. And when peers modify what they eat in response to environmental concerns, we too become much more likely to follow suit.

Understanding how behavioral contagion shapes our choices thus reveals how dramatically we underestimate the effectiveness of policies that encourage individuals to limit greenhouse emissions. Because behavioral externalities are so powerful, any policy that alters individual energy usage directly will also generate ripple effects that exceed the direct effects, often by substantial multiples.

Skeptics are of course correct to note widespread resistance to calls for significant financial sacrifice. But here, too, we have seen, many of the most important actions required to parry warming entail no such sacrifices. Because the wealthy consume far more energy than others, for example, the imposition of a steep but revenue-neutral carbon tax would actually increase the disposable income available to a substantial majority of taxpayers. Under a suitably designed rebate plan, as many as 90 percent of the population might be net financial beneficiaries.

The wealthy, of course, would be left with less money to spend under a revenue-neutral carbon levy. But don’t cry for those taxpayers, who not only already have everything anyone might be reasonably said to need, but also would retain their ability to buy the extras they want, even under the steepest carbon tax ever proposed. The special extras in life, after all, are in short supply, requiring those who want them to bid against one another. And when the rich all pay higher taxes, their relative bidding power is completely unaffected. The same penthouse apartments overlooking Central Park would therefore end up in the same hands as before. The tax resistance that stems from failure to grasp that simple fact, I have argued, is the mother of all cognitive illusions (see chapter 12).

The same illusion has also prevented us from raising the general tax revenue required for large-scale public investment in green technology. If the voluminous literature on the determinants of human well-being can be said to demonstrate any single finding conclusively, it is that across-the-board increases in private consumption beyond some point produce no durable increases in life satisfaction.4 The spending of the top 1 percent of US earners is well beyond that point. That group’s share of national income, which now exceeds 21 percent, has grown sharply in recent decades and is higher than at any point since the 1920s. Higher taxes on this group alone could underwrite the massive investments we need in green technology without requiring painful sacrifices from anyone.

The mother of all cognitive illusions of course continues to fuel opposition by the wealthy to higher taxes. But cognitive illusions aren’t set in stone. The underlying issues that give rise to this particular one are sufficiently straightforward that any middle school student could easily grasp them. (If there is a middle-schooler in your circle, test this claim!) A deeper understanding of the power of behavioral contagion holds genuine promise of dispelling the mother of all cognitive illusions.

Many climate advocates have cautioned that “conscious consumption” (voluntary individual restraint in energy usage) is no substitute for decisive action on the public policy front. As Wallace-Wells describes this concern,

conscious consumption and wellness are both cop-outs, arising from that basic premise extended by neoliberalism that consumer choices can be a substitute for political action, advertising not just political identity but political virtue; that the mutual end-goal of market and political forces should be the effective refinement of contentious politics at the hand of market consensus, which would displace ideological dispute; and that, in the meantime, in the supermarket aisle or department store, one can do good for the world simply by buying well.5

I have long shared Wallace-Wells’s view that there is little hope of parrying warming’s threat on the strength of individual spending decisions alone. We will also need bold changes in public policy. But studying the power of behavioral contagion has persuaded me that conscious consumption may promote progress on the policy front in ways I had not previously appreciated. Installing solar panels, buying an electric vehicle, or adopting a more climate-friendly diet doesn’t just increase the likelihood of others taking similar steps; it also deepens one’s sense of identity as a climate advocate. In the process, it increases one’s likelihood of supporting candidates who favor strong climate legislation and of knocking on doors to help them get elected.

Keeping warming at bay is indeed unlikely in the absence of a massive social movement, one that culminates in climate obstructionists being defeated resoundingly at the polls. But mounting such a movement becomes much easier when people’s personal consumption choices become more heavily shaped by climate concerns. (Again, as Will Durant distilled Aristotle’s wisdom about the power of habit, “we are what we repeatedly do.”)

Another reason that behavioral contagion counsels hope is that we have already seen it spawn rapid and sweeping change in the domestic political arena, as it recently did in the state of California. In the not very distant past, California’s political leaders were heavily focused on cutting taxes, slashing school funding, reducing infrastructure investment, and bashing immigrants. In these ways, they eerily anticipated the positions taken by many national political leaders today.

But no longer. California voters pushed back. And once voters drove leaders who stood in the way of fruitful collective action out of office, reform efforts surged dramatically. The state now enjoys a budget surplus, even in the face of its increased support for education, infrastructure, and environmental protection. Despite continued population growth, its total emissions of greenhouse gases have declined substantially. And despite dire predictions that the higher top tax rates necessary to pay for these efforts would drive the wealthy to leave the state in droves, outmigration by the top 1 percent has been lower than for any other income group.

As political scientists have long noted, what happens in California often happens in the rest of the country a decade or so later.

A deeper appreciation of the power of behavioral contagion also informs our thinking about political strategies for tackling the two most pressing problems we face, economic inequality and the climate crisis. Proponents of the Green New Deal have argued that unless we tackle both issues simultaneously, there’s no prospect of assembling a sufficiently broad political coalition to break through our current gridlock. Their critics, many of them on the left, counter that tackling both issues at once would be so daunting and expensive as to all but guarantee failure in both domains. But this critique, which presumes that the progressive taxes required to reduce inequality would demand painful sacrifices from politically influential wealthy voters, ignores the mother of all cognitive illusions: if leaders explained to voters that higher top tax rates wouldn’t alter their relative bidding power, most would be capable of grasping that no real sacrifices would be necessary.

In short, a two-front battle is the right path because the very same policies that would reduce economic inequality most efficiently would simultaneously reduce the economic cost of achieving carbon neutrality. By a rare stroke of good fortune, the best policies for attacking each problem separately turn out to be powerfully synergistic.

As I hope these observations make clear, pessimism about our ability to parry warming’s threat is premature. There can also be no doubt that most people are strongly motivated to take action they know will make a difference. As the late Apple cofounder Steve Jobs once said, “We’re here to put a dent in the universe. Otherwise, why else even be here?” Few of us, of course, are in a position to put much of a dent in the universe. Even so, the evidence is clear that most of us not only can but also strongly desire to make useful things happen.

I first became consciously aware of the strength of that basic motive when my oldest son was very young, perhaps five or six months old. With him perched on my arm, I walked up to a light switch on the wall and flicked it on and off. Immediately grasping the connection between the switch and the light, he lunged to flip the switch himself. The delight in his eyes as he experienced his ability to make the light to go on and off was palpable. At about the same age, his three younger brothers reacted in exactly the same way—as did my grandson, two granddaughters, and countless children of friends.

In its primitive form, this desire is relatively indiscriminate. Turning a light on and off is neither more nor less satisfying than ringing a doorbell repeatedly. As we mature, however, the desire becomes more focused. We care less about the mere fact of having made something happen and more about the actual effects of our actions. And as we quickly discover, the greatest satisfaction stems from causing something useful or praiseworthy to happen.

Clear evidence of this assertion is seen in the difficulty confronting employers seeking to fill jobs that summon social disapproval. Attracting ad copy writers to a tobacco company, for example, requires a substantial salary premium relative to those who write ad copy for the American Cancer Society. There is, in short, a deep reservoir of intrinsic human desire available to be tapped in service of the common good. A deeper understanding of the forces of behavioral contagion highlights the enormous potential power lurking in appeals to that desire.

Researchers were prudent to worry that knowing the full extent of the threat posed by climate change might cause many to abandon hope. But as Wallace-Wells asks, “Why should we be suspicious of our exceptionality, or choose to understand it only by assuming an imminent demise? Why not choose to feel empowered by it?”6

Alarm is a cogent reaction to the threat posed by the climate crisis. But since there is still time to act, and since our choice is between hope and despair, why choose despair? Instead, why not reach for the deep satisfaction that would stem from being part of a collaboration to preserve our planet’s viability? For many of those who have managed to avoid being paralyzed by fear, confronting the challenge has been galvanizing. As the climate advocate Katharine Wilkinson put it, “It’s a magnificent thing to be alive in a moment that matters so much.”7
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