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Preface

Looking 5 to 10 years forward, to an ecosystem with end-to-end encryption, network architectures and hence security as we know it in enterprises will be transformed. The protocols for end-to-end encryption have been developed, but the management of security and networks have not caught up.

This is an opportunity to think strategically on the design of network architectures, the placement and use of management tools, and to plan for resources, especially the hard-to-find security practitioner.

Let's face it, information security is much more difficult than it needs to be, and this transformational period for protocols should be seen as an opportunity to fix these issues. The focus on this forward-looking strategic view is primarily considering the tremendous deficit in information security professionals will never be filled through training. The current set of security solution architectures involving middleboxes are geared toward the top 1% of organizations that can afford to hire multiple information security professionals. The other aspect of this strategic vision includes the goal of a truly improved and intrinsically more secure network environment. Envision a fully encrypted and authenticated network with functions better performed at scale where collective knowledge is strategically and carefully applied. As it has come to be an acceptable outcome in the Internet of Things (IoT) space, envision elemental services from end point vendors to prevent, detect, and thwart threat actors leveraging collective knowledge on patterns and behaviors through the use of artificial intelligence and machine learning applied back to your systems to better scale incident detection and response.

This means no middleboxes that each require a full-time employee to manage. A reliance on information collected at the edge, or end point systems, as well as streams provided to these systems to prevent or block known threats would be managed by a smaller group of expert analysts with large swaths of data to make assessments. Vendors could provide services to prevent and resolve security issues on their applications and platforms in aggregate utilizing a small number of analysts specific to their technologies and threat landscapes. This already happens in hosted environments, but perhaps not in the ways this long-term vision moves us toward to further reduce human resource impacts. Gradually, this would all give way to intrinsically secure applications and the ability for users to better manage their personal data. Let's start with a few relevant examples that scale security and incident management well, and then the book will expand from there more broadly setting new architectural patterns that scale.

The APWG [APWG] hosts central repositories around use case-specific threats. This example is on the antiphishing repository. Anyone can contribute to this antiphishing repository containing attack-related information including web service links (URLs) with known malware, compromised email servers, etc. The information is used, verified, and updated by participating organizations, like RSA who engages law enforcement to take appropriate legal action and have malicious sites removed from the Internet. Where this gets interesting in terms of scale is the use of the information sources by programs like Google Safe Browsing [Google, 2019]. This particular program assesses threats and integrates deny lists into the browser that are updated on a periodic basis throughout the day. Additionally, this is used as a plugin for every other major browser, greatly reducing the number of analysts needed to have a large impact on threats for just about every browser user on the planet, as an individual or within a corporate network benefiting.

Turning to the payment processing industry, threat detection occurs at the issuing bank, which is part of the payment processing flow that begins with the point of sale at millions of retail locations as well as online commerce sites. In this case, transactions are stopped at the point of sale or prior to the transaction being completed. In terms of scale and location of intelligence, this makes sense except for smaller issuing banks that may not have the fraud detection capabilities of larger organizations. The issuing bank has full records of card users' trends and patterns and can detect unusual behavior. The point of sale is able to verify whether or not your credit card is valid and has adequate funds to proceed with a transaction.

If you peel back this example a bit, there are providers of data that aid in fraud detection to further narrow the number of experts needed to detect threats. Fraud information services provide lists of compromised accounts and credit cards to the appropriate issuing bank, culled from the dark web. This compliments the work performed by issuing banks to detect fraud. Financial institutions also collaborate on threat detection, but not necessarily fraud detection techniques. There is room for improvement in each of these examples; however, they demonstrate collaboration between enterprises and vendors to protect enterprise users and individuals with fewer overall human resources. For some types of threats, solutions still do not scale and near-term work could help to reduce the number of analysts needed with architectural model changes with an eye toward efficiency given today's resource constraints. Longer term, methods will emerge to prevent the attacks and thus reducing the need for defenses like these. Threat detection is just one area this book examines as it unfolds to map out security architectures to improve security and reduce human resource requirements for organizations of all sizes. It is imperative that we think toward new architectural patterns including ways to prevent such attacks now as protocol design changes and technology advancements enable this transformation.
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1

Interconnected Trends


There are at least five trends, when interconnected, that have the potential to result in a dramatic shift in how information security is managed today, for the better. Within each trend, there are some inevitable outcomes as well as interdependencies with other trends that are not often considered together to better map out a forward path. The trends include:



	increased deployment of encryption,

	strong session encryption, preventing interception,

	transport protocol stack evolution,

	data-centric security models, and

	users control of data.



While much work is happening within each trend, these trends are not typically all considered together. To realize positive change and reduce the overall threat space, it is imperative that we do just that. This chapter will explore each of the trends and how they interconnect to set the stage for the proposed changes and deeper technical considerations discussed in the book as the trends are embraced. The increased deployment of strong encryption supports data-centric architectures and is contributing to the transport protocol stack evolution. User control of data is a desired outcome for those looking to protect user’s privacy; however, work to support this trend is at an early stage. The general theme of the inability to manage information security as it is architected today, due to insufficient resources, will be explained detailing how embracing these trends and new architectural patterns improve efficiency and reduce resource requirements.

1.1 Increased Deployment of Encryption


While the Snowden revelations (Gidda, 2013) starting in June 2013 led to an immediate increase in deployed session encryption, trends in standards development also shifted. The fundamental shift in standards was driven by the acceptance of less-than-perfect security in favor of deployability, leading to a sharper increase in deployed encryption starting around 2017. Examples of this include Opportunistic Security (Dukhovni, 2014) and the Internet Engineering Task Force (IETF) Automated Certificate Management Environment (ACME) (Internet Engineering Task Force, 2020h). Opportunistic security enables an upgrade path from clear text sessions to sessions encrypted without authentication, to authenticated session encryption. It is important to note that opportunistic security is breakable, but allows for easy automated configuration without knowledge of the other endpoint. Prior to this shift, such efforts would not have gone anywhere since the unauthenticated session could be intercepted, leaving you with no security. From a purist point of view, that was not acceptable in the past, but now there's a justification. Opportunistic security raises the cost for pervasive monitoring, resulting in an in-feasibility to monitor all sessions passively. If nation states or malicious actors want to monitor traffic in this model, specific sessions would be targeted for decryption and observation.

While we haven't seen much deployment outside of opportunistic security use with IPsec (Internet Engineering Task Force, 2020d), automated certificate management is enjoying huge success via the Let's Encrypt project. Sessions not previously encrypted have used ACME via Let's Encrypt to automate the management of certificates, improving privacy protections for end users. While Let's Encrypt offers certificates for free, the ACME protocol can be used by other certificate providers who are interested in automating maintenance of certificates, including any type of certificate. An out-of-band process may be required for identity proofing of individuals and organizations for Extended Validation (EV) certificates or other certificate types. If you are not already using ACME, it should be considered a way to ease certificate management and say goodbye to the days where an expiring certificate causes extensive server outages without anyone realizing the root cause. Now, with automation needless downtime due to certificate management problems can be avoided.

The initial increase of deployed encryption on the web rose to around 30% in 2014, the year following Snowden revelations. ACME's automation and free certificates from the Let's Encrypt project helped that number climb to 85% in 2020 (Let's Encrypt, 2020) (Fig. 1.1).
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Source: https://letsencrypt.org/stats/

Fig. 1.1. Percentage of Page Loads Over HTTPS by Region.


This trend of pervasive encryption will continue now that session encryption is easier to deploy and there's ample motivation.

1.2 Strong Encryption


End user privacy, human rights protections, and prevention of protocol ossification are the primary drivers for the trend strengthening transport protocol encryption. Encryption is being designed to prevent interception and limit the exposure of previously exposed meta-data. When considering end user privacy, it's not only session content that can reveal sensitive information, but also meta-data. Meta-data and session signaling information may enable tracking of user sessions across the network with any identifier or combined set of unique data that can identify the communicating parties. The meta-data of the communication session may provide insight as to the two parties communicating (hostname and Internet protocol information), length of the session, amount of data exchanged, possibility of identifying encapsulated protocols, and types of data exchanged.

Privacy considerations for the end user have been a major driver for the increased deployment of strong encryption and a reduction in availability of session meta-data. Transport architects and engineers are grappling with the go forward options to manage networks in an encrypted world. There has been some work to catalog the usage of data and meta-data and the goals of the monitoring performed prior to this shift in encryption (Moriarty & Morton, 2018). This impact is felt more by the enterprise than service providers as shown with a slower move toward adoption of strong encryption.

Transport layer protocols using provably secure strong encryption began to emerge in 2018. Deployment may have more limited success in environments where data is expected for monitoring (e.g., within the enterprise) near-term, the research from the cited survey indicates that deployment of these protocols should not suffer on Internet bound connections. The reason for this is that service provider monitoring is typically limited to the available protocol header information at the transport protocol, network, and link layer. These header fields will continue to be available with the current set of emerging transport encryption protocols including Transport Layer Security (TLS) version 1.3 (Rescorla, 2018), QUIC (Internet Engineering Task Force, 2020e), and TCPcrypt (Internet Engineering Task Force, 2020g).

A goal for an end-to-end encryption protocol is that the session initiates at the client application (web browser, streaming video application, etc.) and terminates at the server destination, thereby protecting the session across the entire transit of the network. In reality, the session likely terminates at a load balancer instead of a web server and may include some inspection at this point of termination. The load balancer termination point may be considered the server end point in today's web server architecture schemes. If there are additional servers, including application servers, content servers, databases, etc. used to deliver the return session content to the end user or client, there may be additional encrypted streams established from the terminating load balancer to these other systems and applications. The subsequent sessions may or may not use the same encryption protocol as the initiating transport encryption protocol of the client. A simplified illustration is provided in Fig. 1.2.
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Fig. 1.2. Edge Termination to Data Center.

Internet bound sessions have different security and privacy considerations from those within a data center, hence the possible variance on protocol selection for sessions within a data center from Internet bound sessions. For instance, human rights considerations in protocols (ten Oever & Cath, 2017) include many existing security and privacy controls, but add anonymity and pseudonymity as important to the design for end user protection. Users shouldn't have to fear for their safety when performing research on health-related or other similar queries that may be restricted or prohibited in some regions. When speaking on a panel in Geneva, organized by the Internet Society in 2015, another panelist told his story where he wanted to do research on the pros and cons of circumcision in his country in Africa, but was fearful for his life due to regional beliefs on this practice. This is just one of hundreds of examples where human rights considerations are sometimes factored into protocol design. The drivers are important as is the trend of increasing design and deployment of strong transport encryption. The threat landscape has evolved beyond basic confidentiality for information security to include protection from session interception (passive or active hijacking), user privacy, and human rights considerations partly due to pervasive monitoring of governments.

1.3 Transport Protocol Stack Evolution






It seems to me that we're morphing into a really interesting protocol stack, where UDP is the transport protocol but QUIC is the REAL transport protocol, and IPv6 is the networking protocol, but GENEVE is the REAL networking protocol.

Spencer Dawkins, IETF Transport Area Director 2018.

The transport stack is evolving, partially a result of the need to develop and innovate Internet transport in response to the proliferation of middle-boxes that intercept and sometimes modify existing well-deployed protocols. End-to-end transport encryption helps toward this goal. Application developers are highly motivated in this push for strong encryption to allow for innovation in protocols supporting their applications. This is one reason why the protocol stack evolution starts from the application layer encryption protocols in addition to that being the point in the stack to protect end user data in transit. To be explicit, TLSv1.3 and QUIC are a couple of protocols driving the work of transport and routing engineers at lower layers for this now necessary protocol stack evolution.

The use of UDP and strong transport encryption is an attempt to address the ossification of existing network protocols and allow for innovative end-to-end protocol development.


TCP based applications are often intercepted and sometimes modified by middle-boxes. UDP has not been intercepted in general, having been deployed for connectionless query/response applications like DNS in the past,

Spencer Dawkins.

Performance benefits have been noted with applications using UDP and QUIC as a result. Through research, instances where UDP has been rate limited has been discovered as high usage may be interpreted by a middle-box as a DoS attack. Simply phrased, if traffic is not intercepted, the end points are free to evolve the protocol without fear that any update could cause the protocol to be blocked in its path. If the use of UDP is fully encrypted, including signaling information, packets cannot be modified in transit.

This all sounds very positive in that protocols may continue to evolve and protocol designers can be innovative in their solutions while protecting the privacy of end users. While those are both laudable goals, this leaves open questions for transport protocol engineers who focus on congestion control, performance, availability, and other traffic and operations management tasks that rely upon header information that has been available in transport protocols to date. Herein lies the tussle that has become a bit of an arms race between application developers who can evolve their protocols more easily if transport remains intact and the management of networks that has relied on visibility into packet streams to perform network and security management. For service providers, the visibility has been limited to publicly available transport, network, and link layer packet header data (Moriarty & Morton, 2018).

In terms of active development in transport protocols, development has been limited to UDP for transport in recent years in an effort to prevent protocol ossification. QUIC is one example that uses UDP as a substrate. QUIC is an encrypted transport protocol, using TLSv1.3 secure handshake for authenticated key exchange intended for real-time or latency sensitive applications (e.g., streaming media, gaming, and VoIP services). Google runs QUIC between Google services and Chrome browsers and is gaining adoption elsewhere (Jan, 2018). For the enterprise, the business justification to allow QUIC into networks has not yet been made. While deployments like that at Google exist and are likely to expand, the use cases for the QUIC protocol are limited at the moment. When speaking at RSA Conference and Dell Technologies World 2018, attendees said who were aware of QUIC were outright blocking it from their enterprise networks. There was no perceived business imperative for many enterprises to allow QUIC, limiting deployment. Increased use of streaming protocols to facilitate business calls may tip the balance in the near future for the performance gains, improving call quality. Having said that, QUIC does allow for protocol innovation and evolution and we will continue to see standard efforts pushing for increased encryption of signaling information as well as packet payloads to combat the protocol ossification problem.

Transport engineers, operators, and network managers are looking for options lower in the stack to ensure the monitoring functions performed to manage traffic may continue. There are a few paths in exploration right now with no clear winner. In my opinion, the simplest and most likely to be deployed option is IPv6 (Deering & Hinden, 2017) with packet header information such as the Flow Label (Amante, Carpenter, Jiang, & Rajahalme 2011) and the Destination Options Header extension (Elkins, Hamilton, & Ackermann, 2017). The challenge with this option is that global deployment of IPv6 was at about 25% in 2018 (Internet Society, 2018), although increasing, more work needs to be done. This is a viable option because many systems now support IPv6 without any work needed by the end user, including mobile devices. Another challenge with IPv6 is that the header extensions are sometimes dropped by middle-boxes (Gont, Linkova, Chown, & Liu, 2016). Interoperability testing on the recent IPv6 revision in RFC8200 (Deering & Hinden, 2017) should help to close this gap. This update, an interoperability testing, ensures header extensions are an expected part of the standard, reducing the rate packets are dropped since the results posted in 2016 [RFC7827]. While the Hop-by-Hop header extension may seem like another possibility, it has some issues as cited in RFC8200 Section 4.8. This extension may be modified at hops along the path, unlike the Destination Options header that is meant for end-to-end usage that may trigger the use of a slow processing path.

Alternatively, there has been a proposal from several well-respected transport engineers in the IETF to add a layer to the stack for measurement. “A Path Layer for the Internet: Enabling Network Operations on Encrypted Protocols” (Kuhlewind et al., 2017) describes the network ossification that has led to the increased use of encryption along with their solution to add a path layer called, Path Layer UDP Substrates (PLUS).

The obstacles to implement and deploy this additional protocol layer with useful packet headers for measurement may be quite high. Considering IPv6 headers have experienced difficulty at middle-boxes after 20 years of existence as a standard, it is likely that the path to deployment for something like PLUS would be quite difficult.

The PLUS work has been presented at IETF meetings and has failed to move forward due to privacy concerns and the possibility of revealing information about the end user. While some of the same concerns may apply to the IPv6 options for traffic management, the format for the Flow label and extension headers is already standardized. The flexibility to use the extension headers is also standardized.

Routing overlay protocols also add back in visibility, but apply only to an administrative domain, whereas IPv6 is end-to-end. Their application and use for management will depend on the network.

The ability to evolve the protocol stack to ensure traffic and other management functions can be performed may impact the rate of deployment for transport encryption protocols like QUIC, where signaling information is no longer accessible. These are important intertwined trends. Migration to IPv6, which encompasses many more benefits to be discussed later, could be an essential component to the wide adoption of TLSv1.3, QUIC, and other transport encryption protocols. These encryption protocols in turn are critical to successful deployment of data-centric security where secure authentication and session encryption are considered elemental controls.

1.4 Data-centric Security Models


Strong transport encryption is an important change that has the potential to alter network architectures and age-old security designs such as the castle model to ones that enable direct end user access to applications without interception. The castle model has received wide adoption for decades and is centered on defense-in-depth, with layers of protection. In the castle model, you may first encounter a moat, then a drawbridge, armed guards peering out of small windows, before entering the castle courtyard that may include additional buildings offering more layers of protection. We have modeled our systems and enterprise networks following this design pattern for many years, with the exception of some universities and cloud architectures that have always followed a data-centric model. Defense-in-depth changes from the castle model that includes perimeter defenses such as filters, proxy services at firewalls, intrusion detection, and other controls to data-centric approaches and layered isolation created with fine-grain controls.

The endpoint, where sessions are terminated, in data-centric architectures has different assumptions. The endpoint becomes more interesting to assess network and operational management information that had previously been available in the network; and the endpoint is also more important for information security and threat management as a result of the use of strong encryption. Strong encryption pushes the target for attackers to the endpoint, meaning clients and servers, where in depth control layers are implemented in this shift.

In data-centric security models, transport encryption, access controls, authentication, security, and operational assessment at the point of termination are critical. Defense-in-depth is provided with isolation at more fine-grain control points. Data protection at the object level tied to authorization is also inherent to this model, the “Zero Trust Model” (Gilman & Barth, 2017). In this model, the network is not trusted and you rely upon strong session encryption, multi-factor authentication, segregated secured applications, isolation for processing, and authorized access to protected data. As technology and standards in development progress, we will also come to rely on automated control assessments, attestations to provide assurance that code has not been tampered, secure automated updates, and other fine-grain controls. Defense-in-depth does not disappear, but transforms and can be designed with efficiency in mind. These emerging controls will be discussed further in The Endpoint chapter.

1.5 User Control of Data


There are several key drivers in the push for user control of data in hosted environments or applications. You may hear about this most in terms of end user privacy with hosted mail or social applications where data is exposed to third-party access for advertising or user profiling; however, there are two key drivers for organizations: mobility between service providers and lawful interception.

Mobility between service providers and infrastructure is becoming a requirement for some. Mobility may mean the transfer of applications from in-house data centers to hosted environments, the reverse, or between hosted cloud environments. Cost drivers between hosting and outsourcing may change over time, as do requirements surrounding a service or application. The ability to move between offerings may be the easiest way for organizations to meet their new set of requirements. An application may be increasing in demand, moving from experimental into production, or in process of being phased out. Management and monitoring requirements may have changed and with that the staffing needs could fluctuate greatly between hosting options. Distributed computing, enabling user mobility, considers users ownership of data, access to that data, and protected workload operations over distributed infrastructure. Advancements continue to emerge in security offerings from cloud providers, where some recently have begun to offer automated security control mapping to security control frameworks for program management. These capabilities are required for some and may be compelling enough for other organizations to transfer their applications.

Many cloud service providers have lock-in with customers using proprietary application programming interfaces to design and deploy their applications in hosted environments. The use of containers such as Kubernetes or Docker is helping developers to abstract their application or service offering from the infrastructure provider to allow for mobility between hosted service offerings.

Lawful interception, or exceptional access, is another motivator for users and organizations wanting control of their data. If data is hosted at a service provider, at least in the United States, the service provider may be approached by law enforcement to hand over access to a customer's assets without the customer's knowledge. If the user has control over their data, via encryption, it is not possible for the service provider to comply without notifying their customer to gain access to the keys. If the user or organization holds the keys to decrypt and access their data, a request from law enforcement moves from lawful intercept to a legal hold.

Privacy is a third driver for user control of data, perhaps the biggest for end users. At this point, it is well known that many free services offering user accounts view the user as the product. As such, user content is accessed by third parties to “improve” the targeting of advertisements or other user-relevant content such as news articles. The points of privacy concern for end users have shifted from the network service provider due to the deployment of strong encryption to rest with the endpoints, the application provider and browser. We've already touched on the privacy concerns related to the application. The browser is of concern because it renders content from applications and can track user access. Access information and other telemetry can be used to generate statistics for the browser development company.

Achieving user control of data will require users and organizations to demand control of their assets and will rely on the technology evolving to support it. Distributed computing architectures in development may aid in this trend to protect end users' data. The Encryption chapter, will explore options to support this trend.

1.6 Information Security Professional Deficit


Estimates for the number of information security professionals needed in jobs that can't be filled have ranged from 100,000 to 3,000,000 (Parker, 2018) in recent years. Many talk about and take action to increase training opportunities and are successful to some extent. However, I firmly believe the way to solve this problem is not to train more people, but rather to transform how we architect network and information security.

The days where organizations are asked to deploy one more box that requires a full-time employee are numbered. This model does not scale and is not improving the overall security posture. It targets the top 1–5% of organizations who can afford this model. This often leaves their suppliers and partners at risk, which in turn puts these large organizations at risk due to vulnerabilities in their supply chain. What we must do instead is scale information security solutions to have a broad impact with fewer resources, applying those resources to where they will have the greatest effect. The solutions should seek to minimize human resources and maximize their impact on mitigating threats. While artificial intelligence and machine learning may jump to mind as immediate answers, there are simpler steps that can be taken first to streamline security control and incident management, reducing the human resource drain.

By going back to basic security principles and considering scale, with human resources as a focus, there is much that can be done. If we consider the basic security principles of confidentiality, integrity, and availability (CIA) in terms of providing high levels of information security assurance in simple to manage models, this brings us to design considerations at the endpoint and network as a starting point for transforming the architecture patterns to reduce resource requirements. Threat detection, incident response, and other information security functions vary in resource needs depending on network and security architecture design decisions. We'll look to maximize effectiveness and efficiency of these functions through network, security architecture, and in design decisions for security functions as we explore ways to reduce resource requirements. The book will also consider emerging trends that will alter network security design and how to embrace those trends, improve the overall security of your network, and reduce resource requirements to manage information security. The most prominent trend is transport security protocol development requiring provably secure and very difficult to intercept sessions. This particular trend could have quite a large impact on the transport protocol stack evolution and the resulting network architectures. With thoughtful planning, embracing this trend and designing efficient security management can result in a transformational period. There has also been another trend toward data-centric security that almost becomes inevitable by increased deployment of difficult to intercept transport encryption and the resulting protocol stack evolution. We'll discuss this more in the following subsections. The concept of data-centric security has long been a part of the security model for universities and more recently in cloud security models. Data-centric security has even been branded into specific approaches called “Zero Trust Networks” and Google's BeyondCorp model, which seems to be assisting with the uptake of data-centric security.

The next chapter will establish a baseline for security management beginning with an executive summary of projected transformations. Subsequent chapters will then build upon that baseline to transform architectural patterns to ones that scale, embracing the five trends and improving the overall security posture.




2

Board-level Program Evaluation and Guidance


2.1 Executive Summary


The following five trends will alter information security architecture and management. Programs that are thoughtful and consider these trends, responding to them cohesively, will benefit. The result will be a streamlined and efficient security program applicable to both large and small organizations, critical to security of the supply chain. The trends include



	increased deployment of encryption,

	strong session encryption, preventing interception,

	transport protocol stack evolution,

	data-centric security models, and

	users control their data.



In addition to these five trends, there is an overlying theme: a transformation to efficient security architecture patterns minimizing the resources necessary for management.

While the board of large organizations may think of transformation in terms of cost to their organization, the greater cost with a continued lack of efficiency will be to security factors outside of their control at partner organizations in the supply chain. From a risk management perspective, it is imperative that industry as a whole migrates to effective and efficient management of information security. This can be accomplished through architectural decisions and support for products in the ecosystem to ensure smaller organizations are better able to manage the security posture of systems, applications, as well as threat response.

The structure of this transformation is framed on risk management. This is a shift in thinking on how threats are prevented, addressed, and managed more efficiently to reduce the unsustainable resource requirement for all but the largest of organizations. Organizations rely on the security of partners and supply chain vendors, therefore preventing a weak link benefits all. This transformation also involves changing expectations of vendors, for those that have not already begun down that path. The following highlighted items are ones the board should hear about in reports and understand if the organization is embracing these trends to improve the overall security program. The key areas of consideration that are discussed in detail throughout the book include:



	Consistent risk management of the security program aligned to the appropriate framework for your business, identified risks mapped to remediation plans and multiyear budgets.

	Partner and supply chain vendors should be required to meet expected policies and security practices in documented agreements.

	Secure and hardened operating systems with minimal configurations allowing only the known and expected applications to execute.

	Posture assessment of all systems, including isolation properties for data, ensuring “system hygiene” to reduce the chance of lateral movement of attacks.

	Data-centric security models ensuring authenticated and authorized access to applications over securely encrypted transport protocols that are not subject to interception, even by authorized devices. These authorized devices become a target-rich environment for attackers.

	Eliminate “middle-boxes” that intercept and decrypt encrypted traffic. Favor solutions at the endpoint or edge of networks where secure sessions terminate. This is both to improve efficiency in terms of resources needed to manage systems and to leverage emerging automated technologies that embrace the evolving protocol stack and strong encryption trends.

	Segregate applications as recommended by data-centric security models to limit lateral movement of an intrusion, reducing overall risk for the business in terms of the potential impact.

	Outsource applications to decouple support infrastructure. Outsourcing has advantages in terms of scale for focused support of a single application over numerous instances of that application. The organization providing the outsourcing option will have the opportunity to detect anomalies and threats at scale across customers, enabling more efficient security management of applications meeting security level agreements (SLAs). Application segregation enables more flexibility to make risk management decisions in regard to outsourcing.

	Use of two-factor secure single sign-on technology for web and nonweb applications. Ease of use is critical. If passwords are used, ensure updated NIST guidance (Grassi et al., 2017) is followed to have a substantial impact on user adherence of good passwords. This means use of pass-phrases that are not changed often in favor of complex, difficult to remember passwords that are frequently changed.

	Migrate networks to operate over IPv6. IPv6 provides a method to perform network analysis end-to-end where transport encryption is in place and follows the protocol stack evolution.

	Integration of threat detection, including behavioral patterns should be automated from the vendor providing a product who best understands expected patterns. Efficient models not only scale better, but also ensure controls can be automated for smaller organizations or even individuals, thus providing improved protections for a larger organization's supply chain.

	Intelligent use of automation to deploy and manage security controls. Innovative standard-based methods are emerging with some examples enabling chained attestation and automated management of certificates for encryption.

	Isolation as a consistent theme to sandbox threats. Processors, microservices, containers, application management, routing overlay protocols, etc. should aid in this goal.

	Applications or systems ensure the end user has control of their data (home vs. corporate).

	Beyond the typical controls considered for data-centric security models, look for innovative ways to protect data. Secure multiparty compute (MPC) is emerging as a real technology. It's in the early days; however, commercial and open source solutions are beginning to emerge. See the Encryption chapter for further information.



These high-level themes will begin to emerge improving the ability to manage security consistently for organizations of all sizes. The program should be consistently managed and progressively improving toward being adaptable to new requirements, technologies, and trends.

2.2 Security Program Evaluation


Security control frameworks are an important tool to consistently manage and evaluate risk as well as transform the organizations' security program as trends continue to emerge. Risks must be mapped to remediation plans as well as multiyear budgets for board-level visibility before an event occurs.

Security control frameworks provide a consistent and thorough set of controls to ensure that the security program is evaluated holistically. If you are new to security control frameworks, they may appear daunting at first, but in time ease the management workload through a consistent and measurable process. The most successful security programs are managed according to requirements and risk tolerance of the business. Organizations that do not align to business requirements in security policy and control development suffer when employees find alternate ways to accomplish their job outside of policy guidelines or controls. Research organizations often are not able to maintain strict control management over all systems that may be possible in a financial organization for instance. From consulting experience, when security policy ignores business requirements, confidence in IT and security leadership dwindles and back doors into networks are created leaving the organization vulnerable to attack in unsuspected ways.

Research organizations may have expensive laboratory equipment with older operating systems that cannot be patched or upgraded, yet the equipment is essential to operations. Security professionals must find a way to work with the responsible teams to assess and manage risks associated with specialized equipment that may require isolation and special controls to enable its operation. Organizations with developers or researchers may also require access to websites blocked by some firewalls. Fast response to handle exception policy requests is critical to avoid issues such as employees connecting to the Internet tethered from their phone and potentially creating split tunnel access, a backdoor into the organization's network. Risk-based decisions as you develop or evaluate security policies, guidelines, and procedures can be critical to providing attainable security controls.

2.3 Governance and Risk Management


Security programs rooted in risk management, aligned to business needs, involving key stakeholders in the development and continued evaluation are more likely to succeed in preventing threats and improving the overall security posture for the organization. The key stakeholders include Security (CISO), IT (CIO), Legal, Compliance, and Business Executive(s). The executives provide the high-level guidance for policy development that informs the more detailed procedures and guidelines as well as control implementation. When the detailed control implementation maps clearly back to high-level policy, transparency and traceability are built in, supporting communication and language for reporting that makes sense at each level. Risks to the business can be more easily prioritized and discussed at each level when put in the context of this overall framework and control mapping, leading to easier decision points for funding mapped to multiyear plans.

From experience, selecting an appropriate control framework to evaluate the program using a risk management process is effective toward building a transparent program with traceability from the control level implementation to the high-level policy statements. There are several control frameworks to choose from and will be discussed in the following subsection. A risk measurement, or a method to calculate and compare risks, should be understood first to enable a consistent application of risk decisions across the selected control framework. We'll dive into that first to enable building a program with traceability and transparency from the control level, to the governance level, including reporting up to the board.

NIST Special Publication 800-30 [NISTSP800-30] “Guide for Conducting Risk Assessments” is freely available, is easy to understand, and applies to the decision-making process. It provides a measurable way to assess controls consistently. NIST defines risk as likelihood x impact, a definition you've most likely heard before even if you are not familiar with [NISTSP800-30]. The equation, spelled out in greater depth in the document and from experience, is easy to apply. In NIST's definition, likelihood considers the asset, threats, and vulnerabilities in context of existing controls. Impact is understood as criticality to the business factoring in confidentiality and potentially volume, for example, one credit card number on a laptop versus one million stored in a database. A scoring system can be developed to be used by your organization. 0–100 provides a nice range to later assist with weighting the assumed risk level in each control or control area. A risk formula can be applied to assess controls in your environment and assign a score within the predetermined range. Other formulas and methodologies exist for measuring and managing risk and should be considered, another example is (ISO/IEC JTC 1/SC 27, 2018) International Standard Organization's (ISO) Information Security Risk Management Standard.


[image: image]


Fig. 2.1. Organizing Transparent Governance.
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Fig. 2.2. Security Control Implementation and Scoring, NIST800-53 (Joint Task Force Transformation Initiative Interagency Working Group, 2013).

A consistent team should be used to assess the full set of controls as the risk judgments are subjective or have a subjective element to the decision process. Using the same team throughout assists in providing consistent results to be used for comparison within, between, and across controls (Wikipedia, 2020c). The first few controls scored may benefit from a second evaluation as you may get into a rhythm after a while and evaluating a second time may help realign the assessment to have all controls evaluated under the same sets of assumptions and process.

Grouping scoring ranges into three sets (e.g., 0–32, 33–65, 65–100), then using color indicators such as green, yellow, and red for each set provides a visual indication of risk levels as provided with the example in Fig. 2.2. After the first iteration of scoring across all controls, to complete your initial full audit, the team should review the rankings to ensure agreement on the priority levels for remediation of risk to ensure the scoring is representative of the risks to the business. Successive audits will demonstrate program improvements over time and the associated reduction in risk or shifting risks based on trends or new areas of concern.

If the organization has an audit requirement, it is likely on an annual cycle. Preparing for an annual audit can be an arduous task as it typically requires an internal audit that proceeds the external audit to catch any problems that can be resolved in advance, increasing the likelihood of passing the audit. More advanced organizations move to a continuous audit cycle, where the internal audit is conducted on a quarterly or even monthly basis. This becomes practical not only because of automation, but also as the organization members become accustomed to the policy and control implementation, the familiarity leads to quick identification of issues, mitigation, and scoring. If an audit is conducted annually, those involved have a higher learning curve to understand the policies, identify the controls, remediate issues, and develop mitigation strategies. A move to “continuous audit cycles,” where internal audits are conducted on a more frequent basis results in a program that is well understood and repeatable. This often has the positive effect of engaging those outside of security to assist with program improvements as they are part of the continuous audit cycle and look to automate and remediate identified issues. It builds buy-in by the various stakeholders.

Once a program is repeatable, it becomes easier to assess the impact of new regulations, technology, tools, and how to adapt to new trends in industry. This is where a repeatable program progresses to one that is adaptable.

At this point, controls have been assessed with identified mitigations in place. Risk levels for controls have been identified and ranked. Now, governance stakeholders review the prioritized list of identified risks and develop a remediation plan. A multiyear remediation plan may be used. The budget approval cycles should be followed, documenting approvals and deferrals of budget requests.

The remediation plans tied to multiyear budgets and tracking approvals may be important as high as the board level. Boards understand business risk and many are acutely aware of the risks posed by information security threats. The multiyear budget view tied to the overall information security plan and framework assessment allows the board to assess risk and potentially shift funds if their view of risks to the business differs from those at other levels of the business that may not have external information influencing their decisions.

2.4 Security Controls


Security control frameworks typically consist of a workflow or cyclical process to evaluate the controls in a framework and a large set of controls grouped into 20 or less control domains. The control may be very tactical like password policies, access control restrictions, or policy focused where you may decide to implement several granular controls associated with policy or establish processes to align to the control. The framework lists the control and then your organization determines what that means in terms of your policy. If you have a well-developed information policy, the controls are likely defined and may be to a granular level that can be measured (manually or through automated means). If you do not have a policy in place, aligning to a control framework is a nice way to develop a policy in sync with this larger assessment as it will align to the security goals and business risk levels for the organization. If your organization is audited, the clear alignment of the policy to procedures and guidelines ordered by a control framework will simplify the attestation report for both your internal and external audit functions.

For example, password policy is a typical control assessed. The control framework may provide a placeholder for you to enter what your policy requires. The framework does not provide guidance as how you implement the control, which may change over time. It might be that your password policy aligns to the recent NIST guidance of using pass-phrases in favor of the outdated, difficult to remember, mix of characters, numbers, and special characters (Ross, Viscuso, Guissanie, Dempsy, & Riddle, 2018). This is a fairly recent update to recommended best practices from research and experience. A pass-phrase is a mix of words that are unrelated, and the recommendation is to use about four small words to have at least a 16-character pass-phrase. This pass-phrase should not be changed frequently as that practice leads to employees selecting poor passwords and rotating a character or two. If your organization is updating the control implementation, the policy, procedure, and implementation being aligned for both paperwork and implementation updates greatly simplify the process and make your program more adaptable.

Before we dive deeper, a control defines an area of assessment. The organization decides how to implement technical controls using their policy and business risk levels in that decision. The policy guidance is the highest level. While the policy may define some control to a granular level, that is typically left to procedures and guideline documents that supplement the policy. The control framework is a very useful tool to ensure the organization does not have a gap in its policy, procedures, and guideline definitions. The framework can be organized through a control mapping exercise into a spreadsheet with the controls listed and the organization's implementation of that control aligned to the control definition. Many governance, risk, and compliance tools have improved interfaces to enable control management into frameworks that include mapping of regulatory requirements into the selected framework or even transformations between frameworks if your organization has a need to align to multiple frameworks. Some tools map in automated results from control assessments back into scoring tools. The point in discussing excel spreadsheets is that there is a lot you can do before you are ready to invest in a tool, which may assist in your tool selection better knowing and understanding what is most helpful in your environment.

2.5 Security Control Framework Selection


There are many factors to consider when selecting a security control framework. Certain requirements dictate the security control framework that is a best fit for an organization and those include:



	Regulatory requirements

	Regional applicability of business (local, domestic, international)

	Risk tolerance

	Business partners or customers

	Program maturity

	Cost



In other cases, the organization will make a choice based solely on business goals and available resources, understanding that there are paths to transition to a new framework or to support multiple frameworks using available tools. In other words, you can directly map the controls from one framework to another for the transition, or you can use a tool that does this mapping for you. The tool may even reorganize your policy to keep your low-level controls aligned to the selected framework order.


[NISTSP800-37] is the National Institute of Technology and Standards (NIST) Risk Management Framework that establishes a workflow to assess security controls. Each of the frameworks covered in this section consists of a workflow process and a set of controls aligned to areas or domains for organizational purposes. You'll notice as you review various frameworks, the workflow or life cycle is similar in most. The life cycle in [NISTSP800-37] begins with understanding the organization's assets (information, people, systems, etc.), the selection and implementation of controls, control assessment, authorization, and monitoring before iterating on the life cycle again. This life cycle emphasizes it's focus on overall risk management for the business, hence starting with this particular framework. This risk management framework is tied tightly to [NISTSP800-30] and is very helpful in gaining a well-rounded perspective on risk management and is therefore worth reviewing even if you plan to align to a different framework. Since management according to risk levels for the business should be the focus of any security program, having a solid understanding of both [NISTSP800-30] and [NISTSP800-37] may assist in a smooth transition to using any control framework. NISTSP800-137, “Information Security Continuous Monitoring (ISCM) for Federal Information Systems and Organizations” [NISTSP800-137] provides guidance, including specifying standards that aid in control assessment automation. [NISTSP800-37] is recommended as an informational reference as there are three main security control frameworks that are better suited for managing the organization's security program and they include:



	International Standards Organization (ISO) 27001/2

	NIST's Special Publication 800-53

	NIST's Cyber Security Framework



Some organizations, such as those in the US government have a clear requirement to adhere to the Federal Information Security Management Act of 2002 (FISMA), which includes the Minimum Security Requirements for Federal Information and Information Systems (Information Technology Laboratory Computer Security Division, 2006) and Security and Privacy Controls for Federal Information Systems and Organizations (Joint Task Force Transformation Initiative Interagency Working Group, 2013). NISTSP800-53 is a comprehensive control framework used by both government (and government contractors due to requirements) and private sector. This framework continues to stand the test of time as it is a comprehensive, well-thought-out, set of controls for which to evaluate a security program. All of the NIST documents are available, publicly published and free. Since it is a well-regarded framework, it is an excellent choice if a full and comprehensive framework is needed.

In international settings, the International Standards Organizations, ISO/IEC JTC 1/SC 27 (2013a) and ISO/IEC JTC 1/SC 27 (2013b) may either be the required or the best-fit based on business requirements. The ISO 27000 series is a comprehensive control framework and the one I have used most in practice due to organizational requirements. A service provider or hosting provider is likely to select the ISO 27002 set of controls as it will be easier for customers to compare their SLAs and control levels against other offerings since this is the commonly selected framework for service providers. Large international organizations are also likely to select this framework to manage the controls for their environment for several reasons. If the organization uses hosted solutions or service providers, it is likely they will want to compare their own policy to that of the provider during the selection process or when renewing contracts and SLAs. The organization may also need to provide partners and customers attestation reports or the security policy and procedures before deciding to do business together or when renewing contracts. In the case of a merger, alignment to a framework is very helpful not only for the initial policy and control comparison but also as the businesses are merged and risks are assessed in light of the new governance model.

Attestation reports are generated by auditors after comparing the sets of detailed controls to the policy to ensure the policy is met by the implemented controls. The reports are used by customers and partners to evaluate the security risks of doing business with the partner or provider. The partner or customer may select the same control framework as well to ease the comparison process with vendors and partners when assessing their risk levels of doing business with certain partners.

The ISO 27000 series of documents is a well-recognized standard for use as a comprehensive security control framework and for robust control management to requirements. Control mappings from regulations have been exhaustively considered and are available in existing tools. If updates to regulations or new regulations emerge, it is likely that the mapping of controls for these updates will be provided when using the ISO set of controls with an established tool. Table 2.1 is provided to demonstrate the breadth of control areas covered by the ISO 27002 set of security controls.

Table 2.1.ISO 27002 Control Domains.




	No.
	Control Domain





	4
	Risk Assessment and Treatment



	5
	Security Policy



	6
	Organization of Information Security



	7
	Asset Management



	8
	Human Resource Management



	9
	Physical and Environmental Security



	10
	Communications and Operations Management



	11
	Access Control



	12
	Information Systems Acquisition, Development, and Maintenance



	13
	Incident Management



	14
	Business Continuity



	15
	Compliance





If the primary reason for selecting a control framework is for comparison to other organizations without the need for granular and prescriptive control management, the NIST Cyber Security Control Framework (National Institute of Standards and Technology, 2018) may be a viable option. This control framework differs from (Joint Task Force Transformation Initiative Interagency Working Group, 2013) and [ISO 27002] as there is no regulatory requirement guiding the selection of this particular framework. That being said, the NIST cyber security control framework is enjoying wide adoption as it provides a common language to compare high-level security policy and controls between organizations. It was developed fairly recently with strong industry support and input. This framework differs from [ISO 27002] and (Joint Task Force Transformation Initiative Interagency Working Group, 2013) in that the life cycle for the framework is derived from incident handling procedures. It's also interesting to note that some organizations align to multiple frameworks, choosing this one as important for the incident management focus and for comparison to other frameworks. The NIST Cyber Security Framework also embeds the notion of tiers, where your program may operate at initial levels of awareness to information security or they may be more advanced and adaptable to changes in regulations or architectural recommendations. Having an understanding of where an organization stands in terms of maturity can also be useful for comparison purposes.

If an organization is just getting started with a security control framework, the first iteration of assessment and review through the life cycle will highlight risks to be addressed and areas to focus on for improvement. There is less pressure to iterate quickly with additional assessment rounds to improve the program at an unreasonable pace as there is no external audit requirement with this framework. The pressure of an audit is not looming ahead in the near future. That being said, any framework and associated set of controls can be used in a flexible manner to gradually iterate through the life cycle to improve the overall program. The demands exist when external audit cycles requiring prescriptive controls are present either for compliance to the policy as a result of organizational requirements or regulatory requirements.


Fig. 2.3 is from the NIST Cyber Security Control Framework version 1.1, demonstrating the core structure and the groupings for the defined control sets. The groupings follow an incident management life cycle, enabling the assessment of risk with the theme of reducing threats. The life cycle begins with “Identify,” this is in reference to the identification and understanding of the organization's assets, hence similar to the other frameworks. For each of these frameworks, assets include not only information and systems, but also people. Once the organizations assets are identified, like other control frameworks, the controls and mitigation steps for the threats and vulnerabilities are documented and understood. Other frameworks have detection, response, and recover as part of control sets within the framework, but not typically as part of the life cycle. These control groupings may be included in the business continuity and recovery groupings. Essentially, the controls are similar between frameworks and life cycles with varying focus on the management theme, holistic security, or incident management.
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Fig. 2.3. NIST Cyber Security Control Framework Core Structure.

2.6 Adaptable Security Program Management


The practical application of a security control framework in your organization results in a formalized governance structure, considering risk, with a cycle of continuous improvements tied to business objectives. The continuous improvements are a direct result of the cyclical processes that aligns with most frameworks. Controls are reviewed in light of business risk and objectives over time and on a frequent enough basis to have the program requirements well understood by supporting employees. The program first becomes repeatable, where you know how the controls are met and how to assess them, to adaptable, where you see industry trends and can improve the program considering those trends adapting it to current business objectives and risks.

NIST's Cyber Security Framework formalized the program improvements into “tiers,” where the program maturity is reflected by the tier level of the program. The program may be at any maturity level when you begin using the framework as it has been designed to flexibly accommodate all tiers. For the baseline, a program may be at a point where the organization is increasing security awareness and embedding training and education into their operational readiness for IT assets. The gradual progression from there is to move to a program that is regularly assessed and risks are understood and treated.

Risk treatment is a theme from the ISO control framework, and an organization can decide to treat risk in multiple ways. Once risk is assessed, the organization develops plans to manage the risk, then applies business priorities to “treat” the risk aligned to the business needs at the time. Risk treatment may vary between review or audit cycles for particular controls depending on multiple factors and the views of the governance board.

Risk treatment options:



	Apply controls to manage risk

	Transfer the risk to another party

	Avoid the risk

	Accept the risk



Choosing to apply controls to mitigate risk is fairly straightforward. Transferring risk is not always an option, but possible in outsourcing scenarios or even through the use of insurance (this is not an endorsement of the insurance option). The third option, avoiding the risk may be possible if a way is found to achieve the same business objective without managing the asset that would otherwise be at risk. An example might be outsourcing portions of transactions to avoid management of credit card information as to avoid the associated risks and regulations from the Payment Card Industry. And finally, the fourth option is to accept the risk. This may be a business decision where it does not make sense to choose one of the other treatment options and the risk level or type falls within scope for acceptable risk to the business.

A program where controls are regularly assessed and risks are treated is a managed program, or in NIST's Cyber Security Framework terms is “Risk Informed,” Tier 2. As the program becomes more formalized, progressing the management and business application of risk management, it can mature to Tier 3, “Repeatable.” Repeatable looks a little more like Fig. 2.1, “Organizing Transparent Governance,” where the control mappings are tightly aligned to a framework mapped to policy, and the risk management and governance model is well established. The awareness discussed in Tier 1 is now at an organizational level, with a more pervasive understanding of business risk and the risk acceptance process. The program is managed and continuous audit cycles are in place. Continuous audit cycles occur frequently enough that those involved understand the assessment process as well as how to assess the individual and mitigation controls. The organization is fine-tuned and able to manage new risks or evolve and progress risk treatment options from previous audit cycles.

An “adaptive” program, NIST's Tier 4, is one that can adapt to new industry trends, innovative control management options, or predictive threats. Industry is at a turning point right now with several trends that are intersecting including the increased deployment of encryption, emergence of stronger end-to-end encryption, the transport protocol stack evolution, a move toward data-centric security models, and user control of data all coupled with a dearth of information security professionals. An adaptable program may be best positioned to maximize these and future trends, to reshape their programs taking advantage of the trends, but also determining ways to make their program more efficient and effective to reduce high staffing needs. We'll discuss the ways to achieve this management goal further in the book taking advantage of automation and progressions toward scaleable management options for IT and security.

2.7 Supplements to Frameworks


The Center for Internet Security (CIS) Critical Security Controls (Center for Internet Security, 2020) is sometimes referred to as a security control framework. It is similar to the NIST Cyber Security Control Framework in that it is a fine choice to use this set of controls to manage your program if you do not have a requirement to be audited against a specific framework. The CIS controls provide a prioritized order for the implementation of controls. These are intended to reduce overall risk, while not necessarily covering all control areas, which may be more manageable for an organization starting on this path. In supplemental materials available from CIS, they also have mappings of their controls and recommendations into the NIST800-53 framework (FISMA), ISO 27001, and NIST's Cyber Security Control Framework. The CIS Top 20 provides a set of recommended best practices to address the highest risks, or the “most pervasive and dangerous threats of today” and may be a very important resource for your organization. The CIS top 20 are industry agnostic and organized into three categories for implementation: basic, foundational, and organizational.

Another important supplement to a framework that can serve as an aid in prioritizing risks as well as identifying remediation steps is the Open Web Application Security Project (OWASP) Top 10 Most Critical Web Application Security Risks (The OWASP Foundation, 2017). The OWASP Top 10 has a different focus from the CIS Critical Security Controls. The OWASP controls apply to your organization if there is any development work, especially web development, as that is the focus for the identified risks and remediation recommendations. The Top 10 are ranked in terms of general risk and call out the consideration of business-specific risks as you apply their weighted list to your applications. The business risks for your organization may factor in considerations such as the sensitivity of the data protected by the application, systems that may be accessed, or functions that could be performed if (unauthorized) access was gained to the application. If you are mapping these risks into your overall security program management in the form of a framework with aligned controls and mitigation steps, lists like this can be quite helpful as they provide sound advice on remediation. The top risk in the current list has been high on the list of threats for some time, injection attacks. Data might be exposed or corrupted through such attacks; the host may even be compromised as a result.

Other high-ranking threats in this list include “OWASP A2:2017 Broken Authentication.” Authentication is a common control managed in every framework and is easy to map this control into your framework. It may or may not apply as a risk depending on your control implementation across applications and if you've progressed to authentication methods that are not based on passwords or if tokens used between applications are implemented securely. See Chapter 6 for more information on evolving options for authentication and authorization. If you are working with passwords, the OWASP information may be quite helpful to assess points of possible risk and options for remediation for your applications.

The third highest identified risk in OWASP is “A3:2017 Sensitive Data Exposure.” This particular risk applies not only if your organization has developed code, but also with any code your organization utilizes and that houses sensitive data. The control mapping within this identified risk falls into several categories covered in a security control framework, namely,



	encryption of data at rest and in transit (NIST800-53 MP),

	key management (NIST800-53 MP, SC-12 to 13),

	protection of sensitive data (NIST800-53: AC-4, AC-20, CA-3, CM, SA, SC, SI),

	access controls (NIST800-53: AC-1 to 3, AC-24, AU-6),

	authentication (NIST800-53: AC-7 to AC-12, IA),

	authorization (NIST800-53: AC-6),

	audit (NIST800-53 AU), and

	incident response or more specifically, exfiltration of data (NIST800-53 CP-9, IR, RA).



As with the two previously mentioned high-ranking risks from OWASP, targeting these risks specifically without the use of a framework to manage the overall sets of controls across applications will help improve the security posture of your organization. If you don't have the resources to map out all of the controls, evaluate your implementations, mitigation measures, and risks, cherry-picking some of the top risks to industry will help reduce overall risks if they apply. While the above list of control areas may seem complex for one risk, “OWASP: Sensitive Data Exposure,” mapping the full list of related controls to this risk in a framework will be more extensive from experience. The above list correlates the individual control areas and control domains related to each of the high-level categories in the list that associate back to the OWASP recommendations. In reality, the detailed set of applicable controls for this risk is quite large. Assessments using a framework help guide your organization toward comprehensive program management and help avoid potential control areas that may be overlooked or forgotten without referencing a security control framework.

In a consulting engagement, a customer was particularly interested to understand their risks associated with the protection of personally identifiable information (PII). To conduct the engagement, the team mapped out all of the applicable controls in ISO 27002 that related to the protection of sensitive information across the organization's applications. This included the physical storage and disposal of sensitive information in ISO's framework that means examining controls in “Domain 9: Physical and Environmental Security.” The remainder of the mapping was similar to the above mapping for the “OWASP A3:2017 Sensitive Data Exposure” in NISTSP800-53 to the list of control areas for the protection of sensitive data. Although, it may simply be a matter of time passing since performing the ISO 27002 control mapping, but I do believe it was a bit simpler. This is likely a result of the sheer number of controls in each framework. ISO 27001:2013 contains 114 controls grouped into 14 clauses or control domains with 35 control categories. NISTSP800-53 contains over 800 controls. What this boils down to is that NISTSP800-53 is more prescriptive. Choose what will work best within your organization and perhaps using other frameworks as a reference would be helpful to understand control implementation considerations if you chose a less prescriptive framework. I did find ISO's to be quite complete and easy to work with, and of course tools simplify it further.

As you run through these very helpful frameworks, you'll notice many hit a cross section of controls in the comprehensive security control frameworks as shown in the sensitive data exposure example. Some of the controls or control domains may overlap for these identified risks. Determining the approach you take to managing the program early may save work in the long run. These lists serve as very helpful guides to understanding the top threats and remediation options.

If an organization is not quite ready to adopt a control framework where they may map in these best practices, there is a lot of value in targeting the identified highest risk items in the CIS Critical Security Controls and the OWASP Top 10 Most Critical Web Application Security Risks on their own. While overall program management and evaluating and prioritizing risk to your business needs are important, much can be gained by going after the threats that are most likely to be targeted by attackers following the trending information associated with these ever-evolving critical control lists. This alone could go a long way toward reducing risk by evaluating a security program against these threats and recommended best practices for remediation.

The Payment Card Industry Data Security Standard (PCI DSS) (PCI, 2020), applicable to those handling credit card information, is sometimes referred to as a security control framework. PCI DSS contains a very important set of controls, but it is a regulation and not a framework. The regulation applies to all systems in an environment that manage credit card information. Some organizations may choose to segregate off these systems from others to mitigate risks and costs as a method to limit the applicability of this regulation for management and audit purposes. The fuller program management to a framework would have these controls mapped in and the requirements might be applied to the specific assets where it is necessary. There are numerous regulations, not all apply to every organization. As with PCI DSS, there are cases when the regulation applies only to a set of systems that contain specific types of data. This is also the case when protecting personal information. The regulations on managing personal information vary between regions or even groups of nations, such as the European Union with the General Data Protection Regulation (EUGDPR) [GDPR]. Regulations can be mapped into a framework for managing an overall program, segregating controls to specific assets (information, systems, and personnel). This is especially helpful when an organization has multiple regulations for which they need to comply. If you focus only on the regulation, the organization may be complaint, but they may not be secure. The proper use of a framework is to look at the security program more holistically. By mapping regulations into the framework, you meet your regulatory requirements, but also look at risk to the organization to avoid blind spots.

Additionally, there are several frameworks specific to an industry vertical, or type of computing, that have done the hard work of mapping both regulatory requirements and top risks into frameworks. Two examples include the HITRUST (HITRUST, 2020) framework for the protection of healthcare-related data and the Cloud Security Alliance's Cloud Security Control Matrix [CSAControlMatrix]. These are both available at no cost once you register to download the frameworks. If your organization is in a vertical that has a mapping of regulatory requirements into a framework, you will save significant time and possibly avoid errors by utilizing these resources.

There are numerous tools available that provide the control mapping from regulations, ranked threats, and risks into security control frameworks, even mapping controls between frameworks. To find a current list, look for products covering “Governance, Risk, and Compliance (GRC)” as a great starting point. Some of these tools connect to automated control assessment technologies or consume and process logs to ease the continuous audit process.

CIS, NIST, and others are actively engaged in automating control assessment via standards. The capabilities available today will be discussed in the next section and in Chapter 7, we will discuss future automation options that also aid to reduce the demand on human resources for IT and information security. This is important as we are in a state right now, where control recommendations and security levels are targeted at the size of an organization because control management and information security management does not scale. While this is helpful to advance programs from the current state, it is not the long-term goal. After this chapter, we'll switch gears from baseline risk management and governance practices to adapting programs to trends and ways to reduce resource demands while advancing and better scaling information security management.

2.8 Control Automation


Managing large sets of controls in continuous audit cycles is a difficult task if you are starting from ground zero. Automating will not only enable the management of the program, but will enable measuring security program progress and trending over time. A starting point may be to automate controls that can flag noncompliance to policy for risk treatment.

Program assessment via automation is necessary to scale program management to a governance and risk-based model. The problem is that automation is not as easy as it should be at this point in time if you are trying to manage this all within your own network that may contain diverse infrastructure and a multitude of applications. Service providers have begun to provide assessment to policy requirements mapped to security control frameworks as part of their service offerings. If your organization has outsourced services, finding ones that provide automated control assessment and reporting to your selected framework will put you well on the path to managing risk and controls to your policy requirements. If you are moving to a data-centric architecture, using a zero trust model, consider automated control management in your decision process. Automated control management to meet your SLAs as well as security and risk posture assessment is an easy way to work toward the goal of managing your program to a framework and moving toward an adaptable security program to meet new needs of the business and industry. This scales as the control automation may be centered on unified infrastructure or possibly to a single application, where mapping is performed by a small and experienced team, then provided out to numerous customers. It aids in the identification of security vulnerabilities as well as moving the program to a well-managed state where it is more adaptable to change.

Within your own enterprise or data center, if you have not automated control management, first survey infrastructure and management tools that are in place to determine what can be leveraged that either already has the capability to provide automated control management and address low hanging fruit first. If you have management of desktops, for instance, that already have agents deployed on every system, chances are that there are additional capabilities that enable control management. Before transforming using new architecture patterns discussed later in the book, use what is in place to move the program to a manageable state, then progress to adapt to scale better in time.

If you are exploring options to perform an automated assessment of controls, network management serves as a positive example in the automation of configuration management and assessment. This example serves as a long-term view that aligns with the goals of the NIST Security Content and Automation Protocol 2.0 (SCAPv2.0) (Waltermire & Fitzgerald-McKay, 2018) proposal.

Standards-based protocols with supporting tool sets are widely deployed and supported throughout the network device product portfolio. Customers expect this of vendors and they work collaboratively as new network management tools are developed. One key aspect to the success in this area may be that customers, namely large service providers, participate in the standard efforts and drive the requirements for automation. The scale of service provider networks has always required automation. The model allows for gathering of control (or configuration information) into a central repository that can be used for assessment by any tool – IT, network, or security. The NIST Security Content Automation Protocol v2.0 is in development and is pushing to follow this architectural pattern to better scale IT resource management. Existing system management for servers and desktops may use agents or proprietary methods to gather information from the systems being assessed. Currently, the vendor has lock-in at the point of collection with an agent and not at the point of evaluation, which is only possible with standard formats and access protocols. Although the agent-based model can be used to achieve automation, it sometimes results in multiple tools for different groups (e.g., network, operations, and security) managing the same resources and replicating work. Shifting to a single standard-based method to gather data to a repository and allowing multiple tool sets to access the repository for evaluation scales better.

The Simple Network Management Protocol (SNMP) [RFC1098] is an example of a widely deployed network configuration and assessment format and protocol that fits the described SCAPv2.0 model. While standard configuration modules, management information base (MIB), are defined for all devices of certain types, the modules are extensible for vendor-specific features. MIBs are discoverable and with authentication and authorization, the existing configurations can be retrieved from devices and stored in central repositories to be used by IT, network, and security functions for assessment, including remediation back to policy requirements. Since new management tools can easily replace older ones, flexibility in the selection or migration of management tools is possible. SNMP has been around for a very long time and new standards using more recent technologies are stepping in to replace this protocol. Fortunately, the network management community has come to expect this level of cooperation that enables flexibility in terms of the tools selected to manage devices. YANG is enjoying broad support in device management, in standards and open source communities for software-defined networks and other device management functions. YANG (Bjorklund, 2016), a data modeling language used to model configuration and state data, is based on an XML format as opposed to the OID structure in SNMP MIBs. YANG module information can be retrieved via either NETCONF (Enns, Bjorklund, Schoenwaelder, & Bierman, 2011) or RESTCONF (Bierman, Bjorklund, & Watsen, 2017), as opposed to the SNMP protocol. The idea is similar, they both provide authenticated and encrypted sessions (depending on version deployed) to a set of controls or configuration information on devices. There are thousands of YANG modules that have been published and organized in YANGCatalog.org, and they are supported by the relevant products across vendor platforms. This enables the opportunity for open source tools for management or the ability to migrate between management tools if so desired by an organization. The development of YANG modules have not had a serious focus on security control assessment, but it is possible for the interested community to develop the necessary modules or extension modules to assist with control assessment of devices to feed automated control management efforts.

The Common Information Model (CIM) (DMTF, 2020), from the Distributed Management Task Force (DMTF) is the assessment language used for Windows platforms as well as some storage environments. Windows Management Instrumentation (WMI) is the Microsoft implementation of Web-Based Enterprise Management (WBEM) and uses CIM for the assessments. For Windows, this provides a standard interface to manage information about systems in an enterprise environment. WMI scripts and applications can be used to access and assess control information. As is the case for the SNMP and YANG assessment capabilities, it is possible to develop open source tools for the assessment of controls using these standards.

NIST's OVAL (Waltermire, Quinn, Booth, Scarfone, & Prisaca, 2018) language may also be used to assess system integrity. OVAL serves several functions, one of which is to create queries that test the configuration settings for individual controls. The responses are compared to the expected values. Additionally, there is the Extensible Configuration Checklist Description Format (XCCDF) (Waltermire et al., 2018) used to describe checklists or benchmarks that can be used in reporting evaluation results of checklists. The referenced NIST document more fully describes the SCAP standards that enable the automated verification of system posture assessment against benchmarks and checklists evaluating specific controls where applicable as determined by the system (Common Platform Enumeration) or software (software descriptor). Building on these standards, there is also the IETF's Network Endpoint Assessment (NEA) (Sangster, Khosravi, Mani, Narayan, & Tardo, 2008) work that verifies a system meets expected security control standards. NEA matches control lists that could include the expected version of software or a virus scan on the system for instance, and quarantines systems attempting to attach to the network that do not meet expectations until they are remediated. NEA, CMI, WMF, OVAl, XCCDF, and the other NIST SCAP standards are intended to be operating system agnostic.

Tripwire (Tripwire) offers another option for control management. Tripwire has both an open source and a commercial tool. I'll briefly discuss the open source tool. If the systems in an environment are set to a standard implementation where controls are aligned to a policy and the system is locked down, Tripwire can be used to detect changes to the systems. Tripwire was initially designed for UNIX systems, but has expanded to support Windows and other operating systems. If your baseline of controls is met by the initial image, variances could indicate a system is no longer in compliance to the set of controls that guided the development of the image.

There are multiple methods that can be used to automate control management with today's products, however, for the most part point products are still needed. If your environment is homogeneous, this will be easier to accomplish than a network with diverse platforms, devices, and clients. If your organization takes advantage of a managed service, the burden of automated control management may be addressed through your outsourced provider. The solutions are typically separate purchases from infrastructure and require additional management. Since control lists are customized to security policies, even with tools, there is a substantial amount of work involved for the initial configuration. The control assessments in these models require a direct assessment of each system and usually require the vendor tools to directly access each system for that assessment. If you have multiple assessment types that occur for varying purposes (e.g., security, operations), multiple tools and standards may be used to manage and assess similar data on a single system. In larger organizations, the risk of compromise from unmanaged systems that are not assessed and remediated regularly outweighs the cost and control automation makes sense. This level of control automation to policy control standards is much harder to reach for smaller organizations, which may be part of your supply chain.

While it is possible to automate control assessment in your environment today, the capabilities will improve through new architectural patterns like that being driven by SCAPv2.0 and the trends described in this book. Additionally, protocol development is evolving to consider scale as it is critical with the current resource constraints. We'll explore more methods that better scale to manage controls and reporting in Chapters 3 and 7 in line with the trends that will push a transformation in IT and security management.




3

Architect a Secure Network with Less


“Fundamentally we need to be reducing the attack surface as opposed to chasing after the latest threat.”

Pat Gelsinger, RSA Conference 2019 Keynote

The essential element of a data-centric security model is the assurance of well-protected applications and data. The trends of strong and ubiquitous encryption support data-centric models, providing some of the controls necessary to isolate applications and secure dedicated access over possibly insecure infrastructure. Strong encryption and authentication are critical components to making this model successful; the other is the isolation from other applications as a method to prevent lateral movement once an application has been compromised.

Similarly, the trends driving strong transport encryption and thus the protocol stack evolution will transform how security can be managed in the future. Today's solutions that require break and inspect of passive traffic won't scale in all cases as active interception is required by evolving transport encryption protocols. Passive interception might be performed through the use of static keys where inspection on-the-wire is possible, but is not supported in newer and emerging transport encryption protocols. Inspection of data on-the-wire is only possible through active interception in new and emerging protocols, which means an encrypted session is terminated allowing for inspection of data and then a new session is initiated to the intended destination. Active interception is resource intensive and may impact the performance of sessions. Additionally, passive inspection devices deployed in the network have often required a full-time employee or more to manage.

The shift to secure transport encryption may be one of the more difficult parts of this transition for organizations who have relied upon break and inspect technologies. While it is possible to find ways to load balance active interception across multiple firewalls, for example, keeping an eye toward the longer term direction of supporting end-to-end encryption will assist with a reduction in management functions going forward. The architectural changes coming as these trends progress will shift security management models and improving scalability, thus making security management possible. Industry leaders are calling for real security, and many IT corporations are realizing the impossible burden on customers with today's methods of securing and managing systems, making a shift to support strong end-to-end encryption possible.

While it may seem obvious that a shift will move monitoring to the end point, solutions are not readily available to support this shift. Logging has been inadequate and automated end point security evaluation, and remediation has been difficult to manage. While standard efforts have been around for some time to perform end point assessment, they have proven to be difficult to manage and require agent-based models. New methods to perform posture assessment and remediation are in development and further discussed in Chapter 7, offering hope for security being built in and more easily managed through improved architectural patterns.

Vendors, like DELL, have also announced product deployments in which an organization can purchase hardened (secured) systems, deploy them and then rely upon a service for secure management of their systems including seamless system replacement, advanced capabilities for incident response and detection. This offering is called DELL Unified Workspace (DELL Technologies, 2019), offering answers to smaller and medium-sized organizations to better scale security management. Apple's solution was to extend Mobile Device Management (MDM) to include iPhone, iPad, and Mac device management. Additionally, there have been detectable benefits to cloud-based solutions to outsource applications as the security management is consolidated to a team of experts focused on a single application managing a large set of customers. The capabilities offered for security and incident response scale better and allow a transition, even if gradual for an application or two, to data-centric architectures. Change is upon us for how we deploy and manage IT systems and security, it will be a matter of whether or not it is embraced. We'll dive deeper into these advances in this and the following chapters.

3.1 Data-Centric Security


Data-centric security, or the zero trust model, has been much touted in recent years for a good reason, it scales and has been helpful to prevent lateral movement between applications. When applications are managed in silos and outsourced where you have many customers using isolated, but shared infrastructure, the security controls and detection of threats can be focused to that particular application and it's supporting infrastructure. This model enables the remediation of controls for identified vulnerabilities at scale in an adaptable program management model. Analysts at these types of service providers typically have access to more resources for automation to prevent threats, while improving detection and response. There can be large advantages in terms of security when the programs are well defined and managed, often with multiple options for customers to select from in terms of key security technology and standards including strong authentication and encryption. They are managed to SLAs and some are even providing automated reports with mappings to security control frameworks. Data-centric security models that are well managed against holistic security control frameworks are essential toward realizing the full benefit of outsourcing to use data-centric models as service providers can be target-rich environments with many organizations potentially hosted on shared infrastructure. The detection of attacks is greatly enhanced in well-managed environments, reducing the overall risk. Attacks might be detected prior to advancing state in the threat kill chain (MITRE, 2017; Lockheed Martin, 2015). In a well-developed security program with monitoring in place, the attack might be caught either before it has gained entry into the network or before lateral movement and privilege escalation begins. Early detection limits the duration of success for the attacker and could mean thwarting an attack within an hour or day as opposed to the longer dwell times of 6 months to a year that can occur. Be discerning in the outsourcing providers selected to host your application or store your data in order to gain this potential benefit as not all service or solution providers operate to the same level of security and accountability.

The capabilities in terms of security controls at some service providers far outweighs what can be done in most environments. For instance, some cloud operators have full packet captures that go back further in time to research possible exploits than most enterprises. This has been a tool used for intrusion detection and response for over a decade, but can be costly and it has not been widely available. When in use, the time range data is stored may vary greatly depending on resources. Those with more resources may be able to look back several months to learn more about the initial entry of an attacker or aspects of the attack, such as data leakage patterns. With the increased use of strong encryption, the insight gained from full packet capture may still be valuable through newer techniques such as fingerprinting session data or using the available header information on packets that will remain visible. Additionally, larger service or hosting providers are likely to have the skilled staff to perform forensics in the event of an intrusion. Alternate techniques to full packet capture are likely to evolve to fill the gap left in capabilities. The newer techniques are likely to be focused at the endpoint, but require development to scale for large environments as well as for medium or small organizations. Research is emerging to address the shift in managing incident detection and response in a world with ubiquitous strong encryption, but much work remains. Enhanced security controls with reporting on those controls as discussed in Chapter 7, The End Point, will also aid in this transition and assist with scaling security management and are mentioned briefly below.

Data-centric, or zero trust, models have certain required properties to be classified as such. These include fine-grained controls such as:



	Strong encryption

	Strong authentication

	Protection of assets (data and application)

	Hardened applications

	Application and data monitoring

	Isolation of applications

	Direct client access, enabling the mobile user

	Ideally, customer ownership of data



The essential elements will continue to expand with technology and standards development.

3.2 Patterns That Scale


There has long been hesitation around automation, and this continues today where organizations are not ready to even automate the deployment of patches; however, automation is needed to better scale infrastructure and security management. This goes well beyond patch management as it's evident medium and small businesses are not able to maintain the security levels necessary to reduce risk as a result of the current architecture patterns, deployment, security mitigation, and maintenance models. Patterns that scale are beginning to emerge. Seeing if adoption takes hold by both vendors and implementing organizations will determine how we fair in risk and security management going forward. Many larger organizations are managing their security program according to business risks, but vulnerabilities remain in their supply chain.

Automation scales, only if adopted. How do we move from the current state to one where automated control monitoring and remediation is possible? Fully managed large environments, such as that of a service provider, are likely to be the early adopters of automated security and patch management. Large environments with replicated infrastructure can be tested with rollouts of patches and remediation staged after testing. This happens today and does scale. When the same application is run in disparate environments, the variables to control and ensure a consistent patch application or upgrade experience is near impossible. Even when a patch or upgrade has been thoroughly tested by a vendor, these infrastructure and configuration differences can make or break patch application, explaining the hesitation to automate. The use of service providers with consistent infrastructure is one way to make this possible, another is fully managed systems deployed at organizations where secure systems are delivered and managed by the same party. A third is to ensure consistency between deployed systems, where the deployed systems run minimized secure operating systems and maximize isolation of applications. Enabling automation, with expected and consistent results, reduces the overall number of security professionals needed whether systems are managed in house or are outsourced.

Automation geared toward a reduction in staff to manage security requires a paradigm shift in terms of how we have performed security control management to date. Similar to the patching model, where updates come from the originating vendor, it's also possible to have access and behavior filters provided by the originating vendor or manufacturer. Right now, host-based filters are managed by the administrator of the system. Imagine a shift to where predictable controls such as access and behavioral filters could be applied by a vendor to a profiled device. This is difficult to do for complex systems, but is now possible for IoT and devices with consistent and expected operating profiles.

The Manufacturer Usage Description (MUD) (Lear, Droms, & Romascanu, 2019) is another example of the model described in Fig. 3.1. MUD was designed for IoT devices for which their behavior can easily be profiled. The manufacturer or a third-party system integrator can develop profiles of system behavior and document these profiles using YANG modules also called MUD files. The behavior includes the expected network access, such as port and protocol information, but can also include other behaviors of the system such as expected interaction models. You might only expect to see particular protocols coupled for instance, and use of other protocols in combination would signal an issue. The MUD behavior profiles, or MUD files, are available from the manufacturer and can be updated over time. Let's say a vulnerability is discovered, along with a firmware or software update, a new MUD file may be made available that would signal the exploit of a vulnerability if the behavior pattern for that exploit were detected on the device. If any behavior is detected that does not fall in the scope of expected behavior, the owner of the device can be notified and the traffic can be automatically blocked. MUD in place from device install, with little or no need for local operators to configure the expected behavior patterns in filters dramatically reduces the work load that in IT systems has been distributed to local operators. MUD holds promise for IoT and systems or components simple enough to consistently profile. For multipurpose systems that vary between installations, such as laptops and desktops, the use of MUD may be very limited if at all possible.
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Fig. 3.1. Automated Updates and Mitigation Controls.

This architectural pattern is also used to protect software distribution and provide a level of assurance for applications installed in some products. Apple's iPhone is an example of a hardened device with a process to review applications before they are accessible by users. Only signed applications, by Apple or an authorized party, are available to users. If Apple or a provider of an application detects a security issue, the application is not signed or available to users. If an application has been released, the certificate and key used to sign the application can be revoked, automating the control to prevent installation or to invalidate already installed applications. This level of management, with control by the vendor has proven to be successful to date when managed tightly (Fig. 3.2). It also scales. Having individual organizations each perform their own assessment of the security of a device or components of that device does not scale. The large number of compromises due to a missed patch or configuration issue is evidence enough, especially contrasted with the Apple model. Having said that attackers have found their way around Apple security by way of applications authorized by signatures of trusted providers. This might mean a corporation that develops applications for iPhones had their certificate and key compromised or a backdoor was installed in an application and not detected prior to release. 
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Fig. 3.2. Authorized Applications.

Industry is aware of such vulnerabilities and can work to prevent them. This pattern cited with three examples is not perfect, but it scales and has been largely effective.

How does this map to more complex systems? This model works great for devices like phones, IoT devices, or even simpler laptop systems, such as the Chromebook. It should be noted that Chromebooks fall into a similar architectural pattern for management as Apple systems. The minimized OS is coupled with a secured file system and cloud-based applications. The intended use is for cloud-based applications accessed through a secured browser or installed app. This varies from laptops running Linux, UNIX, or Windows in that applications may run directly on these systems which may involve installing the application and supporting libraries. This introduces more code, and potentially vulnerabilities to the system. Once in an enterprise setting, the types of applications needed varies greatly between departments, organizations, and even more so across industries. Native applications versus sandboxed in a cloud could mean the difference between the successful exploit of a vulnerability or not. Application allow listing has been available for some time in the form of managed agents deployed across the enterprise. This can work very well in organizations with a very similar set of applications used across the network, where the demand for testing and installing new applications is relatively low. Application allow listing gets harder in research or development-focused organizations where variability and the need for new applications are constant. Although application allow listing can be very effective to prevent new applications (potentially malware) from executing on a managed system, it is not practical nor does it scale for many organizations. Application allow listing scales better than attempting to detect signatures of known malware as malware evolves too quickly to have adequate signature in place. If an organization has the resources, this is a good option to use today. Organizations with 1,000 desktops have successfully implemented application allow listing following NIST's Special Publication, Guide to Application Whitelisting (Sedgewick, Souppaya, & Scarfone, 2015). However, looking forward, attestation to provide an assurance from the producer of a product may provide an answer that scales better for all organization sizes as you may only need to trust the signer or issuing certificate authority as opposed to each individual application in a code signing use case.

Code signing provides an assurance that code has not been modified and provides the security protections expected by the producer. Code signing is ideally provided throughout the supply chain building on dependent code and signatures (chained assurance) and tied to a root of trust. The use of carefully protected code signing certificates, used only on code that has had proper vetting and security proofing, will move us closer to security models that scale (Fig. 3.3).


[image: image]


Fig. 3.3. Simplified Flow for Attestation.

The supply chain is a continued area of risk, assurance through code signing or attestation to expected known-good values is not yet a reality. Larger organizations with more resources are typically more difficult to penetrate.

Attackers have realized that the controls in place in large organizations make it more difficult to attack or gain entry to these target networks, but that they may still be vulnerable with entry possible through supply chain partners or vendors. Some of these large organizations have developed educational programs to assist smaller organizations to reduce this vulnerability; one positive example is Lockheed Martin (Lockheed Martin, 2019). NIST continues to evolve supply chain security practices and recommendations with community involvement, holding frequent workshops and developing publications such as NIST Special Publication 800-161, Supply Chain Risk Management Practices for Federal Information Systems and Organizations (Boyens, Paulsen, Moorthy, & Bartol, 2015). Automated posture assessment comprised of validating assurances offered through code signing as well as attestations against a known-good state, built off a root of trust, simplifies the identification of anomalous behavior. Security control management and posture assessment must be possible for organizations of all sizes. Fortunately, methods to not only implement but scale these practices are becoming possible. This will require an active shift from organizations' purchasing systems and services to buy into and create demand for security that scales.

Will these models that scale better be perfect? Unfortunately, no, as there will always be counter controls developed to escape or penetrate controls. A tight level of security and management from the providers of software has been lacking in systems and has been behind many of the insecure systems and networks today. Providing assurance and a higher bar to install software applications will advance prevention capabilities at the endpoint as we move toward increased use of end-to-end encryption. Tighter control management will also increase costs for attackers attempting to infiltrate systems and networks. The architectural patterns discussed shift responsibility back to the vendors providing products. This is an important point as ownership and responsibility to correct problems at the source scales better than the use of add-on controls and additional software to detect threats.

There are two major themes in this architectural pattern: a smaller group manages security across larger sets of applications or infrastructure that may be hosted at numerous organizations, and they own the remediation and defense of those applications.

The architectural patterns for threat indicator exchange and use also require examination as the patterns (for the most part) are difficult to manage and serve only those with ample resources. We'll start with positive examples.

In the case of Google's SafeBrowsing (Google, 2019), there are actually two patterns used in combination that scale well. First is the exchange of threat information. Information is shared between vendors, organizations, law enforcement, and other members in repositories like that of APWG (APWG, 2020). The information in the shared database receives wide contributions about new malware or other indicators of compromise as well as analysis and updates from members with access to keep the information accurate. This contrasts from sharing efforts that are limited to small groups of members, industry or regionally based, with the resources to participate. These smaller groups often work across multiple attack types and expect members to contribute learned knowledge as well as be able to apply shared knowledge to their individual infrastructure components. Some organizations may be involved in multiple sharing groups where the effort is replicated.
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Fig. 3.4. Incident Response Analysis Distribution.

The other example used within SafeBrowsing is a focused effort by a team of analysts at Google using the abovementioned repository as one of it's information sources to conduct analysis to then widely deploy protective controls (Fig. 3.4). Additionally, Google uses its indexing robots to aid in the process of reconnaissance and evaluation of web sites. In this case, one vendor maintains a module incorporated into just about every browser, as other browsers incorporate this module from Google. The module uses lists to prevent users from going to known malicious sites on the Internet via a browser. In other words, one group of analysts impacts just about every user on the Internet, demonstrating the scale and power of this pattern (Fig. 3.5).
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Fig. 3.5. Wide Distribution of Security Controls.

The longer-term capabilities of smaller and medium-sized organizations that leverage security models and architectural patterns that scale will require attackers to up their game.

Outside of outsourcing, there are some options that can be currently deployed that improve the scale of security management and others close to being realized through standards development and deployment model updates. In summary:



	Deploy secure-hardened systems,

	Security management by a third party,

	Vendor supplied device profiles of expected behavior,

	Secure software or firmware updates,

	Control mitigation deployment,

	Signed software for supply chain security,

	Automated control and system posture assessment, and

	Attestations compared to a known good policy state.



3.3 Inevitable Shift in Market Demands


Vendors are responding to customer demand to reduce complexity and build in security. Customers have made it clear that security has been too difficult to manage; offerings should be secure from the point of install and embedded security controls should be streamlined and simplified. While the message has mostly come from large organizations, small and medium-sized organizations have the most to gain. VMware has taken these customer requests to heart and has improved and streamlined product security. They have stepped out in multiple keynote talks to promote changes to their products that demonstrate a significant reduction in the number of security products integrated in their offerings, such as during their RSA Conference 2019 Keynote. The talk encouraged other vendors to follow suit and apply the same guiding principles they have adopted to better the state of security by reducing the threat surface. VMware is embedding the security capabilities into their products and reducing the management requirements. From the RSA 2019 keynote, VMware started at 75 security products or applications in 2015 and have cut that in half, with a goal to cut that in half yet again.

Within a few years, the floor show at major conferences will begin to reflect this market push. However, it will take time to develop capabilities that better align to architectural patterns that scale and embrace the emerging trends. This means that the security controls in place today are likely to remain in some organizations for 5–10 years using available patterns for security and threat management.

Once the shift takes hold, where customers can expect products to build in security and assist with automated management, there will be a significant decrease in the number of security products needed and thus offered. Threat and malware detection are likely to be among the more visible shifts where these functions become intrinsic. The capabilities to prevent threats will be embedded within the offerings from firmware, operating system, and software vendors. Threat detection and analysis work will of course continue, but in focused analysis centers where the impact can span the user base of an application or the customer set for a hosting provider. Ideally, most users will be on more secure and minimized operating systems, where updates are easily applied through automated controls without worry. This is possible with devices like phones and even Chromebooks. Applications will be authorized before they can be installed on more than just phones.

Customers are pushing for some of these improvements, but adoption is necessary for the architectural pattern improvements to take hold and have a large impact on reducing the overall threat surface. Not all users can shift to a more restricted environment. Sandboxing and development environments isolated from other systems following zero trust principles enable management as well as flexibility for these user requirements.

3.4 Artificial/Augmented Intelligence and Machine Learning


Artificial or augmented intelligence (AI) and machine learning (ML) are likely to have an impact in reducing threats, used to aid in analysis and detection supplementing the work of analysts. Even for the analysis that may be performed at vendor locations or large CSIRTs, AI and ML are only as good as the training data and algorithms developed (Leetaru, 2019). The focus in this book is on architectural patterns that better scale security management and reduce the threat space. The models consider the protocol evolution and it's impact to how and where security is managed. AI and ML can be used to supplement analysis at any point in these new models such as within analysis centers or even at organizations leveraging data from the endpoint for analysis and therefore are not a focus. AI and ML are mentioned for completeness and as an area of possible study to further improve scale.

3.5 Outsourcing


Service providers are held to service level agreements (SLAs). The security management of their systems is a focus, especially for high value applications or it could cost them their business. The costs to manage an application to the same level as a service provider are very difficult if not impossible for most. For medium and small businesses, outsourcing is a way to reduce IT and security costs as well as to reduce or better manage risks to the business.

Outsourcing also allows smaller and medium-sized businesses to manage security according to business risk. In some cases, the SLAs and control mapping to policy requirements are part of the service offering. I believe this is a trend that will continue and customers should seek out and demand this type of management. Assets should be protected at a level for which the organization is comfortable and managed within programs that are adaptable to industry changes and protocol evolution.

Outsourcing could be provided in several ways:



	Hosted applications,

	Hosted data storage,

	Remote security management of assets (MSP mode), and

	Remote system security management (Dell model referenced previously).



Outsourcing may help to reduce costs and improve security management capabilities (Herrera., 2016). Outsourcing or managing applications by the organization following zero trust principles offers clear benefits in preventing lateral movement to limit the extent of damage possible if the application is infiltrated.

Remote management of assets, either in the MSP model or the fully managed model, offers benefits of scaling the analysts and detection capabilities as well as breadth of knowledge. Although the remote system security management offering is new, the ability to install hardened systems that could be updated easily, both with patches and security control mitigation directly related to current threats, detected or known, is powerful.




4

Encryption






Encryption is a powerful defensive weapon for free people. It offers a technical guarantee of privacy, regardless of who is running the government […] it's hard to think of a more powerful, less dangerous tool for liberty.

Esther Dyson

The key part of the above quote is the final clause of the first sentence, “for free people.” We are in the midst of a transformational period with the increased adoption of strong encryption and related trends such as the protocol stack evolution, enabling new architectural patterns for security management to emerge. New architectural patterns can simplify management, while reducing the threat surface and human resource requirements shifting threat prevention to the source of hardware and software. This has the potential to disrupt markets, but ultimately improve the overall security posture for organizations of all sizes. This chapter will walk through the benefits of a data-centric security model and enumerate the security and encryption controls that can be used to harden infrastructure and reduce the attack surface. It will also consider where these controls may be best applied, what developments are needed for universal deployment, and where these controls may be disruptive and why.

The application and deployment of encryption is changing. The shifts are already apparent in the following technology transitions:



	Encryption for data at rest, moving to object level at point of creation from in storage alone.

	Transport encryption, becoming stronger preventing passive interception and decrypted inspection along the path of traffic.

	Packet header metadata is increasingly encrypted.



The shift to ubiquitous encryption is inevitable to increase both integrity and confidentiality protections for security and privacy of individuals and businesses. With this shift, we'll also identify ways to reduce overall resource requirements from new architectural patterns that can emerge, making strong encryption a more compelling architectural decision. Security protections can no longer rely on interception of encrypted sessions, thus transforming security to built-in and tightly managed models. As we move to zero trust models, exposure points where data is decrypted for inspection become a liability, increasing the chance of data exposure beyond a limited scope during an attack. Data-centric models shift control points close to the data and reduce points of exposure. Lastly, the chapter will dive into implementation decisions and raise important questions as to the benefits of encryption with end-to-end protection and how that may vary depending on risks, attack types, policies, technology advancements, and other factors.

4.1 Data-Centric Security


Data-centric security relies on tight controls around data and assumes a zero trust model. A zero trust model is one where the underlying infrastructure (network, systems, and even applications) are assumed to be compromised. The zero trust model may also assume the application is not to be trusted, where data access and authorization relies upon permissions on the data itself.

“Zero trust networking” (Gilman & Barth, 2017) will build upon existing and evolving control sets to protect data. Security and control management will likely never remain static. In order to achieve data-centric security, controls and permissions must be tight and managed to protect the data. Applications require users to be authenticated and authorized to the appropriate level in order to access the data.

While monitoring is very important to detect changes as discussed in Chapter 2, architectural pattern advancements will consider:



	Encryption at the object level: Chapter 4

	Authentication, authorization, and access controls: Chapter 6

	The end point: Chapter 7

	Ease and scale of management



Data-centric security is not easy to provide and presents challenges, but will provide greater security to protect data and applications while reducing the overall information security professional resource load in time. Security control frameworks (Chapter 2) aid in this move toward data-centric security as the control sets detail out considerations for permissioning of data. As an organization works toward an adaptable information security program, the information management practices including data labels, permissions, management, and monitoring help to ensure a holistic view toward data-centric management.

Strong encryption is a required part of the zero trust model, and its adoption depends not only on end point controls but also new architectural patterns to ease security management. At first glance, this shift to management at the end point seems complex with a requirement to manage security at an exponentially large number of systems. However, new architectural patterns can simplify management and reduce the analyst resources. The overlying theme in the proposed architectural patterns is a shift of responsibility to the creator of software and hardware. The shift has started, and it requires professionals to embrace it and build upon the efficiencies as well as requiring the architectural pattern shift from vendors to benefit the entire supply chain, accommodating all sizes of organizations.

4.2 Data Protection and User Control of Data


User control of data is an emerging theme gaining traction, and support of this theme will inevitably increase in hosted environments. Achieving user control of data relies on the ability for the data owner to maintain control over the keys used to access their data. The control over the keys could mean the use of object level encryption at the application or on the end point where data is created or modified. In this case, the end point may be a server or desktop at the client side where encryption is performed more generally across applications prior to storing the data or within an application. The user or organization may be the sole possessor of the keys to decrypt the data or may use a split keying model such that m of n keys are necessary to decrypt the data. In the case where m of n keys are necessary, those wanting to maintain control of their data must configure or select the split keying service such that a key under their control is necessary to unlock access to their data and cannot be achieved from the key(s) held by the service provider alone.


Fig. 4.1 demonstrates modes for split key operations. Traditionally, split keying merely divided up the key into n keys, requiring m of n keys to access the data. If there were two keys, then both would be needed in order to access the data. As mentioned previously, this is helpful to ensure that the data owner would be aware of any access to their data if they possessed one of the keys. Since the keys need to be joined in order to perform any cryptographic operations, the joined key may be vulnerable at the point where the keys are joined. The scientists at Unbound (Unbound, 2019) applied multiparty computation (MPC) to the split keying technique to eliminate the potential key exposure problem. Their new MPC method is purported to provide an equivalent level of security to a hardware security module, but in software. Essentially, m of n keys are again required in this split keying mode; however, since MPC is used, operations on the data occur separately. The keys are never joined. Fully encrypted data can be partially decrypted with one key on one system, then fully decrypted with the next key on a separate system. The order of key use does not matter, but each holder of a key is aware of its use. Interesting cryptographic options are viable and emerging to support the user ownership of data trend.
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Fig. 4.1. Split Keying to Prevent Data Access without Consent.

Application level encryption from the user is possible with many offerings today. End point encryption options prior to storage are increasingly available, and this trend should continue as the drivers to support user control of data are evident and its demand is increasing. Storage providers are keenly aware of this user and organizational requirement and as such are providing options that integrate end point encryption with the data management features they have come to rely upon. Data management includes critical features that have previously been provided to a single storage platform and will be more ubiquitously provided across platforms or even in multi-cloud scenarios in the future.

Data management includes:



	data deduplication,

	redundancy,

	backup,

	information management for criticality and sensitivity,

	record retention, and

	data labeling for machine learning and augmented intelligence.



I anticipate the end point encryption options will be more prevalent in the future than application level encryption as a result of the ability to maintain and improve on current information management practices. If data is encrypted at the application layer and then handed off to storage systems, the storage can no longer provide information management features. However, if encryption is shifted to the end point, operations such as information management (marking for sensitivity and other properties), data labeling for AI and ML, record retention, and creation of hashes to compare data blocks for the purpose of data deduplication are still possible across storage platforms. The key to this being possible is that information management functions have access to the content prior to encryption for evaluation and to create hash values for content comparison (deduplication). This makes perfect sense for all three types of data marking mentioned in that the markers can be associated with data blocks before they are stored. These functions may be performed for a single storage cluster or across multiple storage platforms in multiple locations using this model to accommodate organizations using a multi-cloud strategy.

As for data deduplication, if hashes of content can be created prior to storage, it is then possible to rely on these hashes to ensure the same data is not stored multiple times by comparing the stored hashes with other content hashes. The content may be divided up into blocks (object of various sizes) for encryption and storage, associated back to the hash of content. Hash functions have a property called collision resistance and are selected to provide the level of collision resistance appropriate for the application. Hashes are created using input data along with a selected one-way hash function. The same input and hash always generates the same output and a collision occurs when different input generates the same output and cannot be reversed to discover the input data. While hashes don't offer security alone as do other cryptographic functions, they are very helpful for comparing objects for data deduplication purposes, enabling fast comparison of data blocks. If a hash match is found, the data is not stored multiple times, but a reference to the existing blocks is provided. In time, I suspect these features will be provided for multi-cloud scenarios as solutions are already available to perform information management over multiple storage solutions including primary and secondary or archive storage. Network architectures have evolved to include multi-cloud scenarios in part driven by the zero trust model. Encryption at the end point with user control of the keys, enables this type of solution development for increased management of stored data across internal and external storage locations and infrastructure. Redundancy and backup are possible with object-level encryption at the application or at the end point, and these features will remain available.

There are several business drivers pushing the user control of data trend:



	Mobility of hosted platforms

	Lawful intercept

	Confidentiality of data for privacy and/or security



Cost is typically a concern and mobility of data and applications could make or break a business that relies on hosted services. Mobility can drive down costs and increases competitiveness of offerings; however, mobility is difficult at this time due to the hooks created in service offerings to help maintain customer lock-in. This includes application programming interfaces (APIs) and encryption techniques. If mobility is important to a user or organization, ensuring ownership of the keys to access the data is one step they can take outside of contractual arrangements to ensure mobility of data.

“Workload mobility” with virtualized server environments and the use of containers for hosted applications is another step to build in the desired portability for some applications. Workload mobility is now widely offered and the specifics for any provider are typically published and available. As this is tangential to the themes in this book, but an enabling technology, the remainder of this section will focus on the other two drivers for user control of data rather than mobility.

Lawful interception is another driver for organization's interest in maintaining ownership and control of their data. While there are many benefits in terms of scale and cost to moving data and applications into hosted environments, loss of control of that data is a concern preventing some movement of applications to hosted infrastructure. Control may be lost through a compromise or because of lawful intercept if access is possible without the owner's knowledge. Lawful intercept has traditionally meant that law enforcement could request access to customer data that either traverses a service provider network or is hosted at a service provider without that customer's knowledge. Lawful interception has evolved to aid in privacy protections to “exceptional access’ that further limits the exposure of customer data. For some organizations, the decision to host more sensitive applications in external environments may be weighed against the risk of that data being exposed, even in the case of law enforcement. Encryption of data for which the customer maintains control of the keys to access that data is really the primary security control that aids in reducing the risk of exposure enough for outsourcing to make sense. This is highly dependent on the application and data for that risk decision.

Privacy has been the main driver for end user's desire to control their data. Since most applications do not have a capability for users to control their data completely, for some this means terminating use of applications that expose data to third parties or never using them. Some services include privacy settings that allow access control in terms of which users you are connected with may see your content. However, social applications and services that offer “free” access in turn for the user accepting some level of advertising where ads may be targeted at users based on their content are still commonplace. This results in advertisers and partners of the application having access to scan user content even though they are not explicitly granted access by the user. Users have come to expect “free” access, but at the same time are alarmed when data exposures are announced in media reports. There are some alternative options beginning to emerge, but none have taken hold at a level that could displace current offerings. “Life After Google” (Gilder, 2018) predicts an end to the model to one where users pay for services or alternate economic models emerge. The possibility of users paying for services to prevent access to their data requires users to value their privacy more than “free” services. Alternative social networking sites that allow users to host their own server that is federated with other hosted servers, where the users own their data and access management to that data, begin to approach an answer. In this case, the infrastructure is distributed and thus the management and administration is distributed to the users who host servers and run the open source software. The shift to wired encryption merely pushes user privacy issues to the endpoint application and browser; it does not eliminate the problem. Perhaps it magnifies the issues as metadata that was previously available to many is now centered on a few companies, the application provider and browser and possibly CDNs depending on the application and protocol configuration.
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Fig. 4.2. User Data Encrypted.

The themes covered in this book are more focused on the enterprise; however, leaving out end user privacy and the shift of concerns to the endpoint and browser would be considered a gap if not covered. As models shift to increased security to reduce resource needs for management, privacy for users must be factored into solution development. User's maintaining ownership of their data through the use of encryption where the user holds a key or portion of a key that is required to gain access to that data is one answer for addressing privacy needs on user content (Fig. 4.2). This solution fits well into the data-centric or zero trust model.

4.3 Pervasive Monitoring


Pervasive monitoring, and the discovery of its widespread use, has forever altered the development of transport encryption to favor privacy of the end user on Internet-bound connections. The IETF is responsible for the development of most protocols used on-the-wire on the Internet and have long agreed that they will not assist in developing protocols to aid in wiretapping (Internet Architecture Board and Internet Engineering Steering Group, 2000) and more recently applied this to explicitly state pervasive monitoring is considered an attack (Farrell & Tschofenig, 2014). As such, transport encryption protocols are now developed to prevent the possibility of passive interception, where data is decrypted by third-party observers prior to the point of session termination. Active interception is still possible as this technique notifies the user of the interception and monitoring, at the point where the session is terminated for inspection and a new session is created to the desired endpoint. Active interception uses the notification and consent-based privacy model (Westin, 1967). Active interception may occur at an organization's gateway firewall, for instance, where users likely have signed a consent to monitoring agreement depending on regional laws.

Pervasive monitoring revelations (Gidda, 2013) and a declaration that pervasive monitoring is an attack (Farrell & Tschofenig, 2014) resulted in new IETF work to encrypt data and sessions, reduce exposure of metadata in protocols, accept less than perfect security to achieve encryption (shifting pervasive monitoring to be infeasible in favor of targeted monitoring), and automation techniques evolving to ease the “costs’ of security. Some examples of IETF work resulting directly from the further desire to protect user privacy from pervasive monitoring includes:



	Forward secret transport encryption minimizing the exposure of metadata and signaling information (TLSv1.3 and QUIC)

	Opportunistic Security: Some protection most of the time (Dukhovni, 2014)

	Automated Certificate Management Environment (ACME) (Barnes, Hoffman-Andrews, McCarney, & Kasten, 2019)

	DNS over TLS (Dickinson, Gillmor, & Reddy, 2018)

	DNS over HTTPS (Hoffman & McManus, 2018)



This list is far from complete as additional work was done to aid in the ease of use for TLS over protocols other than HTTP and other security automation work. Interestingly, this work to secure sessions has caused the need for increased security capabilities at the end point, and new work is evolving in those areas (Chapter 7, The End Point).

4.3.1 TLS and QUIC


Signaling information, including protocol header data that was previously exposed in clear text, is protected in the QUIC protocol. Data that was available in TLSv1.2 is now encrypted with TLSv1.3 (Rescorla, 2018) following a principle of minimal data exposure for end users. For example, the certificate is encrypted, the cipher suite negotiated is encrypted in the return packet to the TLS client (ALPN), and optional extensions are now in use that provide encryption for the Server Name Indicator (SNI). The certificate has been the primary source for middlebox services performing filtering or censorship, and SNI was secondary or complimentary as it doesn't have the assurance of a certificate. In TLSv1.2, it was possible for third parties to observe the certificate, which definitively exposes information about the user and sites they access. Since encrypted SNI is an extension to TLSv1.3, it is optional and is not always hidden. This leaves SNI, when not encrypted, and DNS as possible sources for this type of filtering service or active interception. The economics of filtering services to prevent attacks, intercepting known malicious sites or inappropriate content, at a choke point are compelling. Interception can also be used for censorship and to violate user privacy, thus lies the tussle to consider of what should be available in protocols (Clark, Wroclawski, Sollins, & Braden, 2005).

The QUIC protocol (Iyengar & Thomson, 2019) is another example where signaling information has mostly been eliminated from on-the-wire access, as only one bit, the SPIN bit, remains visible outside for the required source and destination information. The QUIC protocol has notable performance gains, and the use of encryption in this way prevents protocol ossification, allowing for continued development of the protocol without interference from parties in the middle. This also aids users with privacy protections as information from their sessions cannot be gleaned from the transport data with the exception of endpoint data.

These changes to further secure transport encryption, highlight the points of vulnerability and exposure that remain. The end point, system and application or browser, is where data is exposed and most easily accessed for intended use, surveillance, or an attacker. The following subsection will explore DNS and the evolving options to aid in privacy and security.

4.3.2 Domain Name System Security Extensions


Domain Name System Security Extensions (DNSSEC) (Arends, Austein, Larson, Massey, & Rose, 2005a, 2005b, 2005c) provides integrity protection and origin authentication on DNS information through the use of chained signatures on published DNS information (zone files). Each link in the chain of signatures relies upon the previous for verification. DNSSEC provides integrity on the information through the use of digital signatures that can verify the originator of the data and provide origin authentication. Since DNSSEC is performed at the object level (on the published DNS information), it can be provided with any DNS access protocol. In other words, applying DNSSEC is helpful whether or not on-the-wire encryption is used and is compatible with all current methods of providing transport encryption of DNS information. DNS data that is not signed is subject to tampering. Object level protection is separate from transport encryption and thus is compatible with all DNS access methods as long as it is supported by DNS infrastructure and the client. Object level protection is an increasing trend for good reason, it provides assurance on the data and in this case that assurance is for integrity and authenticity.

DNSSEC is, unfortunately, not in wide deployment except in some regions where it is required or where other regions were able to leverage the translated documentation for the regions where it is required [CARIS2]. If DNSSEC is not used to protect the integrity of domain information managed by or for your organization, this is an important improvement. If your organization's DNS information is hosted, ensure this protection is offered or consider changing hosting services.

4.3.3 Domain Name Service Filtering


DNS may be used to censor access to certain content either in service arrangements to protect users from inappropriate or malicious content (e.g., corporate users, children in schools or at home, etc.) or from regional authorities. DNS traffic may also be screened to detect the unapproved exfiltration of data, as DNS is often used as a covert channel for attackers. Filtering and inspection controls may be very important to some organizations or even individuals. However, in other cases, third parties may observe users access of content that may or may not be permitted within regional laws. Users' access to content may be restricted or users may be persecuted in some way for this access.

In some cases, preventing censorship and providing an alternate DNS infrastructure could have an enormous impact on users who are unable to search for health or other information they desire access due to regional restrictions. In other cases, the ability to block malware or detect data exfiltration via interception using DNS is critical to prevent compromises to resources. The considerations for DNS access varies between regions, end user's direct connections, and end users operating within corporate networks.

The following two subsections will detail considerations for DNS access protocols. The access method to DNS servers varies between the two protocols described, opening up options for selecting DNS servers with policies aligned toward the goals of the user or organization. All DNS servers are capable of performing the filtering and logging discussed in this section, regardless of the access protocol. The policy of the DNS server and obligations to maintain contracted services are the only guarantees as to how your data is protected and whether or not filtering or censorship is performed.

DNS resolvers have visibility into every query received and may be logged for analysis or other purposes. The query may also be coupled with inspection or redirection services where filtering (prevent access to malicious or inappropriate hosts) or censorship takes place. The term censorship is used here as not all filtering performed via DNS services is contracted and agreed upon. If DNS service is contracted, review the policy agreements to understand how the data may be used, deletion periods, and if third parties have access to the data.

Large costs are associated with attacks that infiltrate networks, and DNS inspection is one method used to prevent attacks from ever reaching the endpoint. Endpoint protections are not adequate to detect and prevent the exploits today and as such, this remains an important control for some organizations. As end point security improves, the desire for capabilities described in this section may diminish.

4.3.4 DNS Over TLS


DNS over TLS (DOT) (Dickinson et al., 2018) protects user privacy from third parties by providing transport encryption over traditional DNS infrastructure. The text will refer to the DNS hierarchical infrastructure (Hoffman, Sullivan, & Fujiwara, 2019) as traditional DNS as not to confuse it with developments such as DNS over HTTPS (DOH) described in the next subsection. DOT essentially provides encryption via TLS, either in an authenticated or opportunistic model, over the existing DNS architecture. This means a TLS session is used to protect client to resolver (local DNS server) connections as well as resolver to authoritative, top level domain, or root DNS server connections.

Since DOT uses the traditional DNS infrastructure hierarchy, it retains the ability to use DNS for inspection activities that may be provided under SLA or other agreements with a service provider. In corporations where users’ consent to monitoring, DOT provides an improvement to DNS security and user privacy protections, while retaining current capabilities.

Users or organizations that wish to use services that offer filtering or black-holing can use authenticated DOT to the appropriate DNS resolvers from the user's system or from the organization's DNS proxy. Authenticated access is one way to ensure the service is desired. Service offerings at the provider scale are better than individual organizations managing their own filtering or black holing service.

Client support of DoT is lagging, meaning the connection from the user endpoint to the resolver has not yet enjoyed wide adoption. However, this is a viable solution for organizations to deploy if they wish to prevent third-party monitoring.

Traditional DNS infrastructure is configured at the host level and is easily deployed within a network through the use of the Dynamic Host Configuration Protocol (DHCP). DHCP assigns routing information including IP addresses and default routes as well as DNS server information at the host level to all connected systems, ideally authenticated and potentially vetted (Sangster, Khosravi, Mani, Narayan, & Tardo, 2008). Each application uses this host level configuration, providing a way for DNS to be managed centrally by an organization.

DNSSEC coupled with DOT, if not already in place, should be considered for the assurances offered. Home systems may be able to deploy DOT if supported by their DNS resolver and client.

DNS is used in many attacks as a covert channel to leak or exfiltrate data out of an organization. Configuring clients to relay DNS through a proxy server (firewall) of the organization is recommended to prevent direct DNS access to external hosts, mitigating this leakage possibility. A DNS proxy serves as a point in which you may detect and prevent a DNS tunneling attack. This configuration is possible with DOT.

4.3.5 DNS Over HTTPS


DNS over HTTPS (DOH) (Dickinson et al., 2018) provides a direct HTTPS connection from an application or browser to a DOH server, bypassing traditional DNS infrastructure. This means the application requesting DNS resolution directly connects to an external resolver that is individually configured in each application, bypassing any host level DNS configurations that may be set by the organization. DOH will be configurable at the operating system level for some OSes; however, the ability to set a DOH resolver specific to an application or browser remains. Interactions between the two settings, host level and application specific, have not been determined.

DOH servers are not tied to the home network or service provider of the end user or organization, thus providing an alternative option for DNS services. No contract is required to use DOH servers deployed today, although that could change in the future since authentication can be required. Usage of DOH may be highly desirable by end users who are able to select a DOH server they wish to use based on published policies. In other use cases, DOT may be better suited to maintain the assurances that come along with contracted services that include an SLA or an organization's own hosted DNS resolver. DOH servers may emerge that include established agreements with contracted services.

Interestingly, there is nothing that prevents DOH deployments from offering filtering or detection services, and nothing prevents new deployment models with different policies from appearing. For instance, regional or service provider DOH systems could be deployed where there are relationships tied to SLAs with desired functionality. The user or organization configuring the application DNS settings (if permitted) would enter the desired DOH servers for use and ideally accept a security and privacy policy for these servers. As with traditional DNS resolvers, it is important to understand the operational policy and procedures followed by DOH servers. The original two deployments of DOH by CloudFlare and Google maintain policies that include deletion of log data within 24 hours to prevent access through a warrant as well as a method to prevent third-party monitoring of DNS information. Policies should be examined to understand the providers' use of logged data, even if it is short-lived. The policy is critical toward any assumption of DOH usage and deployment.

Currently, DOH deployments are between a browser and a CDN. This means that the DOH server is configured in a browser (e.g., Firefox or Chrome), and the DOH server may be at CloudFlare or Google. Looking forward, DOH may also be deployed on a per app basis. Apps deployed may come configured with a DOH server that may be a third party to the app provider or part of the app provider's infrastructure. If DOH deployments expand beyond browser usage to individual apps, the selection of a particular DOH server or enforcement of DOH usage will be in the configuration of the browser or app. The ability to change DOH servers or even switch to a traditional DNS provider may be limited in some application clients, depending on configuration options. Deployments have not moved to apps yet, so this is cautionary based on DOH deployment possibilities.

In some deployment scenarios, such as the Mozilla and CloudFlare model, the ability to block DOH is limited to changes made at the client application or browser. This signals a potential shift in enterprise management capabilities for an important Internet protocol if widely deployed and adopted. For enterprises, it is not uncommon to customize configurations of deployed browsers for their end users, but if DOH usage permeates to all applications, the management to set preferred DOH servers or to prefer traditional DNS or even a DOH server set at the system level becomes cumbersome. This also opens up DNS to the open Internet, whereas an enterprise may have used proxies with an internal DNS to prevent direct external DNS connections in order to prevent data leakage.

It is not feasible to block all the IPs for major providers like Cloudflare who have set up DOH in this distributed manner, as that would reduce Internet functionality greatly as a result of their hosting capacity and service offerings predominantly offered over HTTPS within the same address range. However, deployment models may be more similar to Google's where the user directly selects the use of DOH with a limited set of destination addresses that can be filtered at the network egress point (firewall). It should be noted that although DOH servers are billed as a method to provide privacy and prevent censorship (agreed upon or not), there is nothing that stops a DOH server from providing filtering services or using the logs generated from DNS queries that may be tied to a user. The policy under which each DOH server operates may vary.

DOH, with current deployment policies, shifts the expectation from the ability to provide protections in the middle at scale to an expectation that this protection is not only performed at every endpoint, but for every application. With the current state of deployed applications and use of secure coding practices, this could signal a dangerous change in the near term, regardless of the additional concerns on DOH further centralizing the Internet to a few large companies (Livingood, Antonakakis, Sleigh, & Winfield, 2019). As application security and end point protections improve, the risk assessment will change and adoption may as well. Chapter 7 discusses the end point and how protections may evolve.

DNSSEC is compatible with DOH and DOT. To maintain the assurances offered by DNSSEC, the client must be DNSSEC capable to provide the integrity assurance on returned DNS responses as with a traditional DNS server (resolver).

Is this essentially advice against using DOH and altering settings at the client (browser or application)? Not necessarily. It will be important to monitor the protocol deployment models and policies associated with DOH servers and DOH proxies. Understanding the full threat space and the economics behind DNS usage patterns will be necessary to have greater adoption toward use of DOH. The deployment models may shift as usage is further explored or DNS over TLS (Dickinson et al., 2018) may win out in the end.

4.4 Achieving End-to-End Encryption


End-to-end encryption is necessary to achieve improved security gains and advance security programs to well managed programs that reduce the threat surface and are adaptable to evolving trends.

If end point security is improved to the point where the endpoint can reliably prevent exploits, then adoption of these protocols and extensions becomes more likely. The end point has to be able to defend itself, prevent the installation of malware and detect unusual behavior before you can remove controls in the middle that prevent malware from reaching the end point. One way to achieve this higher level of security is through attestation and advanced methods of application allow listing as described in the previous chapter and expanded in Chapter 7. By allow listing, this refers to the Apple-like capabilities where applications are vetted and authorized through the use of digital signatures that also serve as an attestation to the state of the application. If keying material for these signatures is properly protected and not compromised, this could prevent the installation of malware directly to the endpoint. In this sense, the key hierarchy is allow listing as opposed to individual applications enabling scale for management. Additionally, technologies like MUD (Lear, Droms, & Romascanu, 2019) that map the behavior patterns of devices, enabling detection and prevention of unusual behavior will also aid adoption of protocols like TLSv1.3, QUIC, and DOH. Automated control and system posture assessment using standards like DMTF's common information model (CIM) (DMTF, 2020), IETF's network endpoint assessment (NEA) (Sangster et al., 2008), or the set of standards emerging from the IETF's System Assessment and Continuous Monitoring (SACM) working group may help toward these goals.

Achieving wide-scale adoption of end-to-end encryption, predicated on a transformation of end point capabilities, security practices, and architecture design patterns is an ideal state that will aid in the ability to reduce resource demands leading to manageable and secure networks.

4.5 Who are We Helping?


At first glance, the incremental protections for privacy from end-to-end encrypted traffic seem to help the end user. When you unpack it a bit, access to metadata about sessions in the end-to-end model, rests solely with the end points (e.g., application server, CDN, application client, and browser for web traffic). This shifts privacy concerns to application providers, browser vendors, and CDNs. The ability to gather data over the Internet is more limited; however, the end point was always an easier target to collect this information through a warrant or a targeted attack.

Does end-to-end encryption really help the end user? Yes, as some methods of monitoring are more difficult, thus more costly and result in targeted monitoring instead of pervasive. The desired privacy protections for many users may come in the future when applications house data that is owned by the end user and protected with keys that only the end user holds or when regulation better protects users' data stored in an application.

Privacy and anonymity provided in technical protocols may help to protect several human rights including articles 12, 18, 19, 26, and 27 [UNRights] and are often stated as a justification for end-to-end transport encryption that is difficult to intercept. At first this makes sense, data streams are protected from interception and therefore monitoring from third parties. We've learned from pervasive monitoring revelations that this is a very real problem as well as from more recent publications discussing how monitoring is used to identify individuals in nations accessing censored materials (CRUX Now, 2018). However, end-to-end encryption that cannot be intercepted leads us down a path of traceable connections with trust solely resting between two parties, the user and the application server (Chapter 5). Applications and popular browsers have been at the forefront pushing for end-to-end encryption in the name of user privacy, while many of the same organizations have been using the metadata and data of the users they purport to protect. For example, there have been recent browser changes to authenticate users (Newman, 2018) to enable tracking of their online habits. This was quickly scaled back by user demand, but the use of data for these free services comes at a cost of privacy. The cost in some cases include sale of that information to third parties, including allowing third parties to scan email data (McKinnon & MacMillan, 2018).

Protection of end user data, where the user has ownership of their information, and secure end points that can prevent threats are the next steps in this evolution.

4.6 Applications


End-to-end encryption is largely driven by application developers as the most substantial gain is the ability to develop protocols without interception, preventing protocol ossification as is the case for QUIC. After extensive work in the middle of contentious discussions documenting the types of monitoring that would not be possible when certain types of increased encryption increase in deployment (Moriarty & Morton, 2018), it became clear that security and pervasive monitoring was the public argument, but not the real driver for developers. Preventing protocol ossification is the primary driver for transport encryption that cannot be intercepted. Middleboxes intercepting traffic for inspection or monitoring cause protocol ossification by altering or stopping traffic as it traverses the middlebox. When protocols are updated, middlebox implementations to recognize those updates often lag and cause issues due to not recognizing the protocol streams.

This is part of an arms race between application developers and those performing network management with security and privacy as the stated justification. When layers are peeled back and politics or corporate strategy come forward, protocol ossification emerges as a major driver for end-to-end encryption as does access to metadata. At the service provider, the impact of end-to-end encryption is not as stark as they primarily use the packet header data that remains exposed. Services previously using metadata that's now protected are eliminated, impacted, or shift to the end point (where no controls are available yet). At the organization level, where organizations “own” the data and have agreements in place with employees and contractors, subjecting all traffic to monitoring, the current set of tools no longer can perform the intended functions with end-to-end encryption in place. An inability to manage organization or data center networks results in development at alternate layers of the stack to add back the ability to assess network performance, understand capacity trends, manage congestion control to ascertain network health. A balance between network and security management functions with preventing protocol ossification will eventually emerge as adoption will suffer otherwise. Another possibility, and the one that reduces resource requirements, includes the improved end point protections described in Chapter 3. The market needs to push for the latter answer in order to get ahead of security management in a way that scales and thus embraces protocol development aimed at providing end-to-end protections.

4.7 Selecting Cryptographic Algorithms


The selection of cryptographic algorithms has been simplified in recent years, especially within protocols. The reason for this is that protocols intentionally have a mandatory-to-implement algorithm that meets current cryptographic security recommendations. The lists for supported algorithms of IETF (and other) protocols are maintained in Internet Assigned Numbers Authority (IANA) registries, with notations as to whether or not an algorithm is supported, not support, or falling out of favor. In newer protocols or versions, such as TLSv1.3, support for algorithms and configurations is only maintained for the selection that meets current standards such as those that support authenticated encryption with associated data (AEAD).

Protocols typically are required to support algorithm agility, meaning they must be capable of moving to new cryptographic algorithms if problems emerge with existing algorithms. Algorithm evaluation often takes place in a review and selection process, such as the process NIST managed to select the Advanced Encryption Standard (AES). The Internet Research Task Force (IRTF) Crypto Forum Research Group (CFRG) [CFRG] has also conducted evaluations to select cryptographic algorithms for use in protocols, such as TLSv1.3. If you are looking to select a cryptographic algorithm for use in a protocol, the protocol specification typically points to the IANA registry that contains the supported algorithms.

Work to support post-quantum cryptographic algorithms in protocols began several years ago. New algorithms, such as those needed to support post-quantum cryptography, are selected from evaluations (National Institute of Standards and Technology, 2020) and then registered for use with protocols. The registration process typically is accompanied by a document explaining how the algorithm can be used, if any changes are necessary for support, as well as a request to register it in the appropriate IANA registry. The bottom line is that as new algorithms become necessary, selection processes guide what gets integrated into protocols, and this is typically done in advance of the need for the algorithm. When post-quantum becomes a reality, the recommendations for default or mandatory-to-implement algorithms will change to reflect the new set of requirements with support for those recommendations already in place.

The important takeaway here is that cryptographic algorithms are periodically vetted and protocols require algorithm agility to replace deprecated algorithms. Quantum computing impacts asymmetric far more than symmetric encryption algorithms.

When selecting algorithms for data at rest, NIST guidance (National Institute of Standards and Technology, 2020) is helpful to avoid use of any algorithms that are considered broken or planned for obsolescence. The reference provided contains an overview and links to all NIST documents related to cryptographic recommendation. This is maintained as an excellent resource.

4.8 Looking Forward: Operations on Encrypted Data


Homomorphic encryption, filterable decryption, secure MPC have long been touted as an answer toward the ability to store encrypted data and provide the ability to perform computations on that encrypted data. This is an ideal state and possibility toward the goal of protecting user data, allowing the user to maintain control of that data, and allowing the data owner to share data for the purpose of computation with agreed limitations on the resulting information from that computation. The possibility has seemed far off and not possible; however, fairly recent developments are making this capability within reach.

In 2018, a paper was published detailing several MPC solutions in development or available publicly in commercial or open source solutions. “From Keys to Databases – Real-World Applications of Secure Multi-Party Computation” [cryptoeprint], demonstrates the clear progress that has been made with ability to perform secure computations over encrypted data. While performance may be an issue in some of these solutions, they demonstrate that the technology is real, evolving, and possible in the not-so-distant future.

Homomorphic encryption is gaining traction, becoming more viable as well. Standardization efforts take time, but are underway and will make this technology more accessible (Intel, Microsoft Research and Duality Technologies Convene AI Community for Privacy Standards, 2019).




5

Transport Evolution: The Encrypted Stack






“In a world of dumb terminals and telephones, networks had to be smart. But in a world of smart terminals, networks have to be dumb.”

–Gilder, 1992

The transport protocol stack is evolving as a direct result of the increased application of strong cryptography at the transport layer. This is a natural evolution as a way to add back visibility into the header of packets when that visibility is removed at the transport layer. There has long been measurement and operation management protocol development work integrated into the protocol stack, and in many cases, this is intended for test environments or to be enabled for troubleshooting purposes. This is an important consideration as the work to encrypt privacy revealing information at the transport layer should not be added back at another layer. A balance has to be reached to allow for privacy to be maintained and networks to be well managed. In other words, I don't think we will ever achieve the stark contrast of the chapter quote. Security and some network management functions will move back to the edge, but some capabilities for troubleshooting on the wire and maintaining networks will remain.

“Cloud” or data center architecture today encompasses both local data centers managed within the enterprise and remote or hosted data centers likely used in combination, called “multi-cloud.” While each application is likely routed end-to-end and protected by transport-level encryption, the networks in many cases require some level of processing as end points are not all “smart” enough to have networks diminished to “dumb” pipes. Routing overlay protocols, prevalent in virtualized environments are used not only to aid in routing or traffic management decisions, but also for network and tenant isolation. These capabilities are becoming increasingly important, hence the proliferation of many routing overlay protocols with a relatively quick evolution. Routing overlay protocols are a clear example of intelligence in the network.

Data center architectures need to consider traffic management through virtualized networks that overlay the physical network. In some cases, the physical network may encompass several disjoint networks that appear as one to the end user. This seamless view to the end user is provided through the use of routing overlay protocols. End-to-end transport encryption protects the end user's data, but additional measures may be used to ensure isolation of user's data via routing overlay protocols. It should be noted that routing overlay protocols, in many cases, do not consider integrity protection and as such, the security considerations around many of these protocols cannot provide a guarantee against packet tampering. IPsec is essential to provide that protection when applied at the encapsulating IP layer. Nonetheless, routing overlay protocols or IPv6 are necessary for traffic management considering the evolving trends and technology.

Within a data center or an organization's local network, administrators often struggle to provide adequate performance for real-time applications. Video conferencing over Internet protocols can be a sore spot for end users and is a clear example. As such, prioritization is often needed for this traffic on local networks, and by local, this refers to an organization's network that may span the globe (interconnected networks using routing overlay protocols) with users connecting to real-time applications that are possibly hosted external to their network. Operators have to make decisions on network and traffic management. Some include:



	Does it make sense to backhaul that traffic over the organization and out to a service provider or have Internet connections distributed within an organization to leverage the application providers' infrastructure to make these routing decisions?

	Do changes in protocols make a difference as there are several options for video conferencing services?

	Are the delays significant enough to warrant a change?



Measurement aids administrators in making these sorts of decisions. Dumb pipes may work, for example, like Apple with the business model set up for devices to directly connect to their services bypassing the service provider, but in many organizations architectural designs require smart pipes. This may change in time as end point capabilities improve as should happen when embracing encryption trends, but we are still at a point where they are necessary. Data-centric network trends may develop to the point of services that can avoid local decisions for each application, and at that point the overlay protocols may no longer be as useful. I suspect that will be very far off and that both routing overlay protocols and the capabilities for monitoring and measurement added by IPv6 will be critical toward many organizations embracing end-to-end encryption trends.

This chapter encompasses the protocols you would consider within “cloud security architecture” that may span both local and remote hosted data centers. It also covers the transport protocols used for Internet traffic, between network domains managed by different organizations. Since outsourcing is a serious consideration to better scale for organizations of any size, the various aspects of data center security and network management must be considered to effectively evaluate programs.

5.1 Protocol Stack Refresher


Let's start with a refresher on the protocol stack that will serve as an aid as this chapter explores options for transport encryption and where protocols sit on the stack. Depending on network architectures and deployed application layer protocols, organizations may have valid reasons to choose transport encryption options that vary widely for business, regulatory, or other reasons. As such, a detailed explanation at a business level is provided for each of the protocol options to assist in understanding reasons why one protocol may be selected over another and to introduce newer options that the reader may not have been exposed to yet as they are in development as standard track documents in the IETF and have not yet reached the final publication stage (Table 5.1).

Table 5.1.Open Systems Interconnection Model (OSI model) Protocol Stack.




	Application
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	Session



	Transport



	Network



	Data link



	Physical





The lowest layer is the physical layer, next the link layer. Discussions in this book will remain above these layers. We will focus mostly from the network and transport layers as they relate to the application layer. The ARPANet model (Padlipsky, 1982) condenses the application, presentation, and session layers into one layer and that model is followed here.

The protocol stack is evolving driven by a desire to avoid middleboxes and improve on-the-wire security. We've been operating on the assumption that traffic can be intercepted for inspection both passively and actively for many years. With the trend to improve the security of on-the-wire encryption, this forces changes in how the protocol stack is implemented.

There is a basic requirement for on-the-wire encryption on Internet traffic as well as within data centers to prevent third-party access. Within data centers, compromises to systems and networks are a primary driver as encryption aids in preventing session hijacking and in some cases lateral movement if session hijacking were the attack of choice. Since session encryption on the transport layer is so prevalent in networks with decreased availability of information in transport layer headers, that data is added at another layer to manage networks. Within a data center or between data centers (single administrative domain), a routing overlay protocol is likely deployed. Across networks such as the Internet, IPv6 can provide back some of the lost information for management. This chapter will walk through layers of the transport protocol stack and provide explanation for the change as well as options on managing systems and networks within this new stack.

5.2 Transport Layer Encryption


The obvious answer to protect data and metadata on the network is transport protocol encryption on network traffic. Within data center environments, this is typically done to protect application layer data in the payload of a packet with the exception of some use cases that require IP level encryption via IP security (IPsec). Transport Layer Security (TLS) is often the choice for application traffic, especially web traffic (HTTPS).

Increased use of session encryption that cannot be intercepted often raises both security and manageability concerns. These concerns are centered around the current practice of passive session interception and decryption for some network and security management tools with the push for stronger session encryption.

Reducing the threat space for network traffic not only relies on strong transport encryption, but also a reduction in the points of exposure for data. Limiting exposure to the endpoints by not permitting interception techniques that decrypt encrypted traffic by middleboxes is an important consideration toward this design goal. Provably secure transport encryption protocols that are difficult to intercept inherently provide the properties of confidentiality and integrity. As such, once these protocols are widely deployed, middleboxes that perform passive application level interception beyond fingerprinting and header inspection will no longer be prevalent. This will be an adjustment for organizations leveraging services that utilize access to clear text data for analysis. However, the new architectural patterns that can emerge that embrace this and other trends have the opportunity to redesign security with efficiency and scale in mind.

Initial deployments of provably secure protocols like TLSv1.3 have been on Internet facing connections, with integration into data centers or enterprise networks likely following at later date as is normal with adoption curves. This conjecture has been confirmed in small samples with multiple talks on TLS in 2018. Enterprises or data centers may continue to use active interception techniques until end point security, detection, and prevention capabilities better support these new requirements. It's not that simple for the endpoint to transform as needed as a result of the complexity in devices, firmware, operating systems, and applications.

5.2.1 Transport Layer Security


TLS is used to protect application layer traffic in transit, resulting in protection of data from the application sever to the client. Protocols that operate on TCP or IP, hook into the operating system for input/output from the host, after a hand-off from the client or server of the application. TLS is used for protecting web (HTTP) and other application level traffic (e.g., instant messaging) to ensure end-to-end security between a client and server. In most cases today, the server termination point is likely at a load balancer in front of a server farm, altering from the pure client/server model of the past. The TLS protocol is ubiquitous on the Internet and within enterprises as shown with deployment TLS usage statistics for Firefox available at Let's Encrypt stats (Let's Encrypt, 2020) and for Chrome users that opt-in (Google, 2019c).

TLSv1.3 was approved in March 2018 and final publication in August 2018 (Rescorla, 2018). The IETF continues to strengthen the security of protocols to keep pace with the threat landscape. The research community has been engaged to demonstrate that TLSv1.3 and other protocols are provably secure (NDSS Symposium, 2016). TLSv1.3 has been designed over the course of 4 years with a more secure key exchange based on the Elliptic Curve Diffie–Hellman algorithm, formally deprecating the use of RSA static keys to ensure forward secrecy (FS). The end user and privacy were top of mind with this and other TLS working group consensus decisions as well as engagement with researchers to improve the protocol security. The end result included work on security protocol proofing, demonstrating that TLSv1.3 is provably secure. Security issues identified were either corrected or mitigated with security considerations included in the final standards track document.

There are a few important changes to provide forward secrecy recommended in the best practices for TLSv1.2 (Sheffer, Holz, & Saint-Andre, 2015), that are now inherently part of the TLSv1.3 protocol. We say that a system, or a protocol, has forward secrecy if encrypted traffic that is recorded today cannot be decrypted tomorrow if some long-term secret (like a certificate's private key) is compromised tomorrow. It is accomplished via frequent independent key exchanges, such that the compromise of one key limits the data exposure to the information protected by that compromised key. TLSv1.3 maintains forward secrecy, as does TLSv1.2 when configured according to best practices, except when preshared keys are in use. The protocol update from TLSv1.2 to TLSv1.3 removed static RSA and static Diffie–Hellman cipher suites, thus removing the possibility of using these session monitoring techniques and making the protocol forward secret. TLSv1.3 supports Authenticated Encryption with Additional Data (AEAD) symmetric algorithms, also a recommended best practice for TLSv1.2. Additionally, TLSv1.3 uses a more secure key exchange based on the elliptic curve Diffie–Hellman algorithm. These changes should not have much of an impact on your Internet-based deployment if your sessions are configured with TLSv1.2 according to best practices (Sheffer et al., 2015). If you have any active network-based monitoring in place (firewall, intrusion prevention, etc.) and it occurs at a proxy at the edge of your network after a point of termination for the session, this will continue to function as expected with TLSv1.3. The only change here is if passive or out-of-band monitoring techniques are in use, that rely upon the use of static keys, where the session encryption is not forward secret.

If RSA static keys for out-of-band or passive decryption and inspection have been in use, this will no longer work using TLSv1.3. Not only have static RSA and static Diffie–Hellman been deprecated, they have been removed from the protocol entirely. The best practices for implementing TLSv1.2 (Sheffer et al., 2015) had already recommended against static RSA. While there will be solutions developed by vendors to replicate the functionality provided by static keys, is that the right answer in the long term? I'd argue that it is not and ultimately results in a security model that is more costly to support both in infrastructure and human resources. This practice is important to deprecate as the ability to break and inspect traffic opens up additional points of vulnerability in the network, creating target-rich devices where a malicious party may gain access to see all traffic traversing the network at that point. This model also adds additional points of vulnerability for the keys, if not all stored and accessed securely, to be obtained and used maliciously as they would be contained in every inspection device. In some networks, this could mean hundreds of systems. The ability to perform active inspection via a proxy (terminate the TLS session, inspect traffic, and start a new session) is still possible; however, scaling to meet the bandwidth demands for this type of inspection can be a challenge.

TLSv1.3 will improve the security of transport within data centers and enterprises, but may require a shift in architectural models to prevent and mitigate attacks as well as allow for network and operational management of traffic. Recommendations on how to architect networks to achieve these goals while also reducing the resources needed to maintain them are explained in Chapter 3, “Architect a Secure Network with Less.”

Although TLSv1.2 has been obsoleted by TLSv1.3, support and usage will remain for some time to come. It will likely only change when or if a vulnerability has been found in secure configurations of the protocol. TLSv1.2 has been obsoleted, meaning a new version has taken its place and the most recent version should be preferred for new implementations, but TLSv1.2 has not been deprecated. The distinction is meaningful as there are no known vulnerabilities that would be cause for deprecation of TLSv1.2 at the present time.

5.2.2 Automating Certificate and Key Management


Managing certificates for encrypted transport has been challenging with examples like certificates expiring, causing servers to be unreachable without operators knowing the cause at times. Even in well-managed environments with consistency of staff documenting key management requirements like roll over periods, certificate and key management can be cumbersome. Recent advances in automation have helped to improve this situation for web server certificates, and the same is evolving for other certificate types through the work of IETF's Automated Certificate Management Environment (ACME) (Barnes et al., 2019) protocol. ACME is often solely associated with the Let's Encrypt project. Although ACME had its origin with the team at Let's Encrypt, there are a few distinguishing characteristics of the protocol that must be understood for its general applicability.



	Supports any level of certificate type, domain validated, extended validation, etc.

	Applicable to any service requiring x.509 certificate management

	Automation can be tied to external identity proofing requirements

	Various levels of authentication are possible, some are in development for strong user verification as required for CodeSigning certificate issuance



Before ACME, there have been other efforts to manage certificates and keys, and those remain important. In some cases, they can be coupled with ACME to better support full automated management of a certificate. The Key Management Interoperability Protocol (KMIP) (Cox & White, 2019) and Enrollment over Secure Transport (EST) [RFC7030] aid significantly in automating certificate management, but lack the authentication of an entity that ACME provides with the challenges to demonstrate either ownership of a credential (user client certificate) or management of a resource (web server, messaging server, device certificate, etc.) (Moriarty & Richardson, 2019).

There is work for device client certificates (Friel, Barnes, Shekh-Yusef & Richardson, 2020) to bridge this gap to enable full automation using ACME with another protocol such as EST with Bootstrapping Remote Secure Key Infrastructures (BRSKI) (Balfanz et al., 2019) or KMIP. BRSKI defines a protocol to bootstrap the initial enrollment using device properties. This bootstrapping capability is critical when deploying devices at scale and enabling encryption via certificates. BRSKI allows devices to find their owner without being online first, and without preconfiguration. BRSKI does not change how EST authenticates the device; it just reduces it.

KMIP is used widely in enterprises and automates key management to the registration authority. ACME can be used between the registration authority and certificate authority to automate the rest of the certificate issuance process, the same is true for EST. For additional information, please refer to the ACME Overview (Moriarty & Richardson, 2019).

The work for client certificates, or certificate issuance processes that require the authentication of individuals in particular roles is early, but has begun (Moriarty, 2020). The ACME protocol has an established method to create new challenge types used to preauthorize for certificate issuance in the case of CodeSigning certificates. The normal process for certificate issuance of an extended validation CodeSigning certificate for most issuers requires preauthorization from two individuals at the identified organization associated with the preestablished account with the certificate authority. The authentication can be automated using ACME's preauthorization challenges with the current proposal extending authentication types to include one-time passwords, key pairs, or another certificate and key pair previously issued for this purpose.

Automation is critical toward improving management of security functions to ensure its ease of management and reducing the skills needed for simple and expected security measures. Security is ideally hidden from the end user and ideally integration of these protocols will become seamless with their existence only known to a small few. The details of these protocols in time should not be important to many, but their impact in the overall improvement of managing certificates will help make certificate use ubiquitous, improving the overall security posture of applications (CodeSigning), systems, and networks.

5.2.3 TCPcrypt


TCPcrypt (Bittau et al., 2019) is an opportunistic transport encryption protocol for TCP. TCPcrypt is applied at the system level, unlike TLS or QUIC that are applied at the application layer. It is also opportunistic, meaning keys do not need to be authenticated allowing for session initiation to occur between two endpoints that have no prior relationship or configured keys. Opportunistic also means that the systems can use TCPcrypt and negotiate for this extra protection when available and fall back to unencrypted TCP sessions otherwise.

TCPcrypt packet header information remains available in the clear, allowing for network management functions for performance, capacity, and other operational management to continue to function as it does today. TCPcrypt protects the TCP packet payload, offering protection to the data in transit without requiring support in each application. Since authentication is not performed, the traffic can be targeted for attack, but passive pervasive monitoring may be more difficult due to the volume of sessions with varying keys used on a network.

TCPcrypt is a very interesting option for data centers that are not currently encrypted. The reason for this is the ability to automate the deployment of encryption at the system level, which may involve a different set of administrators than an application session encryption protocol. It would be possible to perform this automated configuration and management through the use of YANG modules even though such modules are not available yet. The equivalent has been done for IPsec (Marin-Lopez, Lopez-Millan, & Pereniguez-Garcia, 2019).

5.2.4 QUIC


Development on QUIC first began about a decade ago at Google. In the push for fast response times, Google was looking to further improve performance on sessions. Additional milliseconds of delay for an organization like Google, delivering content and ads, could result in users defecting to other search engines, online shopping, or other equivalent application options. QUIC does something interesting; it condenses the protocol stack and encrypts all but source and destination information, essential for network communication including signaling information. The SPIN bit (Iyengar & Thomson, 2019) was added in November 2018 to offer visibility to one bit in the packet for passive measurement of end-to-end round trip times.

This design lends itself to protecting from protocol ossification in that middleboxes are unable to intercept and modify traffic. Without interception, the protocol can evolve without waiting for middleboxes to catch up on protocol specifications enabling use of these new versions of the protocol on the Internet without seeing dropped sessions. Transport encryption also has the added benefit of providing confidentiality and integrity protection and thus security protections from hijacking and attacks aimed at gathering session data.

QUIC was first used between the Chrome browser and Google applications when session negotiation was successful, meaning UDP traffic or more specifically, QUIC, was not blocked. QUIC encapsulates HTTP traffic.

This may be very useful for end user connections. To date, I have not seen the business imperative for organizations to allow QUIC into their networks, but suspect its performance improvements will provide that and lead to adoption. Perhaps streaming video for remote sessions and the need to improve performance for these sessions will drive more widespread adoption.

QUIC is similar to TLS in that it is configured at the application layer between client and server (or infrastructure front ending the server). QUIC uses TLSv1.3 for encryption and UDP as the substrate. This successful use of UDP is significant in the protocol stack evolution.

5.3 Routing Overlay Protocols


Routing overlay protocols are an essential tool to aid in the management and network monitoring of a data center. Routing overlay protocols are typically restricted to a network administrative domain, which might include multiple data centers, multiple IP address blocks, or even multiple autonomous system numbers (ASNs). Routing overlay protocols can be used to join remote data centers, with virtual local area networks (VLANS) spanning over the Internet in secured tunnels using IPsec. There are numerous routing overlay protocols to select from and in some cases, the routing infrastructure will make the support decision for you as they may only support one option. This space is rapidly evolving with new protocols superseding predecessors and containing all of the prior functionality.

The routing overlay protocols typically add packet header data encapsulating other packet headers. For instance, Generic Network Virtualization Encapsulation (GENEVE) [draft-ietf-nvo3-geneve] uses the UDP packet header format to encapsulate traffic and set new endpoints for the encapsulated traffic. The GENEVE UDP packet is then encapsulated in IP (IPv4 or IPv6) and can use IPsec for integrity protection or confidentiality protection. Other protocols like IETF's Bit Index Explicit Replication (BIER) can use multiprotocol label switching (MPLS), Ethernet, or just IPv6. Routing overlay protocols typically include an identifier that can be used for tenant isolation when shared infrastructure is in use.

Routing overlay protocols aid in the routing of traffic over an administrative domain and can add routing or measurement data to packet headers to maintain the stability of the network (performance, capacity, congestion control, etc.). A routing overlay protocol can be used to “chain functions” to order security screening logically instead of following the physical path of servers in a network path. In this sense, routing overlay protocols may not seek the fastest or least congested path, but rather a programmed path to ensure the order of network functions makes sense. In some cases, these network or security functions include filters or firewall capabilities that could be specific to a protocol (e.g., SMTP SPAM/malware or DNS filtering), hence the importance of understanding routing overlay protocols in cloud security architectures. Whenever more data is added to a session to either mark or trace it, privacy considerations for the underlying data stream are an important consideration.

As on-the-wire encryption increases and protocols like TLSv1.3 and QUIC gain adoption, controls shift to the end point. Chaining security functions in a networked virtual environment will retain some value for basic firewall filtering, DNS filtering, and even SMTP routing. While firewall and intrusion prevention may shift to the end point, some of these other services may remain in infrastructure as a result of the protocol design and deployment architecture.

Protocols like DNS, SMTP, and instant messenger (XMPP/jabber) maintain session encryption between processing points, which means that the protocols can still be dissected at each termination point along the path. For SMTP, mail can be inspected at mail transport agents (MTAs) and the mail server or the mail delivery agent (MDA). With current technology, unless a proprietary solution is used, end-to-end encryption of email is limited to the message body, leaving the mail headers exposed for inspection at these termination points. Email screening for phishing attacks or embedded malware will likely continue to take place at scale within such infrastructure. If DoT or DOH is used to protect DNS traffic from third-party inspection, DNS can be inspected and acted upon at the server as well since TLS is just used on-the-wire, leaving the inspection or data gathering capabilities the same at servers. DNS has long been an important tool to filter traffic and has demonstrated economic advantages preventing connections, malicious, or inappropriate content downloads, and on the negative side for censorship. The ordering of services via an overlay protocol may remain important for a number of Internet protocols until protocol content, including headers, is protected at relay servers and TLS termination points.

As mentioned, routing overlay protocols either use MPLS or add packet header information to create the overlay. In other words, the packet is encapsulated within the routing overlay protocol information in an added header. Almost all of the routing overlay protocols include identifiers to allow for some sort of isolation, be that network isolation (VLAN) and/or tenant isolation. Some routing overlay protocols use MPLS to accomplish the goal, and others add their own overlay protocol using a recognized packet header to encapsulate data, such as UDP in GENEVE. A few key examples of routing overlay protocols include:



	Security Function Chaining (SFC) Architecture (Halpern & Pignataro, 2015).

	Allows for packets to be routed along a different logical path than what might seem like the obvious physical path. Security services may be “chained” in ways that make sense for permitted inspection services.

	Network Service Headers (NSH) provides the packet header data to enable the SFC architecture and features [RFC8300].


	Bit Index Explicit Replication (BEIR) [RFC8279].


	Forwarding of multicast packets through a “multicast domain” via an explicit BIER header or can use IPv6 extension headers.

	Experimental, but gaining some adoption.

	Geneve (Gross, Ganga, & Sridhar, 2019).

	Packets move from one tunnel endpoint to another using unicast or multicast routing.

	Supports all capabilities of Virtual Extensible LAN (VXLAN), Network Virtualization using Generic Routing Encapsulation (NVGRE), and Stateless Transport Tunneling (STT) routing overlay protocols, which may allow those to be deprecated over time.

	Flexibility for developers to add options dynamically via the flexible option format.

	Possible to carry the service function path (SFP).

	Adoption as the default tunneling protocol in Open Virtual Network (OVN), promoted in OpenvSwitch (OVS) in future OpenStack releases, and part of VMWare's NSX-T.



Although routing overlay protocols are touted for their use in tenant isolation, integrity and confidentiality protection are typically not provided or required in these protocols. If you are going to rely on a routing overlay protocol for tenant isolation, the routing overlay portion of the packet must be protected. While transport level encryption may be applied to protect the user's data, this does not protect the routing overlay protocol information. If you plan to rely on a routing overlay protocol to set alternate paths for traffic, e.g., routing traffic through security evaluation functions, integrity protection is highly recommended. While the encapsulation of routing overlay protocols is possible with IPv4 or IPv6, IPv6 offers some additional error checking and more seamless IPsec integration. In order to achieve the security level needed to truly isolate tenants, IPsec should be used at the IP layer. While integrity protection may be enough to detect tampering, IPsec authentication header (AH) is not always provided in solutions, so encryption using ESP that also provides integrity protection may be the practical deployment model.

Routing protocols and implementations tend to rely upon the security of the equipment instead of baking in security functions into the standard operations of protocols. This is a dangerous strategy as we further harden TLS and embed security function routing in these protocols. While passive interception and decryption of TLS is much more difficult, it is still possible with active interception and may be used by security functions deployed in virtual networks. Redirecting traffic and altering paths of traffic could become a weak link that is easy to prevent with IPsec. Development in standards will only rely on IPv6 more going forward for increased functionality and security, so this transition makes sense in context of data center or cloud management.

5.4 Internet Protocol Version 6 (IPv6)


IPv6 was first published as a standard track document in the IETF in 1998. The depletion of IPv4 addresses has been a motivator for deploying IPv6, and varying statistics show usage of IPv6 between 30 and 50% on Internet connections (Internet Society, 2018). 2018 was a promising year for IPv6, where deployment increased steadily that may be attributed to several factors including:



	Depletion of IPv4 addresses,

	Movement away from Carrier Grade network address translation (NAT),

	Increased security,

	Measurement capabilities, and

	Near and long-term costs.



See the Internet Society write up (Internet Society, 2018) for detailed explanations on each of these points.

The trends in transport encryption and the protocol stack evolution have the potential to influence greater adoption of IPv6. Increased use of transport encryption that protects packet header information, including signaling information at the transport layer (e.g., TCP, UDP) reduces access of information for passive analysis for network and security management. By using IPv6, options exist to add back some of this lost visibility. Operators are more likely to support the use of encrypted traffic if their existing management capabilities can be met through alternate means. The current set of specifications to add back this visibility recommends its use as optional, to be employed during troubleshooting only. Optional use of operational measurements is typical in standards to protect user privacy and also because these functions add processing overhead.

Passive measurement can be integrated using the Flow Identifier in the IPv6 header or through the use of IPv6 header extensions such as the Destination Options header extension. Metadata is disappearing in higher layer transport headers as transport encryption protocols consolidating the higher layer stack to improve performance, prevent protocol ossification, and provide protection for end user privacy [79]. Ideally, the user is aware of the additional monitoring on their sessions if applied during troubleshooting and not isolated to test traffic.

A routing overlay protocol can be used within a single administrative domain, terminating at the administrative edge of the network. Routing overlay protocols are used for measurement and management within an administrative domain and IPv6 provides the ability to perform end-to-end network measurement diagnostics across administrative domains. IPv6 and end-to-end encryption move us closer to eliminating network address translation (NAT) at the service provider (carrier grade NAT), and data-centric security models lead us to the elimination of NAT for the enterprise. Carrier grade NAT has already been shown not to be necessary or cost-effective when IPv6 is in use, leaving the eventuality of true end-to-end sessions from a user to an application not too far off into the future. This leaves the question of protecting end user privacy since sessions can be identified and may include additional information.

The following figure is included to assist in understanding the technical mapping of the progression that is likely to occur once end-to-end encryption is more fully deployed.


Fig. 5.1 assists endpoints with monitoring capabilities through use of the Destination Options (DO) extension header. The DO extension header is meant for endpoints and one standards-based instantiation of the DO is described in (Elkins, Hamilton, & Ackermann, 2017). Essentially, additional data is added to the header, and in this case it includes time stamps to allow measurements such as RTT and server delay. By contrast to the DO header, the Hop-by-hop extension header is used by all hops along the path, potentially exposing information to third parties. In addition to possible privacy concerns with the Hop-by-hop extension header, its use has been shown to alter the path and not provide useful measurements. The IP Flow label adds the ability to trace individual sessions on the wire. Like the DO extension header, this should only be enabled for troubleshooting purposes as sessions can be identified and privacy information could potentially be revealed about the end users or endpoints.
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Fig. 5.1. IPv6 Encapsulation to Add Back Monitoring Capabilities.

The research on privacy with IPv6 sessions extends well beyond the application of metrics used for troubleshooting on select sessions and may also aid in IPv6 adoption. Anonymization services are still possible at the IP layer and likely to be deployed for connections that are from individually owned systems (noncorporate). Anonymization is also possible from the service provider across multiple customers. Methods to prevent session monitoring on individual IPv6 sessions are in development and some have had promising results, such as the aggregation of IPv6 sessions (Plonk & Berger, 2017). Essentially, this method aggregates IPv6 sessions that initiate within a time window, preventing third parties from being able to distinguish individual sessions. Measurements between the end points are still possible using the IPv6 header information with little risk of observation by third parties if such a method were in place.

5.4.1 Techniques to Provide Privacy with IPv6


IPv6 provides end-to-end connectivity, and thus endpoints of each session are identifiable. Although we are moving toward end-to-end sessions that prevent interception for privacy reasons, exposure of the endpoint and the ability to catalog all activity of an IP addresses is a privacy violation. Fortunately, researchers are exploring this very problem and have devised early solutions. Since this is early work, it is inevitable that it will be built upon and improved or alternate solutions from those being researched now will emerge. The Internet Research Task Force (IRTF) explored this problem in the MAP research group (MAPRG) (Internet Research Task Force, 2020). Address truncation was one of the early attempts to mask endpoints, but has been shown not to be effective (Plonk & Berger, 2017). As mentioned previously, the aggregation of IPv6 flows that initiate within similar time windows holds promise. The IPv6 aggregation technique essentially bundles IPv6 sessions initiating within a time window to provide some obscurity for individual session details from potential third-party observers.

The IEEE has done work to standardize the randomization of hardware addresses in devices (MAC addresses) to reduce the likelihood of linking a device to an assigned IP address. This is an important privacy protection consideration with a move to end-to-end sessions using IPv6 as it may make it more difficult to connect a user's system to an IP address. On the other hand, efforts to ensure every endpoint is secure and trustworthy when attaching to networks in data-centric security models may increase the ability to identify endpoints. The assessment for this assurance may include system posture assessment, authentication, maintaining a record of who is responsible for the device, and the complete device state. This is valuable information for third parties looking to identify end users, whether for business requirements within an organization or by malicious third parties. This is an example of another tussle (Clark, Wroclawski, Sollins, & Braden, 2005) between enabling privacy and management in protocols. Visibility is used in managed networks where users' sign consent to monitoring agreements versus privacy and anonymization is in consideration for Internet-bound sessions. When security, network management, and privacy are considered together in solution development, we move away from this constant game or arms race in control development.

Privacy controls added by network measurement engineers is a promising step toward finding balance between privacy controls and the ability to perform network management. When these problems are looked at separately, the tussle continues.

5.5 Internet Protocol Security (IPsec)


IPsec is well deployed in end user virtual (VPN) configurations to user's organizations as well as in system to system or gateway to gateway tunnel configurations. While end user VPNs may use TLS to protect the session to individual applications, either IPsec or TLS can be used for tunnel-based connections to a corporate network.

IPsec is used in system to system configurations for many reasons, one is the use of protocols like iSCSI for storage networks where it encapsulates and tunnels the traffic. It is also used between data centers in gateway configurations as numerous transport level protocols might be tunneled.

IPsec can also be used between servers, and several Linux operating systems support opportunistic IPsec, meaning authentication is not required to establish an encrypted session (null authentication in the Internet Key Exchange Protocol v 2 (Smyslov & Wouters, 2015)). This allows for hosts to request the use of encryption without having a preestablished authentication mechanism with the remote host easing the configuration requirements for IPsec. Null authentication does have its risks though of session interception when targeted.

IPsec continues to be an important protocol. With the evolving protocol stack and use of IPv6 for end-to-end measurement or as an overlay routing protocol, IPsec is the only option to protect the session data including header information. For routing overlay protocols, IPsec aids in the integrity protection of extension headers or the encapsulated UDP-like header for routing overlay protocols such as Geneve (Gross et al., 2019).

In the protocol stack evolution, it is likely that not only IPv6 becomes more important, but so too does IPsec.

5.5.1 Encryption Management


Managing IPsec session in complex networks can be difficult. As such several service providers came to the IETF in an effort to automate security functions, including the tenant’s ability to provision their own security settings in hosted environments. This work is done in the Internet 2 Network Security Functions (I2NSF) working group. While much of the work published to date has been formative, there is a very promising draft to automated IPsec provisioning and management, “Software-Defined Networking (SDN)-based IPsec Flow Protection” (Marin-Lopez et al., 2019).

The draft has had significant review from several of the IPsec experts that are very active in the IETF, correcting some issues and preparing the work for publication with more secure deployment models. The work uses a YANG module for the configuration management. Automation of difficult management functions is critical to easing deployment and manageability of key security functions like session encryption. This automation capability may very well increase the adoption of IPsec to protect IPv6 sessions.

5.6 Network Monitoring and Management


Virtualized environments rely on routing overlay protocols to encapsulate sessions that are protected by transport encryption. Encryption trends have resulted in the reduction in visibility to signaling information at the transport layer. However, the functionality has not only shifted to an encapsulating layer, it has increased in capabilities with the engineering work on routing overlay protocols and IPv6.

IETF work on network monitoring and measurement continues to evolve and in many cases is focused on troubleshooting or testing in isolated networks as a precaution for privacy protection. Service providers, for the most part, are interested only in the exposed packet header data and not packet contents. The shift in packet exposure being limited to a 2-tuple or a 5-tuple is not seen as an issue in the service provider transit environments. The enterprise network or data center is where more visibility is typically desired and is provided now through additional header information in routing overlay protocols. This does not typically present a privacy issue when inside a corporate network where agreements are in place to permit monitoring. Users in some nations have protections to use personal applications while at work with the expectation of not being monitored and in other cases organizations have precluded monitoring from groups of applications that are external to their network to address personnel privacy considerations. Moreover, users may decide to refrain from certain application usage while operating in a monitored network. To be clear, none of this discussion is applicable to the coffee house Wi-Fi scenario.

Network monitoring and management capabilities are evolving in this new paradigm, with varying levels of visibility depending on the exposure risks of data. Visibility will be much more limited on transit service providers than within the enterprise or even at enterprise owned endpoints that cross transit service providers.

5.7 Protocol Stack Evolution and IPv6


It should be clear at this point that the implementation of the protocol stack is changing. Our defense in depth models were largely based on TCP traffic that could be intercepted with allow lists preventing use of other protocols like UDP. DNS has been proxied and I suspect that will continue for security defense reasons for most enterprises. TLS use has sharply increased since 2013, going from less than 30% to near ubiquitous usage (see Chapter 1). TLSv1.3 provides a significant improvement in terms of transport security with forward secrecy and additional header information encrypted. The QUIC protocol uses UDP as a substrate encrypting all but one bit of signaling information, providing a performance improvement aimed at real-time sessions where any gain can be critical. Although UDP traffic and QUIC may be blocked from networks now, that is likely to change with the evolving protocol stack adding back information at the IP layer. IPv4 has sustained us with techniques like NAT to deal with the address shortages, but the headers fall short in terms of the ability to add measurement capabilities or packet header information that is now lost at the transport layer.

Strong transport encryption that is difficult to intercept (forward secret) that hides more of the packet header information will likely serve as the tipping point for the widespread adoption of IPv6. Since there is no further development on IPv4, any new engineering or innovation uses IPv6. IPv6 contains extension headers that allow for flexibility in terms of adding information used for measurement. The Destination Options header is intended for use by the end nodes. Thus, the DO is inherently privacy preserving when encrypted or aggregated, yet can serve the intended purpose of troubleshooting or gathering measurement metrics limiting access to those metrics to the participating endpoints. As TLSv1.3 and QUIC increase in usage into the enterprise, beyond service provider networks, IPv6 usage will increase.

Geneve (Gross et al., 2019) is the strongest contender for routing overlay protocols as it combines the features of three preceding routing overlay protocols and has wide adoption, “becoming the new network layer” (Spencer Dawkins' quote in Chapter 1). Geneve puts a UDP packet as an envelope to the transport packet and then is encapsulated with an IP packet. Geneve is for use within an administrative domain, but IPv6 encapsulating Geneve provides information for use across administrative domains. Software-defined networking was the impetus for routing overlay protocol design and essentially a major evolution in routing protocol development giving it new life as there are many interesting problems to be solved including adding measurement capabilities and setting logical paths for packet routes. Geneve and IPv6 became the new network layer in this model.

As deployment of strong encryption increases, the stack evolution will unfold. With this evolution, the endpoint capabilities will improve to replace the security functions performed on-the-wire with clear text protocols and transport encryption that was possible to passively decrypt. This transition in the network stack to IPv6 and Geneve will provide the capabilities for network management and operations necessary as transport encryption strengthens and is rolled out. If the network is not manageable, there could be resistance toward deploying strong encryption from operators. If these transitions occur simultaneously or in advance of a move to strong encryption, teams will have the tools needed to perform their functions and meet service level expectations. There is ample motivation for organizations to adopt transport encryption within their managed networks including:



	Preventing lateral movement of attackers,

	Performance gains for real-time applications via the QUIC protokcol,

	Customer requests,

	User privacy considerations, and

	Regulatory requirements that may emerge in time, such as NIST SP 800-52 [NIST-SP800-52].




As the end point evolves, prevention must be elemental to the end point since on-the-wire capabilities disappear. This argues for smarter, simplified, well-managed, and monitored end points with intrinsic security.




6

Authentication and Authorization


Authentication and authorization are critical security controls that must be evaluated to meet the requirements of a system considering ease of management and use for end users.

This chapter discusses the progression of authentication and authorization options aligned to technology trends for future network and security architectures. In some cases, the evolution of authentication methods is tied to solving a security consideration, in others, favoring ease of use. A book could easily be dedicated to this topic, as no single solution covers all use cases. Instead a condensed, broad overview with recommendations including references is provided as a starting point. Authentication is a critical security control that remains a difficult area with the proliferation of options and no organized way to assess by those implementing or developing solutions. Not only that, enabling single or reduced sign-on may require several protocols combined, leading to resource intensive management. The aim of this chapter is not to provide a detailed overview of all possible technologies, but rather to categorize the types of protocols available with a few high-level considerations for each. The trends of strong transport encryption, data-centric security models, and ensuring user ownership of data rely upon strong authentication and authorization. As new architectural patterns emerge, it is important to consider the long-term direction of authentication and authorization, how they evolve, and to plan for alignment in terms of product support to ease integration and management for product consumers.

There are several authentication technologies with widespread adoption, gaining adoption, or hold promise for future adoption which are highlighted.



	Passwords: A simple authentication mechanism, with options to improve security of these solutions and reduce ease of credential theft. Switching to a Password Authenticated Key Exchange (PAKE) is one answer.

	OpenID: A full authentication and authorization system allowing for both secure (e.g., PKI) and insecure (e.g. password) authentication and cryptographically protected authorization tokens or unprotected tokens. Configuration and options matter a great deal in this widespread solution that, when configured well, remains a solid option.

	PKI: A secure authentication solution requiring key and certificate management. PKI can prevent credential theft and is a solid choice, but has high management costs.

	WebAuthn: The use of individual raw public key pairs for every application stored on a token, fully integrated into clients, browsers, and mobile devices, for web applications. May be offered as one of the several authentication options to gain further adoption. A solid choice for secure authentication to prevent credential theft.

	Decentralized identity: Users own their identity and can be authenticated using this identity. This allows for users to have a single identity that would be integrated into applications and tied to an account. This shifts the model away from each application having a separate identity for users. While in the early days, an important option included for awareness.



The following subsections will dive a little deeper into identity proofing, authentication, and authorization options.

6.1 Identity Proofing


Identity proofing is an important consideration for any type of authentication. The NIST Special Publication 800-63 [NISTSP800-63-3] series provides an excellent, detailed, and periodically updated review of identity proofing (Grassi et al., 2017a, 2017b, 2017c), authentication (Grassi et al., 2017a, 2017b, 2017c), authorization, and federation considerations (Grassi et al., 2017a, 2017b, 2017c). In some cases, identity proofing is an essential component to the distribution of credentials, where it is critical that a person or device is identified and validated prior to issuance of credentials. A few examples include



	government-issued credentials (license or passport),

	corporate credentials (badge, application, or system access), and

	financial institution account access.



In other cases, identity proofing is not necessary or even desired. Assurance that the same credentials are used to authenticate to an account is sufficient. Tampering within that account or attempts to duplicate the persona in an account are typically not tolerated and fall into areas categorized as abuse and addressed accordingly. A few examples include



	social media accounts,

	personal email, and

	public code repositories.



As authentication credential types are considered, requirements such as the ability to provide identity proofing through a supplemented process should be factored into the selection along with the benefits and pit falls of the available options.

6.1.1 Passwords and PAKE


Passwords are ubiquitous and as such are difficult to deprecate even though credential theft attacks can be thwarted by moving to an alternate authentication scheme. The reluctance to do so lies in the belief that passwords are easy for end users and do not involve the use of additional or external technologies. Overtime, the security of password management and the exchange of credentials have improved, yet significant vulnerabilities remain. Even though passwords are typically encrypted during transport, reuse of passwords, keystroke loggers, credential theft through phishing techniques, and brute force attacks against stored password remain as threats. Vulnerabilities with password usage and storage are well documented; see the Security Considerations section of [RFC7617] for HTTP Basic Authentication. If passwords must be used, the general advice is to not use the same password for multiple accounts and to migrate to the use of pass-phrases (Grassi et al., 2017a, 2017b, 2017c) that are not changed often. Storage of passwords should follow password hashing best practices [PasswordHashCompetition].

PAKE should be strongly considered by those implementing solutions where passwords are preferred. PAKEs were first described by Bellovin and Merritt (Bellovin & Merritt, 1992). PAKEs allow for two parties to prove possession of the same pass-phrase without having to reveal or store the pass-phrase by constructing a cryptographic key exchange, thus preventing the possibility of offline brute force dictionary attacks. Interestingly, PAKEs do not require public key infrastructure (PKI) to achieve mutual authentication, thus simplifying the administration and raising the level of security from passwords. PAKE requirements are described well in the Internet Research Task Force (IRTF) Crypto Forum Research Group (CFRG), “PAKE Scheme Requirements” [RFC8125].

One of the problems with PAKEs is that many exist; therefore it has been difficult for developers to select one for use. To aid in narrowing the selection process, the CFRG formalized an assessment that began in 2019. Several PAKEs were reviewed by an expert panel to provide recommendations for PAKE use in protocols. The detailed evaluations can be found in the CFRG mailing list, where the overall results for each stage are presented. The mailing list archive can be found on the IETF datatracker page for the CFRG provided in the CFRG reference. Round one of the PAKE selection process narrowed the solutions for review to two balanced (SPAKE2 and CPace) and two augmented (OPAQUE and AuCPace) PAKEs (Internet Research Task Force, 2019). The full selection process will continue into 2020.

6.1.2 Public Key Pairs


It is possible to move away from the use of passwords entirely, or to only require use of a password to access stored credentials from a protected key store using a password. This can be enabled through the use of public key pairs, eliminating phishing credential theft and brute force attacks against stored passwords on a server. The use of public key pairs may be within a full PKI solution or a solution that utilizes raw public key pairs, such as W3C's WebAuthN.

The basics of both of these options remain the same in terms of the use of cryptographic functions for authentication with the exception of the path validation process. In PKI, you have a certificate and a key. The certificate has information about the key including a key usage identifier, other attributes, and information necessary to perform key validation such as the root signing certificate, key expiration date, and location of the revocation information (Cooper et al., 2008). Revocation may be checked using the online certificate status protocol (OCSP) (Sangster, Khosravi, Mani, Narayan, & Tardo, 2013) or certificate revocation lists (CRL) (Cooper et al., 2008), following what has been specified in the certificate. In both cases, authentication requires the user to access their private key, sign a challenge or some data, and pass that signed challenge back to the server. The server then uses the signed data and the user's public key to verify that the user holds the private key and signed the data. The server also performs certificate validation to ensure the credentials are valid and trusted. PKI requires both the certificate chain to be trusted (certificate authority (CA) that issued and signed the certificate) and for the certificate to be approved for use, tied to a specific account. The certificate chain being trusted may be as simple as the CA that issued the user certificate is from the organization's PKI, where the root certificate is trusted, or the issuing CA root certificate is trusted through established federated relationships that can be validated through the chain of trust. The same set of credentials may be used for numerous applications across domains. To learn more about PKI, Housley and Polk's, Planning for PKI (Housely & Polk, 2001) is a good resource.

WebAuthn (Balfanz et al., 2019) does not use certificates, just the raw public/private key pair and is quickly gaining support in web applications. The authentication process is similar with the exception of the path validation process. The account is tied to a particular key pair to enable authentication. WebAuthn is interesting in that the model establishes a separate key pair for every application; therefore the application may be the only party with the public key to validate the user's private key. WebAuthn has recently been integrated into all browsers and mobile platforms. The user has a key store that may be physically separate from their system requiring authentication via a password, biometric, or some other second factor. When an external device is used to store the keys, the cryptographic operations remain on the external device, therefore the key never leaves the device. This is similar to PKI when keys are stored externally on a smart chip (e.g., United States government Personal Identity Verification (PIV) credential). These models essentially eliminate credential theft as a concern from targeted attacks such as phishing or attacks on the server side. The server only has to be aware of the public key for that specific application, and it can only be used to verify that the correct private key was used. In order to replicate authentication, access to the private key is necessary. PKI has been integrated into numerous applications, and WebAuthn is currently limited to web applications, although work at the FIDO Alliance (FIDO Alliance, 2019) is aimed at extending usage to nonweb applications.

6.1.3 Multifactor Authentication


Multifactor authentication includes two or more of the following three factors:



	something you know (e.g., password, information),

	something you have (e.g., device, token), and

	something you are (e.g., biometric).



Multifactor increases the strength of the authentication solution from a single factor and can prevent theft of at least one of the necessary credentials to access a system. Multifactor authentication is required by some regulations and is often used to remotely attach to a corporate network. This is only meant to be a broad brush and will not cover all possible solutions or combinations of solutions.

As noted in the previous section on public key pairs, both PKI and WebAuthn private keys may be protected on an external device. For example, a CAC- or a USB-attached device (Yubico), may be used to facilitate a secure multifactor solution.

One-time passwords (OTP) are a fairly common second factor for remote access usage or secure access to a TLS-protected application. With the ease of integrating WebAuthn into the latter, I would expect WebAuthn will gain market share in time. There are a range of OTP solutions available that either use an external token device dedicated to providing one-time keys to phone apps or even SMS messages sent to phones providing the one-time keys on demand. OTP are often combined with a password and the user name. In some cases, the password and OTP are provided together, where the system parses out the individual credentials. RSA's SecureID (RSA, 2019), Duo (Duo, 2019), and OneLogin (OneLogin, 2019) are all example providers of secure OTP solutions.

Biometrics is gaining in popularity with readers being readily available on devices. In some cases, the biometric is used as a single factor, allowing access to a device, phone or laptop. Biometrics, such as fingerprints, can be difficult to read in certain situations. As a result, laptops and phones typically allow for either a biometric or a password to enable access and is meant for ease of use. Typically, data about the biometric is stored for the comparison and not the full set of biometric information; however, there remain concerns about the protection of the user's biometrics. There are numerous types of biometric authentication and just as many considerations. Research and articles continue to be published with updated information, including this one from CSO describing 10 different types of authentication (Korolov, 2019). When considering biometrics, research is recommended to gather current information.

6.1.4 Decentralized Identity for Authentication


Decentralized identity for authentication is another technology in development where the users own their identity as opposed to an organization or an application. The Decentralized Identity Foundation (The Decentralized Identity Foundation, 2020) is an example of a large industry forum working on specifications. The high-level view of this technology is that a single identity would be used by many applications and would not be centrally managed, but rather distributed for access through cryptographic ledgers (Mazieres & Shasha, 2002), for instance. Let's assume a public/private key pair is used, tied to an identity as distributing a public key for verification is simpler than passwords or other authentication methods as no secrets are given away with a public key being widely published. Public keys could be stored and replicated in cryptographically signed ledgers that are widely accessible. Applications would need to be configured to enable the identity for these credentials to be used. Additionally, applications that would need to trust the credentials could be used by a single entity where there was no requirement for identity proofing or have a way to validate the identity tied to a credential.

This is similar to the Pretty Good Privacy (PGP) model for email encryption, where key rings are used to store public keys that are generally accessible. In PGP, the parties exchanging encrypted data decide if they trust the published public keys. One way to accomplish this is through key signing where you would attest to the credentials of other users that you know and have validated their credentials, possibly in-person at key signing parties. You may find that a key of someone you know has been signed by someone else you know, providing transference of trust. Key signing provides a method of identity proofing. Identity proofing is not always required for authentication, but can be very important for encryption when you want to ensure only a particular person can decrypt the contents of an encrypted message. Distributed ledgers provide the immutable properties of a signed key chain and allow for identities to be replicated to multiple ledgers.

Distributed authentication could be provided as a national identity that is paired with identity proofing, similar to a driver's license or passport. Alternatively, distributed authentication may be restricted to an assurance that the same user or device is tied to a particular set of credentials. As a result of the varying degrees of identity proofing desired, multiple credentials may be necessary if distributed authentication were to gain wide adoption.

6.2 Single (Reduced) Sign-On


Single (reduced) sign-on (SSO) is the goal for most organizations and even vendors who provide a suite of products and has been a wishful dream for users. Typically, it is only achieved within an organization or within a set of products, such as administrative access to manage systems. The reason for this is that there are not only numerous authentication solutions, solutions specific to use cases, and methods to achieve single sign-on. The ability for products to handle more than one authentication method helps, but has not been enough to date as the same method (or sets of methods) is not supported by all and is further complicated by the varying methods to achieve single sign-on. Single sign-on methods can be broken into three categories:



	single credential used everywhere,

	individual credential for each account, managed in one place, and

	single credential with ticket or token passed to enable access.



6.2.1 Single Credential


Examples of a single credential used everywhere include password authentication and PKI. For passwords, the use of additional technology to support the synchronization of passwords across account management methods or a centralized server to manage authentication for applications is required. For PKI, the public key and the public root key are needed for path validation by each application. In each case, configuration is required on each application that will accept these credentials. The PKI model could involve widely accessible public keys, the root certificate with public key, or a federated model.

Passwords have the highest deployment levels across applications. Password management for single sign-on may be provided through password synchronization for accounts (e.g., managed via Lightweight Directory Access Protocol (LDAP) (Sermersheim, 2006) servers) or through a single credential with a token used for authorizing access (e.g., Kerberos (Neuman, Yu, Hartman, & Raeburn, 2005)). Although LDAP is used for authentication, this does not serve as a recommendation as configurations vary and some LDAP solutions provide security above and beyond the LDAP protocol, meaning not all solutions are equivalent. Kerberos originated from MIT and is the protocol behind Microsoft's Active Directory and many campus deployments of single sign-on. These options are not typically enough to fully enable single sign-on, and many organizations supplement with the use of federation or authorization protocols to provide authorized access to other services through shibboleth (Shibboleth, 2020), OAuth (Hardt, 2012), Security Assertion Markup Language (SAML) (Security Services Technical Committee, 2005), etc. While this mix of authentication, authorization, and federation protocols may provide a user with single sign-on, it can be difficult to manage and resource intensive.

Several governments, including the United States, have pursued the federated PKI model and accompany it with hardware to store the user private keys. In the United States, the users' hardware token is called the PIV and is used not only to store authentication credentials but also the private keys for encryption and digital signatures. Credentials are issued from the organization of the user, where they can be validated (in-person identity proofing) and the management infrastructure is federated to enable access across organizations. The access is granted on a per user basis, where individual credentials for a user are provisioned to an account in addition to the federation enabling validation of credentials across organizations. The validation in this case ties back to your employment, such that if a user leaves, the credentials are revoked at the home organization. Therefore, the provisioned account at the remote organization will fail to authenticate. Although the PKI model of using a single credential across organizations has the potential to scale, management of the infrastructure and supporting relationships (federation) is complex and has not been widely adopted outside of government use cases. Within the US government, there are cases where multiple sets of PIV credentials are needed as federation is not simple. Maintaining assurance levels of managed PKI can be cumbersome and involves the use of annual third-party audits to assess the policy and practices of the PKI to the stated assurance levels.

6.2.2 Individual Credential


In this case, an individual credential is created and maintained for every account. The credential is ideally stored securely as in the case of the W3C WebAuthn (Balfanz et al., 2019) model where external hardware is used to store individual raw private keys for every application. WebAuthn evolved from the FIDO (FIDO Alliance, 2019) U2F work and has become a promising option for web applications as a result of the W3C work to integrate the solution into all mobile platforms and browsers. Not only do you have a secure form of authentication in this case but also wide support. The gap remains for support on nonweb applications, which is in development at FIDO. While FIDO is working on a non–web-equivalent solution to enable to use of raw public key pairs to authenticate, integration across numerous platforms will be a challenge.

Another example where an individual credential may be used to achieve SSO is through the use of the authorization protocol, OAuth (Hardt, 2012). In OAuth, a token may be used to authorize access to other applications based on authentication to an initial and trusted application. The token, ideally is secured to prevent replay and other attacks, as OAuth on its own is not a secure protocol. Configuration options matter a great deal, such as choice of authentication (for instance, HTTP Basic vs. PKI) if sessions are encrypted, and whether or not cryptographic functions are used for authorization (e.g., JSON Web Tokens (JWT) in bearer tokens). For OAuth, authorization can use a cryptographic secured token, through the use of a JWT (Jones, Bradley, & Sakimura, 2015) (pronounced jot) embedded in an OAuth bearer token. The OpenID Foundation (Open Identity, 2019) is an industry forum that develops specifications using OAuth, JWT, and other standards to provide a holistic identity, authentication, and authorization framework. Extensive work has been done in conjunction with other standards bodies, including W3C, to ensure ease of integration of these protocols to facilitate seamless authorization across applications for end users. This technology set is the most widely adopted (and growing) at the time this book was written. With that said, work has already begun on a potential replacement to OAuth.

Kerberos (Neuman et al., 2005), used in Microsoft's Active Directory, uses shared secret cryptography to perform authentication as a trusted third party. Kerberos is an important protocol to understand as other solutions have been built replicating the patterns of Kerberos, and there are numerous resources available. While still in wide use, OpenID has taken over in terms of adoption and growth.




7

The End Point


The end point must have elemental security, automated control management, and isolation between layers to prevent or minimize attacks in a manner that scales to transform security management.

The end point is of increasing importance as the 5 trends in this book enjoy higher levels of adoption. With an inability to monitor on the network beyond a 2, 3, or 5-tuple in packets headers, methods to perform security, operational, and network management shift to the end point. Detection must shift to prevention as detecting exploits as they execute is too late. Although it should be noted, that in the kill chain TM model (Lockheed Martin, 2019), there is still the opportunity to reduce the impact of an exploit if detected early in the kill chain, although often there is little time to react. A requirement for protection pushed the responsibility to the originating source of software instead of to add on products that may intercept and detect prior to code executing. This responsibility shift will be expanded upon later in this chapter. Inherently secure systems are not only desired, but required in this model. Fine grain control, management, monitoring, as well as the ability to attest to the expected state of a system are also critical. Interestingly, this shift presents an opportunity to manage networks and systems with a fewer number of resources, even combining methods of management and monitoring for end points (servers, clients, devices, etc.).

7.1 The End Point


Secure operating systems that are hardened with automated security control management to assure system hygiene has long been a focus, but has fallen short to date. While secure operating systems have existed, controls in some cases were too stringent and licensing was problematic (Wikipedia, 2020b). What is different now? The threat landscape including the prevalence of sophisticated nation-state sponsored attacks and the move toward web- and cloud-based apps motivates and enables a shift. A transition from open operating systems with application integration to a separation of layers is in full swing.

We have relied on operating systems that require constant patching and have hooks from the application level into the operating system, although sand-boxed in most cases, escape methods have emerged in many application instances. Patching has required each organization to individually test patches and later deploy them to their managed systems resulting in not only a delay to patch but also an additional burden spread across countless organizations. Detection of threats to known and unknown vulnerabilities has been provided through add-on applications, either agents directly installed on systems or middleboxes. Each of these detection systems requires management and maintenance at the organization level. If resources are available to take in threat indicator feeds, personnel at each organization are needed to determine how best to apply those into the individual tools deployed.

These architectural design patterns have left security practitioners with an insurmountable security management problem. The tasks of patching and deploying controls to detect threat indicators require a high level of skill that must be maintained at every single organization to keep pace with the threat landscape today. The management of each add-on monitoring box can require a full-time resource. The path we have taken does not scale, and we must change for effective progress toward secure applications, systems, and networks.

Complexity in operating systems has been a major contributor to the security problems we see today. Complex operating systems with applications that cannot be adequately sand-boxed lead not only to the exploitation of vulnerabilities but also to escalation of privileges and lateral movement between systems. Linux, UNIX/BSD, and Microsoft operating systems were developed on an open model to accommodate a very wide range of applications. While it may have seemed necessary at the time, the management burden associated with this model is clear and vendors are providing alternate solutions that ease management and improve security. We have relied on agents installed on desktops and middleboxes intercepting traffic to detect exploitation of vulnerabilities, malware, and behavior associated with a compromise. These solutions will not be as effective with strong encryption, possibly accelerating a transition away from this open operating system model with high management and security protection costs. Layering multiple applications to detect threats upon systems that are complex results in difficulty to manage environments and networks that are nearly impossible to secure.

Organizations should be evaluating the operating systems deployed in their networks, opting for solutions that reduce the attack space. A hardened, minimally configured Linux-based system should be a baseline for server deployment. If your operating system is the cause for many of the vulnerabilities in your network, think again about this decision for end user platforms too. Could a BSD- or Linux-based operating system (macOS, ChromeOS, Ubuntu, RedHat, Microsoft [YearOfLinuxDestop], etc.) meet the needs for your server deployments and end users? Why continue to chase threats that disappear when you switch to a more secure operating system? Understanding that system management is still a hurdle, and there is less to manage when the platform has a smaller attack surface and applications can be appropriately sand-boxed on hardened operating system platforms. Additionally, services like document editing, email, video conferencing, etc. are available via hosted web platforms, reducing the reliance on operating systems to support these applications. These services could be in hosted environments or run as a local instance on your network separating the application from your operating system requirements.

7.2 Secure Operating Systems


Operating systems are evolving toward a minimized core and set of supported features. MacOS was one of the first to take this approach when the OS was developed from a new core using the Mach kernel as it's base a number of years ago. With an eye toward reducing the attack surface, security was built in. Other operating systems seem to be following suit as is described in the rest of this section. Another shift with this design is the management model. Patches can be automatically deployed, with approval from the user, as soon as they are made available. This is because applications are not as tightly integrated, resulting in system and application failures being less of a threat. The vendor is able to more fully test the results of patch updates by a small group of analysts and must do this flawlessly to gain full confidence in the ability for organizations to automate. Management stations at the enterprise are still necessary and will ideally incorporate system posture assessment in the future, built with ease of management and reporting in mind including tracking of software status. Lowering the management requirements at each organization is critical toward reducing the threat landscape and improving overall security posture for businesses of all sizes and individuals.

ChromeOS is another example of a minimized OS that reduces the attack surface space and manages patch updates from the vendor directly. ChromeOS does have a management option through a cloud service for enterprises, and it can be extended to other operating systems for Chrome browser management. This is a viable OS for many, but not all users.

Container OSes, such as CoreOS, are also minimized and widely deployed in infrastructure. A minimized OS is ideal in these environments to reduce the attack surface and also what needs to be managed. For virtualized environments with thousands of servers and even more containers, management systems address this concern and are largely separated out from the desktop management discussion (depending on supported OSes in an environment). Although the environments are different, the concept of a minimized OS is important as a good architectural pattern for end user systems, servers, and devices.

Each of these operating systems has UNIX, BSD, or Linux at it's base. BSD- and Linux-based systems have come a long way in terms of the ability to manage systems. Puppet (Puppet, 2019) and RedHat's Ansible (Ansible, 2019) are both good choices for system configuration management. BSD and Linux are quickly becoming reasonable OS selections for desktops and servers in the enterprise. This is not only a result of ease of use, but accessibility to management tools and a more secure operating system. Posture assessment is lacking from these systems at the moment, but with advances in capabilities, remote attestation is likely to change that in time.

Microsoft is increasing support for Linux with Windows 10 offering the Windows Subsystem for Linux. If Windows continues on the path toward Linux, as has been done by other minimized OSes, the stronghold they have on the market could continue; this transformation could be a turning point for security and management in the enterprise. Windows' move to a minimized OS would be a turning point for the health of enterprise networks in terms of the ability to prevent attacks or minimize dwell time and for Microsoft's viability as a dominant vendor in the operating system market. The stakes for attacks are too high, and many organizations of all sizes are unable to manage threats with the security management choices of today.

Microsoft's decoupling of applications from the operating system, providing cloud-based tools and services to take the place of these business critical applications, allows for a smoother transition to data-centric security models with more secure operating systems for many organizations. End user systems in many cases return to terminal-like status to run client side applications or apps and use browsers for access. It's now possible to consider hardened BSD- or Linux-based operating systems for enterprise and home user bases with CoreOS, ChromeOS, MacOS, and emerging secure options and still use the applications many have come to rely upon as there are now cloud-based alternatives.

MINIX (Wikipedia, 2020b) and seL4 (General Dynamics, 2016) are examples of formally verified, high-assurance operating system microkernels. MINIX is deployed widely on Intel processors and has self-healing properties. Uber eXtensible Micro-Hypervisor Framework (uberXMHF) (Software Engineering Institute, 2020) is another open source provably secure option. Each can be building blocks to host systems, including virtualized, with a secured microkernel or micro-hypervisor base. To truly consider minimized OSes, it would be an omission to leave out these important building blocks; however, the decisions to select these operating systems is typically made by the hardware vendor supporting a particular platform. It's worth noting that these provably secure microkernels are gaining traction and that processor and platform vendors are in a move toward building in security.

Microsoft may provide an easy transition option for organizations to this architectural pattern if they develop a secure operating system from the ground up intended for multi-user platforms and minimize complexity, favoring security, and improving their trust model for application execution. This would also have the impact of minimizing the work load for each organization by automating patch and vulnerability management without the need for add-on tools and highly trained staff. We are already seeing this shift in patch management for Windows 10 avoiding delays in patch deployment. The gap in security management requirements will lessen and the overall security posture for networks greatly improves with numerous organizations benefiting from a planned migration. Other operating systems have had vulnerabilities and will continue to have them. One key difference is the time from detection of a vulnerability until a patch is released and automatically deployed. Since the profile of some of the newer operating systems is smaller, the risk of problems occurring when patching is lower, allowing this automated deployment. The vendor is able to test platform operations and safely deploy new releases, similar to your phone.

Additional operating system options exist and are sometimes preferred by engineers, but often require profiling or an image creation tailored to the everyday user. Businesses could (and should) push change to leverage intrinsically more secure, minimized, operating systems to greatly reduce the threat landscape that's a minefield in many organizations today. While problems still exist in other operating systems, over time we have seen that operating systems built with security in mind from the start have fared better and have required less maintenance from a security standpoint. Add-on products including agents and in-line middleboxes have not been necessary to secure the systems that have been developed tightly following basic security principles minimizing privileges and requiring authorization of applications that may execute. These products would fade away in time as their usefulness declined or may transform to fill another gap that evolves.

If the direction is a minimized Linux/Unix base with patches provided and automated from the vendor more directly, time to patch systems should decrease having an impact on overall system security. This also should ease the management costs for individual organizations by centralizing these functions to smaller groups of analysts at the responsible vendor. Separating applications from the OS and relying on minimized OSes are very large steps forward for easing security management.

I believe we can do even better by following the trends on app usage and data-centric security, seeing that minimized operating systems, managed tightly by the vendor, can be workable solutions for much of the workforce and many home users. The hurdles that have prevented migration to more secure operating systems are numerous and include ease of use of the operating systems, the open development platform of some operating systems (Microsoft and Linux), and the coupling of applications to operating systems (Microsoft Office, Outlook, etc.). These barriers have been broken. System management, the tools available, and the investment in the management infrastructure have also been a hurdle as centralized Windows management is highly developed through Microsoft tools as well as third-party tools and system agents.

In the case of organizations hosting multiple management systems, the management systems are also a point of vulnerability for the network as they are target rich in that they have access to the systems managed on the network (e.g., IT, security, antivirus, and other numerous management platforms). In some cases, these solutions, such as antivirus on Linux-based platforms are no longer necessary.

The properties necessary to achieve this improved security posture requiring a lower level of resources to manage include:



	Secure minimized operating system,

	Management of vulnerabilities from the vendor,

	Secure and automated updates for firmware and software,

	Apps integrated securely (authorized and approved),

	Migration to data-centric security, using apps/browser-based access with secure authorized sessions,

	Attestation tied to a root of trust for code and applications at boot and run-time,

	Sensitive applications or those requiring cryptographic functions are executed in enclaves,

	Automated security control and system posture assessment, and

	Monitoring and reporting easily available to the organization in consumable formats, applied to control management frameworks.



Most users can accomplish their work tasks from simpler operating systems with apps or browser access to resources. The use of virtual servers can be used to supplement for another class of users that may require additional access. Developers can work in development and testing environments to provide the access needed, but also to bind their system access to a set or sets of protected systems. Evaluate user and business needs according to acceptable risk levels for the organization weighing in management and security costs. Organizations should be evaluating the operating systems deployed in their networks, opting for solutions that reduce the attack space. Vendors may be aiding in this transition, which would be ideal and would greatly reduce the threat landscape.

7.3 Containers, Micro-services, and Apps


While data-centric security or zero trust models go a long way toward improving the end state for more secure networks that minimize the chance of lateral movement, more can and should be done to reduce the complexities of information technology systems and in effect, the security management. Secure systems, containers, micro-services, and apps hold lots of promise toward simplifying security management and reducing the chance unexpected code can execute or escape bounds leading to lateral movement. As with any solution, security must be built-in, and resources are available to ensure this happens as the trends are embraced. NIST Special Publication 800-190, Application Container Security Guide (Suppoya, Morello, & Sarfone, 2017), does an excellent job providing recommendations to secure containers, limiting the potential exposure of data at a different classification level, and detecting relevant threats. The recommendations begin with a minimized secure operating system specific to container environments to limit the attack surface. Grouping applications with others that contain data at the same sensitivity level can also reduce exposure in the case of a compromise. Migrating to container-specific control management and threat detection tools are also essential and is in agreement with the recommendations for security architecture patterns that scale.

Secure operating systems is at the core of this approach. This change alone would dramatically improve the security posture of many networks that are riddled with problems and too many solutions. Applications can be independent of the operating system, authorized for use, and segregated either through data-centric models using containers and micro-services.

Why micro-services (Wikipedia, 2020a)? They are small fine-grained service to perform a single function that enforces a modular structure. As such, they can be developed and deployed (or fixed) independent of one another, enabling resiliency. A modular structure simplifies security in that developing secure code should be easier, more focused, and constrained. These steps can simplify a formal security analysis process. Ideally, any developed micro-service is written with secure coding practices in mind, evaluated by security tools, and protocols are evaluated with security proofing (Kamara, 2016). Although we have seen vulnerabilities with containers and the ability to escape out of containers, when built well they offer another level of protection.

Why Apps? Apps can be tightly built with simple programming languages that restrict the types of functions that can be performed. Apps when signed and authorized for use provide little chance for malware to be injected or a malicious app to execute. For example, see how decisions are made to trust applications running on the OS Windows (Leyden, 2018) and Apple Code signing process (Apple).

The workforce is mobile and apps are becoming more prevalent. Most functions are performed via apps, especially for the mobile workforce. While some business applications still lag and are often complex, those that see these inevitable trends will develop apps. If not, they will likely be subplanted by new applications in the long term. New applications are likely to also consider distributed architectures, integrity protection of data, user control of data, and in some cases added confidentiality protections of data explicit to the end user. These newer applications will become increasingly desirable by end users and organizations for their users as a result of the data protection and resiliency provided. Secure systems, applications, and containers are not adequate if the data are accessible by other applications lacking the same level of security. By ensuring the end user controls access to the data, the core asset is better protected following a model that is easier to manage.

Layering these solutions independently will minimize risk as the likelihood of escaping each layer becomes harder.

7.4 Supply Chain and Attestation


Attestation is a complex topic in its early days that holds lots of promise. Simply described, an attestation includes some data, which can be code, claims that may include indicators of assurance or measurements, and a digital signature. The digital signature can provide integrity protection, origin authentication, and provenance depending on the use case and key used for signing. The use cases for attestation are expansive; however, for the supply chain they can be characterized by two types of use cases. One is system measurements, and the other is code signing. The two categories can then be expanded into several simplified use cases.

7.4.1 System Measurements







	Authentication at time of boot – snapshot measurements are taken at boot time, providing attestations from a root of trust, typically the Trusted Platform Module (TPM). These measurements are compared to known good values or policies. The system has the ability to act when values fall outside of approved ranges.

	Run-time – measurements are taken of running applications and compared to known good values or policies. Actions can be taken to remediate if deviations are detected. This use case is harder and will take longer to emerge for devices and later, more complex systems.



7.4.2 Code Signing







	Verification of the trusted root to allow applications to execute. Although attestation is not necessary and this can be done via code signing alone, attestation enables the use of additional claims that may be pertinent to decisions, including expectations at run-time.



Attestations from boot are separate from those of running systems. While both are important, they are grouped into a simplified overview as the topic is quite complex and still evolving. Attestations of results (boot or run-time) are compared to policies or a known good state from a prior boot or a range of accepted values. The attestations may start from a TPM, processor, then include attestation from other system components such as firmware, bios, operating system, containers, micro-services, or applications to ensure they are consistently implemented and managed. Run-time attestation with verification from the “root of trust,” whether that be hardware trusted execution environment (TEE), the TPM, or software could be proprietary or use open standards. These attestations compare measurements to assess system integrity at boot or run-time, and it is possible to isolate for remediation in a closed system. In this sense, isolate means actions may be taken within the system, not requiring external validation through remote attestation capabilities. For comprehensive posture assessment, secure remote attestation for these two categories of use cases could significantly shift security management, providing an overall view of the state of each system on the network. Isolated actions will likely be available first, with full posture assessment taking some time to be fully developed and become available across systems to enable network-wide posture assessment.

TPM (Grawrock, Wooten, & Goldman, 2016), from the Trusted Computing Group (TCG), is the main format considered for the measurement use cases. Device Identifier Composition Engine (DICE) (Wooten, Proudler, & Aigner, 2016), also from TCG, considers this category of use cases, expanding them whether or not a hardware TPM is available.
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Fig. 7.1. Supply Chain Attestation of Measurements from Boot.

While there are several proprietary methods to perform system measurement assessments against known good states from boot, there are also emerging standards being developed collaboratively in the TCG and the IETF for remote attestation. For devices, a draft document called, Network Device Attestation Workflow [IETF-RIV] provides an excellent overview of the problem and requirements for a solution for Remote Integrity Verification (RIV). This is much harder to achieve for an end user system or servers. Cyber Resilient [CyRes] Technologies, and a combination of work from IETF's Trusted Execution Environment Provisioning and Remote ATtestation procedureS (Internet Engineering Task Force, 2020f) working groups will likely factor into the bigger picture for remote attestation. Ideally, this would all be available behind the scenes without a need to understand the technology and protocol interactions.

As root of trust is foundational for this work, definitions vary, but one of the clearest is from NIST Special Publication 800-164 [NIST-SP800-164], and is as follows:

RoTs are security primitives composed of hardware, firmware, and/or software that provide a set of trusted, security-critical functions. They must always behave in an expected manner because their misbehavior cannot be detected.

Ensuring attestations are reliable is a complex problem, dependent on a root of trust and a secure computing environment. The TPM is immutable and can provide this root of trust when it exists. The TPM works hand in hand with the TEE. The TEE is the secure area inside a processor that provides an execution environment to isolate secure code, providing protection from from other applications running on the same system. The isolated environment is typically referred to as an enclave. Intel's SGX and ARM's TrustZone are two examples. While vulnerabilities exist in hardware, software mitigations have, and continue, to be released, while work is done to provide alternate solutions in hardware. Even with these concerns, when isolation is necessary, TEE is the best option at this time.

How does TPM, TEE, and attestation all fit together? This is where the IETF TEEP and RATS working groups come in to play. TEEP is developing the Trusted Execution Environment Protocol (Pei, Atyeo, Cook, Yoo, & Tschofenig, 2019). TEEP provides interfaces and communication methods to “manage the life-cycle and security domain management for trusted applications’.” Having this work in the IETF, further developed in coordination with numerous processor vendors, allows for a common interface for secure application for life-cycle management. The interface and communication can be standardized as the points of differentiation are in the processor and not in how attestation is managed. OS vendors like Microsoft and RedHat have been sharing their implementations to the working group, making this a bit more promising. See the TEEP charter (Internet Engineering Task Force, 2020b) and associated documents for more information.

The level of assurance may vary based upon several factors including the protection controls for signing keys. A mapping to assurance levels used in providing the signatures and chain of trust is likely to develop in time.

Code signing with nested dependencies via attestation provides an assurance that code and dependencies can be validated to have originated from the creator (origin authentication) (Fig. 7.2). By implementing code signing within an attestation format, claims outside the scope of defined software descriptors may accompany the software descriptor. Examples of useful additional information include known vulnerabilities, current version if an older version is in use, expected properties of the code in run time, etc. Attestation formats also tie in to standards development work for remote attestation, which will likely facilitate posture assessment in the future.

Code signing use case standards rely upon the Software Identification (SWID) tags as specified by [ISO/IEC19770-2]. SWID tags provide detailed information about software and can be represented in a compact format using the Concise Binary Object Representation (CBOR) with [IETF-CoSWID]. SWID is well adopted and includes a method built in for a system to generate a software descriptor (SWID tag) if none was defined. SWID and CoSWID are typically signed and do not require the use of an attestation, but may benefit from architectural patterns that may emerge by tying the software descriptor to additional information in the form of claims.

This space is a moving target with several methods possible for remote assessment of code signing attestations:



	Network End point Assessment (NEA) (Sangster, Khosravi, Mani, Narayan, & Tardo, 2008) with Software Inventory Message and Attributes (SWIMA) (Schmidt, Haynes, Coffin, Fitzgerald-McKay, & Waltermire, 2018)

	Entity Attestation Tokens (EAT) (Mandyam, Lundblade, Ballesteros, & O’Donoghue, 2019) with a remote attestation capability such as with the Resource-Oriented Lightweight Information Exchange (ROLIE) (Field, Banghart, & Waltermire, 2018) protocol, with a specific extension for software descriptors

	Access structured data or YANG with RESTCONF per the work of the IETF RATS (Internet Engineering Task Force, 2020f) working group for devices.
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Fig. 7.2. Attestation Providing Origin Authentication and Provenance, Code Signing.

Since use cases will continue to emerge, a method for extensibility to define new claim sets for attestation will be available for vendor-specific use cases. One of the initial standards, still in development, the Entity Attestation Token (EAT) (Mandyam et al., 2019), defines formats for attestations using the CBOR Object Signing and Encryption (COSE) COSE Web Token (CWT) [RFC8392] (pronounced cot) and the JSON Object Signing and Encryption (JOSE) JOSE Web Token (Jones, Bradley, & Sakimura, 2015) (pronounced jot). Both the CWT and JWT are widely adopted for use in other protocols, are extensible, and new claims can be added in established IANA registries.

Claims specific to the origin of a component, module, code, etc. are used to establish origin authentication through the claim itself and the application of a digital signature. The IETF work on EAT includes the list of defined claims that include a nonce claim to prevent replay attacks, timestamp, identity, an origination, a security level claim, and numerous other claims.

In supply chain code signing, the originator is responsible for the maintenance of their component and have other components for which they rely upon that may be included within the signature in nested or subdomain structures. The origin authentication provided by the signature and path validation of certificates aids with the sense of ownership and helps to establish provenance with nested attestations of code and libraries relied upon. This assists in the resolution of vulnerabilities, where secure coding practices and resolution of vulnerabilities will be driven by responsible vulnerability disclosure trends. Bug bounty programs have shaped responsible disclosure with expectations of limited turnaround times to resolve vulnerabilities prior to public disclosure to ensure patches have been made available, and ideally deployed prior to announcing discovered vulnerabilities. Ownership, provided through the origin authentication, provides additional motivation to maintain code to a high standard.

Attestation holds much promise. These supply chain use cases, when developed, will help to advance our collective capability to automate measurement and assessment of a known good state of systems, easing posture assessment. Detection of compromises to code post installation and initial validation will also become significantly easier.

7.5 Requirements of Organizations versus End User


The requirements of organizations versus that of end users is highly disparate, with some common goals. The common goals might be summarized as follows:



	ensure ease of use,

	maintain data as confidential,

	prevent intrusions,

	minimize downtime,

	ensure required functionality is met, and

	minimize user intervention for maintenance and security.



Systems at organizations typically have a requirement to be centrally managed. Baselines for desktops and laptops are established through the use of a standard image that has been hardened and customized to the environment to ease initial deployments, OS upgrades, and even system restoration in the case of corruption or compromise. Systems for engineers may not necessarily be centrally managed depending on the available management capabilities for the operating system or the user's unique requirements. However, even for engineering systems, establishing a hardened baseline where security policies and controls match that of the organization in an image reduces the attack surface and aids in the identification of anomalous behavior; no extraneous services are left turned on without justification. The hardened baseline OS should be provided by the vendor, by default. The distinctions specific to corporate systems in an organization might include the following:



	central management,

	policy compliance (management and reporting of security controls),

	established backup procedures and systems,

	restricted set of corporate approved applications, and

	subject to monitoring by agents, tools, or on network devices.



All systems are at risk of compromise, but the strategic goals behind a compromise may vary between home systems and organizational systems. A home system might be targeted for its data and connections as would a corporate-owned system, but it may simply be targeted to serve as a bot in a Botnet or a command and control server managing bots. A home system is attractive for that purpose because of the typical lack of monitoring, limited use of firewalls, and limited attack detection capabilities. A bot might be used in denial of service attacks where the large volumes of data might be seen collectively, but each individual system may be too difficult to track. If used as a command and control server, the home system may serve as an intermediate point to hide the attacker's origin. While of course your personal data are at risk if stored on a home computer, a skilled attacker is more likely to target corporate assets containing personal data in great quantities. In either case, a corporate or a home user is concerned with eradicating the threat and recovery. If a baseline image is established and user data are backed up, the system recovery should require any evidence gathering for the investigation followed by a secure wipe of the system, installation of the base image, and restoration of user-specific applications and data. This level of preparedness is increasingly important to minimize the risk of data loss and inability to operate in the advent of a ransomware attack.

Understanding the trends outlined in this book, the home system and the corporate system should follow similar paths in this security transformation. The goal for both is to have secure systems and access to applications without the need for much overhead management that is not already addressed by the platform, OS, and application providers. It is desirable for home users to have access to secure systems that are easy to use and enable access to applications including social sites, games, web browsing (sandboxed), pictures, and hosted editing applications (documents, slides, spreadsheets). Users’ data would only be accessible by them in a distributed computing model using object-level encryption originating from their end user system. Vulnerability and incident management would largely be addressed by the operating system vendor, application provider, or hosting service as there are many advantages to doing this work in aggregate in terms of efficiency and scale. Operating system vendors would automatically update systems as seamlessly as possible. Minimizing the operating system and segmenting applications, even the use of containers and micro-segmentation helps in this regard.

The current-day home user and corporate user look very different, but as you can see there is a high likelihood the computing models will converge as security and ease of management become increasingly prevalent themes.

7.6 Automated System Posture Assessment


Automating control assessments, to provide a system posture assessment, remains difficult for many organizations today. Existing tools are not seamless and tend to work better in homogeneous environments. Tools are often separate from the IT management systems, complicating posture assessment further. This is an area where vendor lock-in has been strong with some solutions requiring an agent to be deployed and policies for controls are customized per organization.

In order to achieve more ubiquitous access to automated control management, the evolving standards in this space require collaboration by OS vendors to standardize solutions that include configuration management and security posture or control assessment. The key concept that requires widespread adoption is to move the point of vendor lock-in to the processing of posture assessment data from a repository rather from each individual endpoint. This is a concept from NIST's SCAPv2.0 effort that has the potential to reduce resources needed to manage security and operations across businesses of all sizes, using a standardized protocol and data model. Remote attestation fits this model and may eventually supplant the technologies available today discussed in this section. Why is a repository model important?

Right now, enterprises perform configuration management with one tool, perhaps an open source tool such as Puppet (Puppet, 2019), or a vendor tool such as Microsoft Active Directory. While these and other tools are extremely helpful toward configuration management, separate tools are needed to perform system security posture assessments. The Network Endpoint Assessment (NEA) (Sangster et al., 2008) standard fits the bill, but is not widely deployed. NEA is not included in the configuration management tools and current deployments rely on agents and require customization. Other security posture assessment standards also require heavy levels of customization including OVAL (Waltermire, Quinn, Booth, Scarfone, & Prisaca, 2018), which makes it a barrier to entry for many organizations. Enterprises large and small need tools that can perform configuration management and posture assessment using a single interface with easy-to-use management and remediation options that enable risk-based decision-making. To accomplish posture assessment today, highly skilled staff is required.

The repository model requires that controls are standardized with vendor-specific extensions possible, and access via a standards-based protocol interface be universally adopted. An example of where this has been accomplished is network device management using RESTCONF or NETCONF to access YANG configuration modules. Within NIST's SCAPv2.0, the ROLIE (Field et al., 2018) protocol has been selected to provide a RESTful interface for systems other than devices. However, adoption by OS vendors is not yet clear.

Significant work has been done in preparation for SCAPv2.0 at NIST and with standards bodies including TCG's, Trusted Network Connect (TNC), IETF's NEA (Sangster et al., 2008), and IETF's Security Automation and Continuous Monitoring Group (SACM) (Internet Engineering Task Force, 2020a). The NEA work requires point solutions and has been effective where deployed, but does not fit the goal for SCAPv2.0, which separates out the content repository for collected data. It also does not join configuration management and security posture assessment. It is a perfectly reasonable choice to deploy automated control management with verification of system properties and applications before a system may attach to a network today.

Several products are available that perform posture assessment and remediation. If your organization has the resources, this is the best that can be done today and is recommended to automate control assessment. The ability to detect vulnerabilities or variances in systems (system integrity verification) aids in remediation time as well as early detection of threats or threat actors in your network.

The more recent Software Inventory Message and Attributes (SWIMA) for PA-TNC (Schmidt et al., 2018) standard, also originating from TNC, builds upon NEA to enable the assessment of installed software on a system. Since this work originated in the TCG, implementations of NEA are likely to contain SWIMA capabilities.

Ideally, assessment capabilities would be intrinsic to the system with standards-based protocols enabling control assessment in a similar way to device (router) manufactures with YANG and SNMP to shift to the SCAPv2.0 model. For Windows systems, this would likely occur through the Common Information Model (CIM), developed in the DMTF. For Linux systems, it appears that agent-based systems to assess posture and produce reports are the current standard of practice with DMTF's Redfish (Redfish Forum, 2019) or SSH to access configuration settings gaining traction.

Tripwire's (Tripwire, 2020) integrity assessment product on Linux also requires an agent on systems, and allows for a system assessment to ascertain changes from the last known configuration state or a baseline approved configuration. Tripwire compares hashes of files to detect differences.


[image: image]


Fig. 7.3. Asset Assessment.

As depicted in Fig. 7.3, a continuous cycle between control definitions, the expected control settings, and the actual result from the control assessment is expected with any posture assessment tool. Additionally, vulnerabilities will continue to emerge and mitigations must be factored into the assessment of these vulnerabilities. In some cases, identified vulnerabilities may be remediated with patches and in others, the mitigation may not completely remediate the vulnerability. A constant assessment cycle is necessary not only to understand system posture but also to detect changes that could signal an active compromise, which would require further investigation (Fig. 7.4).

The NEA standards can be used in this control assessment loop and may include use of the SCAP set of standards to perform this assessment. OVAL may be used to set control assessment, XCCDF may be used to set the expected result for control definitions, CVE for the known vulnerabilities, and CVSS to place risk scores on vulnerabilities to aid in risk prioritization for remediation activities. The remedation activities may show in the differences between control assessments over time.

The tools we have today aid in the ability to automate security management and posture assessment; however, solutions require significant expertise to manage individually at each organization. The proposed repository model with a single-access interface protocol (SCAPv2.0) could be used by multiple applications across network, IT, and security management functions that require access to system control information rather than having separate applications with individual agents needed for each separate assessment.

After some analysis I am left wondering if there another way forward. Perhaps with the trends on operating systems moving toward a minimized OS that is tightly managed using remote attestation for posture assessment may provide an answer.

7.7 Managing Security


Managing security in an enterprise setting today is a very difficult task. To defend systems, the security control posture of each must be monitored with remediation automated. The monitoring is likely separate for configuration and security control posture assessment or even just compliance validation. Knowledge of threat vectors or methods to detect attacks or attack attempts must be dispersed to the appropriate systems (firewalls, IPS, posture assessment agents, etc.) to enable detection. Behavioral analysis is a necessary detection method as a result of attackers advancing capabilities and the evolution of threat vectors.

Managed services and outsourcing to hosted providers can help fill this gap today. This may be especially important for medium and small businesses who do not have the resources to manage systems adequately.

Industry may be in the move toward minimized OSes, based on Linux or UNIX, where management of patches to remediate vulnerabilities comes directly from the vendor and is very timely. We have already seen this trend with MacOS and ChromeOS and it's compelling. Management of these systems is possible, but it does mean that enterprises will rely more heavily on the vendor, having less local capabilities to remediate through means other than a patch. The good in this outweighs the bad in my opinion. As an industry, security is too complex, and this will help to greatly reduce the management costs associated with information security. It will help to simplify and reduce the resource constraints making a large dent in the growing deficit of information security practitioners needed. A core set of experts at each vendor, and across vendors when a shared vulnerability is identified, can quickly deploy a patch to resolve or remediate a threat. The minimized OS, decoupled from applications, can be patched without the levels of testing previously needed at the enterprise since the potential impact of the patch is isolated. This speeds the deployment of patches and removes the delay for testing at each organization. Downtime will still be needed in server environments, but with the ability to migrate workloads in virtualized environments to perform maintenance, planning for downtime no longer requires waiting for weekends and evenings.
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Fig. 7.4. Automating Security Management.

Operating system, firmware and software vendors would readily analyze and remediate vulnerabilities, eliminating threats early. This already happens for the minimized OSes available today meaning vulnerabilities are only an issue for a short period of time reducing their ability to have widespread impact. MUD might be used on constrained or single-purpose systems to deploy behavioral indicators of attacks and the same architectural patterns repeated in more complex systems. Of course there are threat actor groups, perhaps even nation-state sponsored, that will be aware of threats long before they are generally known and may use them to target systems prior to remediation. Behavioral analysis tools will be necessary to detect points of entry, likely zero-day exploits, and unusual patterns of use of tools that already exist in the network.

Enterprises should be planning for a move to a minimized OS to ease management costs or considering outsourced solutions. Outsourcing may be for cloud services or desktop management, such as what is offered with the DELL Unified Workspace (DELL Technologies, 2019) to provide secured systems that are managed remotely for compliance and security. For enterprises invested in Microsoft, Windows10 is a step in the direction toward a minimized OS. If Microsoft's plan is to more fully migrate to a minimized OS, the need for additional agents and complex management, including patching, may disappear in time. This will be an adjustment for the teams and organizations who have relied on the ability to manage systems more directly, but overall will impact the supply chain as the cost to execute attacks will increase and become more difficult. The overall resource needs will drop dramatically as the need for testing patches, managing the OS, and maintaining agents (virus protection) goes away or is reduced.

The remaining gap is having good tools that cover both configuration management and security posture assessment easily performed via one interface. Attestation use cases to prove system integrity and assurance levels are met will hopefully fill this gap. Standards development takes time; however, the changing priorities and shift in OS trends may help advance this work. The architectural pattern of MUD taking hold will significantly impact manageability.




8

Incident Prevention, Detection, and Response


Minimized OSes, assurance levels on applications via attestation, and patches to remediate deployed quickly from the code owner will flip the bolted-on security model, while also reducing the resource burden. Prevention is paramount to simplifying security management with detection based on anomalies and behavior changes.

Threat detection and prevention covers large portions of the information security market right now. Products and tools aimed at threat detection are deployed in just about every network. In many cases, tens of products are installed in-line in networks to detect a wide range of threat types. Additionally, information or threat feeds are part of this security market and are used to supplement the knowledge in these tens of products. Large organizations may have eight or more threat feeds of Indicators of Compromise (IoCs) to distribute into their disparate security products to detect specific known threats. The numerous feeds largely overlap. Organizations are fearful that if a feed is not purchased and it has knowledge of a new threat before the others, their network or systems will be at risk. Only the largest of organizations are able to manage the number of products needed to protect and defend their networks. As a result smaller organizations, parts of the supply chain, are in a security market that requires tool sets and personnel that are impossible to attain.

There are some solutions that could work better at scale, requiring a shift in the architecture and deployment of security controls. Security products are often aimed at the enterprise as the market to purchase such solutions is larger for the vendor then if done at the service provider level. The service provider in some cases may offer scale and the capability as a service, but the market for the technology provider is altered. There are numerous examples including DNS- and email-related services, essentially any filtering or black-holing type of solution, that are more efficient when offered by the service provider. DNS black-holing solutions, while very effective, are often deployed at the enterprise level. This requires knowledgeable personnel and thus is really only feasible to implement at large organizations who have the resources for this type of solution. Organizations using this to deter attacks have had great success, so they see the value in continuing this type of service. This type of solution scales better and can serve more organizations if hosted and provided as a service because of scaling issues and the ease in offering it at a service provider who is likely providing DNS services anyway. There are clear reasons for organizations to be interested in using such services to protect against a range of threats as it has been shown to be effective by filtering out known malicious sites or even new sites that have not yet been vetted and are likely to have been stood up for the purpose of an attack.

As secure as we make our systems and applications, there will still be a need for the detection and prevention of threats. Considering scale and the supply chain are important when designing or selecting solutions that can be centralized.

Services such as DNS black-holing to prevent users from accessing known malicious sites or centralized screening services for malware embedded in email will continue to make sense for some time to come. In an ideal world, systems will only allow approved code to execute, but we are not there yet resulting in the continued need for detection and prevention services. Architecting these solutions to scale better in terms of the resources required to manage the services and accessibility to organizations of all sizes is critical to improving the overall security posture of the supply chain.

DNS is evolving, however, this type of service is still possible if DNS over TLS (DoT) (Hu et al., 2016) or DNS over HTTPS (DoH) (Hoffman & McManus, 2018) servers are deployed, not just with traditional DNS deployments. The economics behind using DNS filtering services show clear advantages in aiding threat detection and prevention. As with many other technologies covered in this book, a shift would have to occur to enable other means to protect users from malicious or inappropriate content in order to eliminate this type of service. The security controls for the end point may provide adequate coverage for this shift to occur and reduce the need for DNS and malware filtering to prevent malicious content from entering networks. These solutions do not provide a simplified solution to prevent illicit or inappropriate content from reaching an unsuspecting user, however, as can occur with interception techniques.

Distributed Denial of Service (DDoS) is handled better at scale in a service provider network, and this has been known for a long time. Enterprises contracting with multiple service providers and balancing their connections using the Border Gateway Protocol (BGP) to protect against downtime has been a standard of practice for decades. The consolidation of the Internet can partly be blamed on the protections from DDoS offered by CDNs hosting websites. It is near impossible to recreate the infrastructure resiliency of a CDN for a single organization to host their own website. Even if that organization is very large, it is too costly. DDoS protection services have long been aimed at the service provider with the “fingerprints” of known DDoS traffic managed by a single vendor (or a small set of vendors) and other techniques, gathered and used across virtually all service providers. Fingerprints are snippets of traffic that are used to detect other similar patterns in traffic that signify some pattern of interest. With increased deployment of encryption, fingerprinting of encrypted traffic will become more common for detecting threats, not just DDoS, and is already used for IoCs today. There is a possibility to perform fingerprinting services more centrally or provided out by a small group of experts directly to the detection systems deployed in a distributed manner. If you think back to the Safe Browser example, and possibly push these detection methods to existing devices without the need for experts at each location to intervene, the solution scales better. Organizations, when purchasing new products have to consider scale and drive the solution market in a way that requires vendors to respond, integrating threat analysis and automated deployment in products or offering them at scale via a service provider model.

The DDoS vendors are a lot further along in finding ways to share threat information across the targets of those threats than industry is for other types of threats. The trust model is at the root of the problem and has led to the current inefficient threat defense architectures and information exchange models. The shift to strong encryption and moving detection capabilities to the end point provides an opportunity to drive change and greatly improve the overall information security posture and management.

Thus there are three main patterns established to better scale incident prevention and detection:



	
Intrinsically secure systems – Deployment of automated patches to resolve known vulnerabilities (secure coding, minimized hardened configurations, vendor provided timely patches)

	
Centralized analysts – Threat detection deployed from the vendor out to the appropriate product (centralized analysis and automated deployment at scale such as with MUD and APWG/Safe Browsing examples

	
Centralized services – Detection at scale offered from a smaller set of analysts at service providers (DDoS, DNS filtering, email malware detection)



8.1 Trust


Trust and forming incident sharing relationships has been the main factor holding us back from tighter integration of IoCs directly into devices or management systems. The Coordinating Attack Response at Internet Scale (CARIS) 2 workshop highlighted this point in one of the breakout (Moriarty, 2019a) sessions. The participants thought this particular topic could benefit from a workshop to try to determine ways to advance from the current state. While this section will explore methods to change the trust model, this will continue to be an area of research and advancement. Models such as that followed by the APWG are a good start to enable cross-sector collaboration that includes vendors to deploy remediation, end users/organizations to share and report threats or IoCs, and law enforcement to aid with eradicating threat actors.

Information sharing groups are typically based on either an industry group or regional area. Some examples include the United States Department of Homeland Security (DHS) initiated Information Sharing and Analysis Centers (ISACs), industry groups that potentially meet with competitors (e.g., Trusted Computing Group), or regional groups like the Advanced Cyber Security Center (ACSC, 2019). For organizations with the resources, these groups are essential toward understanding the evolving threat landscape and learning new detection and prevention methods. In some cases, the exchanges go well beyond IoCs to include confidential breach disclosures, lessons learned, and new techniques to defend against attacks. As the trust between members grows, the value of the sharing exchange increases.

Around 2004, while I was Head of Information Security (unclassified side) at MIT Lincoln Laboratory, the CISOs at eight DoD FFRDCs began to collaborate. I had initiated the effort and hosted the first meeting. The first meeting was slow going and as hosts, we did share quite a bit about our defense tools, but attendees didn't open up much. The next meeting was held at a nearby FFRDC and we organized a hike. This was our equivalent to many in information sharing as “having a beer.” As a group, we were well matched in knowledge and experience, and hikers, our fitness levels varied. The key part of this day is that we pulled together as a team, taking breaks when any one person needed it. Along the way our barriers began to break down. I look very fondly back at the team we had and I know that every other participant feels the same way. It was a brilliant group of people with varied, but similar experience. Our shared expertise helped to advance each of our information security programs as well as knowledge on how to combat present-day threats. Building trust relationships will remain important for the shared experience in an area where competitors are not competing, information security. These types of exchanges go well beyond IoCs and vulnerability remediation that may be handled better at scale by vendor collaboration and automated remediation or detection capabilities.

Another option is to attend conferences that provide this sort of information at scale where you can build your network. The Forum For Incident Response and Security Teams (FIRST) is the largest example and focused on the incident responder, providing many great resources.

Trust continues to be an issue preventing the architectural changes necessary to better scale the distribution of prevention and detection techniques.

8.2 Efficient Models to Reduce Resource Drain


Trust models are at the root of information exchanges on threats and IoCs. As such many exchange groups rely on at least one member of a group personally knowing a new member and providing an introduction. This is true of many exchange forums on information security threats and response. If you are not in the exchange group, you may not gain access to critical information that could aid in the protection of your network. If there is turn over in an organization, these critical connections management may be unaware of could be lost. The new hires may be brilliant, but may not have the relevant industry or threat group–specific connections. This does not scale as a method to prevent threats and improve information security for partners and a supply chain that relies upon sometimes smaller organizations.

The trust is built over time once you are in a group. One must not only take information from the group, but also provide meaningful and helpful information back to the group. This may be in the form of IoCs, behavioral detection patterns, or other advances in technology and lessons learned. This means that the person participating must be of a skill level high enough to not only use the shared information, but to generate unique information to share back to the group. This further limits participation to larger organizations who can afford such resources.

Vendors that provide threat feeds alleviate some need for the group participation. However, the skilled resources still need to be able to digest and process the IoCs received from the vendor to deploy controls that make the most of this data. The team on site needs to be able to update defences to detect the new IoCs, deprecate older controls, and continually advance the sets of controls to reflect current day threats. This is one of the reasons there is a growing demand for information security professionals: our inefficient models to protect and defend networks.

To make any headway, security management models must change. Automated control management, providing posture assessment on minimized operating systems and segregated applications should become a baseline. Attestation providing known good state in a measurable way for the organization will aid in the detection of anomalies. Threat indicators deployed out using models like that of MUD (Lear, Droms, & Romascanu, 2019) scale and apply behavioral detection capabilities in a direct way from a small team of experts. Detecting the variances from expected behavior will result in more efficient information security program management.

Technologies such as MUD (Lear et al., 2019) could be used for mitigation and detection defences on the device for those that cannot immediately perform software updates. Security automation through posture assessment could be used similarly with the vendor directly providing updates to detect and prevent threats on systems. This involves a market shift, where these types of controls are provided by the manufacturer in a similar way to device management for laptops and servers. If these types of controls and their deployment continue to rely on after market, add on products, to gather configuration information, and provide system level controls that are measured and assessed, solutions won't scale for all sizes of businesses and weak links will remain as targets for attackers.

Please note that the description does allow for a repository model and for vendors to add value if they shift their lock-in point of control to the repository instead of directly to each system. There is no threat of information security jobs going away even with these efficiency gains, but there is a threat that we'll never get ahead or ever have the resources needed unless we change our models.

What about detecting malware on systems? On systems, a model where only applications approved in some way should be able to execute. The most feasible method to achieve this goal is the signed applications module, only allowing applications with specific root certificates to be trusted. This also requires path validation on any certificate used to sign an application to ensure it has not been revoked or has not expired. This is baked into several OSes, with varying degrees of success based on management of the root of trust and path validation. Simplified operating systems with tighter controls to restrict what applications may run works for many user types and leads to inherently more secure platforms where ownership of remediation rests with the entity (originator) that can have the largest impact.

Malware embedded in content or in approved software is an ongoing concern; How can this be detected and stopped? As we are pushed to models that rely on the end point, the end point must protect against these threats from executing or the end-to-end model falls apart. Secure updates when vulnerabilities are discovered will help prevent exploits from being successful or from causing widespread damage. Relying on applications to be signed, validating expected behavior on systems, and chained attestation will also aid in signaling if any exploits are embedded in content or code and attempt to execute.

8.3 Improved Detection and Response


Advanced and skilled cyber threat intelligence teams detect threats using various techniques and knowledge, and over time their hunch may be the linchpin in detecting a new threat. While IoCs have been very useful in detecting threats, this is beginning to diminish in value (Curry, 2019). In summary, threat actors also learn over time to avoid detection and as such, they ensure the indicators of compromise that may have been discovered in a previous threat are altered to ensure they are not discovered upon next use.



	Attackers uniquely compile code for each environment, rendering prior IoCs on compiled malware useless.

	Attackers inject noise intentionally into IoC databases to throw off incident responders, making this data less reliable.

	The most advanced attackers use tools already installed on systems and do not bring in their own tools. IoCs cannot be used to detect these files since they are expected on systems.



Instead, Indicators of Behavior (IoB) is emerging as the preferred method to detect malicious behavior in network environments.

Behavioral patterns or variances from normal behaviors are more likely to lead to the detection of a new threat. A shift to a well-managed and monitored environment, aligned to the organizations' business model and tolerance for risk will be more secure, effective, and sustainable over time.

Organizations with well-managed security programs and tightly monitored controls have shown they are better able to detect threats earlier in the kill-chain TM (Lockheed Martin, 2019) and thwart threat actors before too much damage has been done. Improved detection and response relies upon tightly managed systems in which changes to these systems or user behavior patterns can be easily detected.

Behavior patterns will be unique to each organizations and establishing a clean baseline or input to detect variances is difficult, but critical. If the current network that has been operational for some time is used to baseline expected behavior, the risk is present that the baseline was not clean and that attacker behavior is included as normal. AI and ML rely on the training data sets and the algorithms programmed to identify new threats, limiting their effectiveness if data is not pristine. Work exists to enable the use of tainted data sets for training, although risk remains as even the gradual introduction of malware may alter an established baseline. The established data set for the baseline may require frequent review to determine if anomalous behavior can be detected. Analysts may code methods to detect some anomalous behavior that may be present looking for unexpected user patterns that are commonly known, such as work hours of users or method of connection during different time frames. Just as analysts have detected patterns for threats in the past and automated their detection, moving on to then detect new patterns to further improve automated detection methods can be done in AI and ML algorithms as well.

It is well known that AI and ML can include the bias of the developers; however, automation is critical to advancing threat detection and reducing the resources needed to manage security programs. Whether AI, ML, or statistical analysis are used in the automated detection methods, looking for new behavior patterns has been and will continue to be among the best ways to detect new threats. Tightly managed systems with known and expected controls that are monitored aid in early detection of new behavior patterns.

8.4 Firewalls and Intrusion Detection


Active interception is still possible and some organizations plan to rely on this capability more heavily with the move to TLSv1.3. Therefore, firewall capabilities beyond protocol and port filtering, to include protocol inspection, are here to stay for some time to come. With the move to data-centric architectures (zero trust), firewall capabilities move closer to the application as opposed to a demilitarized zone (DMZ) model, common in the enterprise. The usefulness of dedicated firewalls is likely to diminish over time as controls are more readily available at the endpoint and integrated into protocols. The enterprise model will likely continue to use a firewall for protecting user systems via active interception until the usefulness has clearly diminished.

The move to a mobile workforce, including bring-your-own-device (BYOD), has an additional impact where the individual system must itself be protected and cannot rely on the corporate firewall for protection. It must be hardened and ideally use application allow listing (code signing and attestation) as the ability to detect zero day exploits on an endpoint will only become more difficult. As with the enterprise, in-line capabilities will ultimately be replaced by end point functions. This will likely be a slow progression with firewalls maintained for noise reduction, for example, preventing port scans from directly reaching end points.

Intrusion detection capabilities may move more to firewall systems where active interception may be occurring on select sessions while we are in a transition phase to intrinsic security capabilities at the endpoint and in protocols. Since active interception provides a way to view the content of streams, IoC detection is still possible. IoCs should be directly integrated from the intrusion prevention vendor without the need for every enterprise to do this work. Ultimately, the integration of IoCs for detection would be at the point of vulnerability if patches were not yet available to halt unexpected behaviors or detect IoCs. We do have trust relationships to overcome for these transitions to be possible. However, the numerous vendors that provide threat feeds may help to overcome this gap if they provide their feeds to other vendors, possibly as a result of acquisition.

Ensuring the expected traffic is exchanged is part of a baseline activity for network monitoring and few are ready to part with that as a means of detecting threats. Filtering on transport layer information will likely continue although it holds less promise than it has in the past with use of encrypted HTTP sessions to hide other traffic (attack traffic, DNS, etc.). Protocol validation is an expected function of many firewalls, although this has become more difficult with the evolution of protocols like DOH (Hoffman & McManus, 2018) and QUIC (Internet Engineering Task Force, 2020e). These protocols evolved to enable endpoints to bypass firewall inspection, prevent pervasive monitoring, and prevent protocol ossification. The end point becomes increasingly important as a point of attack prevention.

There has been a tendency to replicate enterprise architecture in cloud environments, which should be avoided. The move to data-centric environments is helping to shape cloud security architectures, but more work is needed to have controls focus on data-centric with the protection model of intrinsic security as a baseline in systems, operating systems, and applications.

Access controls and limiting connections to individual systems to the set of expected protocols should be part of the baseline. In cloud settings, firewall placement may be virtual and should be physically and logically close to the application server when in use. Traffic will likely be routed based on predefined rules in a routing overlay protocol which sets the virtual (logical) path for traffic traversal. Routing overlay protocols that perform these functions, when the physical path and the logical path do not match, lack integrity protection. This means that the logical path could be altered in these overlay routing protocols without detection. The path alteration, if done maliciously, could be with the intent to avoid services or to reorder them to effectively avoid detection. Take for instance, a reordering to first encrypt a session into an IPsec tunnel prior to a firewall inspection of the allowed protocols. This path alteration would prevent detection of a protocol that would normally be blocked as it is hidden within an IPsec tunnel. There are likely other creative examples that could be prevented by adding in integrity protection or reducing the reliance on in-line services for detection capabilities. Ensuring the application server is locked down to only allow the expected access and authorize sessions is a data-centric approach and avoids these possible future issues.

We still have some insecurity built into protocols that are used by security services as described in the routing overlay protocol example. The routing world has not been hit hard enough with attacks originating on their equipment, hence the motivation is lacking to use extra packet header space and resources for functions such as integrity protection. Customers have not demanded this of their vendors and have been willing to use protocols as designed to date. As the end point becomes minimized and secured, the weakest point will be sought by attackers. Redirecting packets is a potential target in cloud environments to avoid security function screening if relied upon. Service Function Chaining (SFC) (Halpern & Pignataro, 2015) will likely continue to exist. Hardened endpoints with local filtering capabilities would leave these in-line capabilities as safeguards and a source of traffic metrics instead of true security features. An architectural model shift is necessary long term to move away from reliance on firewall capabilities in cloud environments.

In-network capabilities that are likely to continue are those built into infrastructure. DNS filtering may occur at the resolver where black-holing services are provided. Email screening may occur on a mail server where traffic is routed via the SMTP protocol and inspected as a service and possibly (likely) also delivered as a service. Cloud security architectures will transform and more fully adopt a data-centric focus.


Detection capabilities that will be performed by a management station from endpoint information include:


	Detection of posture change,

	Assurance level mismatch from attestation,

	Behavioral analysis of user, application, system, and network traffic.



Functions that may continue to operate “in the middle,” but possibly on a per-application basis, include:


	Network traffic filtering on protocols and ports,

	Fingerprinting of sessions to detect known malicious patterns,

	Protocol inspection to detect information leakage or other attack traffic such as command and control sessions






8.5 Social Engineering and the Insider


Social engineering and the insider will remain threats, even with advanced controls and monitoring. Attacks will likely become increasingly sophisticated, targeting unexpected channels. Not many, if any, foresaw the use of social media to alter elections. This is a case where the outcome could be changed without actually altering the election result information or systems. The misinformation campaign was very successful and the structure for these types of attacks are still active today with professionals paid to devise methods to alter opinions. Threat actors pose as multiple personas to gain followers and influence their opinions, swaying elections. This is a fairly new angle at social engineering and more are likely to develop.

Spear phishing continues to be successful as a means to trick someone into downloading and installing malicious software or be subject to session reuse attacks. An advanced adversary will spend large amounts of time profiling an individual to determine what methods would be most successful to subvert them. Even application allow listing with attestation of software can be foiled by attackers if code is infiltrated before signing, unbeknownst to the signer, or when a signature used for validation is compromised. In some cases, the best that can be done is to have in place enough security and control mechanisms to detect and stop an attacker early in the cyber kill chain TM (Lockheed Martin).

Attackers conducting any type of social engineering typically leverage the four Fs of behavior: fight, flight, fear, and fornication. Since these are the medically documented response behaviors, they will continue to be the triggers for successful social engineer attacks. Some of the attacks will continue as expected, but new attack vectors will continually emerge. There is no silver bullet; however, new patterns and evolved architectures to secure systems should help to reduce the gap in security professionals needed who have the capabilities to detect these new emerging threats.

An insider may be a disgruntled employee or even a plant, who is targeting an environment. Either utilizing information from expected access or slowly evolving their attack as to make it difficult to detect pattern changes, this type of threat remains a distinct possibility. Behavioral detection will have to consider these threats to a greater degree as our defenses continue to improve.

8.6 Supply Chain and Hardware-based Attacks


If a weak link exists, it can and likely will be exploited as an entry point for a larger attack. This weak link could be in software, configuration, security controls, or even physical controls with access to modify or replicate hardware. Supply chain attacks are very difficult to detect at times and will likely be increasingly clever in their execution. Multiple layers of controls are necessary to aid in protection and defense of these threats. Significant work has been done by NIST with industry developing best practices for supply chain protections and defense in NIST special publication 800-61, “Supply Chain Risk Management Practices for Federal Information Systems and Organizations” (Boyens, Paulsen, Moorthy, & Bartol, 2015).

It only takes one of the vendors in your supply chain to fall outside of best practices to open up a path into your network or systems. The best defense in this instance is early detection. Improved controls and the ability to detect anomalies have steadily improved the detection timelines, reducing dwell time (Mandiant, 2019), for threats as documented by numerous threat defense vendors.

Even still, devices being built today, especially constrained devices (IoT), have life expectancy of 20 years or more. Constrained device security standards exist; however, there are competing standards and a need for education on best practices for implementation. While considering supply chain security as best described in NIST SP 800-161, IoT vendors need to also harden systems and ensure they are built from the ground up considering security as not to be the weak link. Standards are ideal in places where consistency between devices benefits not only the vendor management of the device security but also consistent management of those devices by customers. Through the use of important security standards, device manufacturers are better able to patch and maintain security as known vulnerabilities are uncovered and thus remediation can occur. Customers having consistent security protocols and functions can manage diverse systems leveraging single management capabilities, easing their deployment costs (and feasibility). Examples of standards to improve security for constrained devices include:



	Authentication and Authorization (IETF's Authentication and Authorization in Constrained Environments (ACE) (Internet Engineering Task Force, 2020c))

	Attestation (IETF's Remote ATtestation procedureS (RATS) (Internet Engineering Task Force, 2020f))

	Object level encryption (IETF's OSCORE (Selander, Mattsson, Palombini, & Seitz, 2019))

	Transport layer encryption (IETF's EDHOC (Selander, Mattsson, & Palombini, 2019) or cTLS (Rescorla, Barnes, & Tschofenig, 2019) depending on requirements and use case)



8.7 Preventing the Incident


Attacks will become harder to execute and will increase in sophistication, likely becoming more stealthy or using unexpected entry or influence points. Improved defenses should aid in further reduction of dwell times, thus reducing the severity or impact of some attacks. The improved defenses are a result of architectural and pattern shifts in how we prevent and detect attacks. These changes include,



	Improved remediation times at the source through updates in code partly due to attestation, but also projects like Google Project Zero (Google, 2019a), Microsoft's Bug Bounty Program (Microsoft, 2019), and Hack the Pentagon (2019). These initiatives have resulted in standard and expected response processes and times from the point of vulnerability disclosure until patches are released for system remediation.

	IoC distribution must change from feeds to every enterprise to integration of appropriate IoCs into the deployed products by the vendor when patches or longer terms remediation is delayed or not practical. This may be detection methods of behavior in MUD (Lear et al., 2019) files, DNS or browser block lists, firewalls, or detection of fingerprints on the wire in intrusion prevention products, but preferably managed by the application, operating system, or end point vendor who is responsible for the vulnerability. By having these built into products, analyzed by small teams at the responsible vendor, we better scale resource usage and create methods to protect organizations of all sizes.

	Detection and prevention methods shift to solutions that scale better and are available for all sizes of enterprises. For instance, DNS black-holing moves to a DNS service provider (DOT or DOH possible). Mail screening services have already moved to an outsourced model for many organizations following this pattern and would utilize protocol and application level controls where possible such as DNSSEC (Arends, Austein, Larson, Massey, & Rose, 2005a), The DNS-based Authentication of Named Entities (DANE) (Dukhovni & Hardaker, 2015), Sender Policy Framework (SPF) [RFC7207], DomainKeys Identified Mail (DKIM) Signatures (Crocker, Hansen, & Kucherawy, 2011), Domain-based Message Authentication, Reporting, and Conformance (DMARC) (Kucherawy & Zwicky, 2015), and certificate transparency (Laurie, Langley, & Kasper, 2013). DDoS has been addressed by the service provider with specialized vendors for well over a decade. Attack vectors will continue to emerge with the bandwidth available in 5G and legacy deployments of IoT being a concern.

	Automatic updates are becoming more accepted with minimized operating systems, and this trend will continue with further adoption of the trend by both the providing OS vendors and customers. For small devices, there is less risk; for servers, virtualization and use of containers where you can move workloads ease this process and allow updates to occur when staff are on site and can quickly resolve any issue or back out of updates.

	Posture assessment and security control management must be possible with infrastructure and IT management tools. The ability to assess systems for security policy and compliance adherence cannot require the use of separate tools and personnel. This change should become easier with movement to most, if not all, operating systems starting from a Linux or Unix base (Microsoft has been gradually transitioning too). If a problem is found and remediation is necessary, the existing management system should already have the remediation capability with no need for new sand-boxing and update protocols and procedures. This shift in management should help to improve security management.

	Attestation with secure management of keys will aid in preventing unwanted applications from ever being able to execute. This change helps to thwart malware installation, even from sophisticated spear phishing attacks. This does rely heavily on key management and key chains for attestation. This possibility is greatly improved if standard formats are adopted for attestation to ease the ability to assess trustworthiness of attestations from the hardware root of trust all the way up the stack including operating systems, containers, applications, and modules. Consistent use of standards for the format and protocol enable the use of simplified assessment systems and make remote attestation possible.

	Data encryption when on the object level for storage may be used to alter the key management scheme such that data is more closely tied to the person or role accessing the data rather than the application or storage system.

	Information management is becoming easier with methods evolving to label data for confidentiality levels, record retention policies, as well as AI and ML processing.

	Behavioral analysis will be integral to threat detection. IoCs will no longer be used by individual organizations except in rare instances.

	Sharing groups may change focus from IoCs to best practices and coordination with vendors to ease management and ensure better security not only for their own organizations, but also those in their supply chain.

	IoT may lag, but use of secure standards become increasingly important as this may become the weak link. Increasingly, IoT systems are becoming more integrated into existing networks and brought online. Standards are evolving, but adoption across a wide spectrum of providers will require education and demand from purchasers.



Threat response continues to evolve as is noted by the various vendor reports that track trends. Attribution of attacks increased in 2018, and some governments increased indictments, notably from the United States, the United Kingdom, the Netherlands, and Germany (Mandiant, 2019). Cultural influences will have some relevance on the spread of this trend toward attribution and ultimately indictments. Indictments will logically reduce the number of trained threat actors and possibly deter some nonstate sponsored threat actors; however, training will continue and evolve as this ties to national strategies for cyber offense and defense. There are some corollaries from physical military strategy to a region or nation-state's information security defense strategy (Moriarty, 2019b) historically. Although the corollaries may not map to future trends, to date they have been fairly well aligned as computer security–related attacks can be very effective to induce fear or gain some type of control without declaring a physical war. Take, for instance, the control gained of systems and networks in the energy sector, the ability for another nation-state to control power could be likened to other types of military offensive tactics (US Computer Emergency Response Team, 2018), i.e., a Cold War lever.

These types of attacks can only be prevented or detected early with pervasive and inherent security in devices and systems. Most networks will take five or more years, accelerated by use of cloud services, to transform to the architectural patterns discussed in this book, aided by the trends underway such as the move to end-to-end secure encryption and minimized operating systems and applications decoupled. The lag for constrained devices or IoT and legacy equipment that is difficult or costly to replace could take an additional 20 years until we realize the full impact of this transformation in security.




9

Looking Forward


There's a counter attack to every control.

In order to combat cyber threats, we need to rethink how information security is managed. We are at a pivotal point in IT, where change is possible if we embrace trends on strong encryption, pervasive encryption, network protocol stack evolution, data-centric management, and user ownership of data. Embracing important architectural pattern changes from an informed view on these key trends has the ability to enable simpler and more effective security management. The architectural patterns described throughout the book rely upon a continued theme of layered defense, using new models where responsibility is shifted to points of greater impact.

The architectural patterns rely upon trusted components being individually maintained and limiting the impact between components. Secure coding is foundational to this shift, coupled with accountability and ownership of code where problems are addressed through responsible disclosure programs. Prevention and detection is intrinsic with attestation and expected behavior patterns provided by the source. Isolation and sandboxing serve to limit the damage that can be done at any layer, and data-centric architectures seek to limit lateral movement of attackers. Controls are managed and measured to enable automated detection, aided by advanced detection capabilities (automation/AI/ML/statistical analysis).

The gap in human resources to manage information security can only be filled if we as an industry adapt our architectural patterns. The expectation that every organization can take in, process, and deploy threat indicators is not only unrealistic, but damaging to the overall health of the supply chain as it leaves out medium and small businesses. It is essential that these patterns change and the suppliers of software or hardware are responsible for the prevention and detection of threats. Dwell time of attackers can be eliminated or reduced by increasing intrinsic security controls to improve automated prevention and by enabling detection of anomalous behaviors using architectural patterns that scale.

The attacker will reassess vulnerabilities each time defense controls are improved. Therefore, it is important to not only consider the known gaps with improvement strategies but also to consider the vulnerabilities that may emerge due to coding errors, protocol design, implementation or configuration errors.

The key known gaps include:



	attacks during the development lifecycle and

	evasion of detection via behavioral analysis.



Assuming an ecosystem where all system controls and software can be validated against a “known good” state, the possibility remains that an attacker may have inserted a backdoor prior to creation of the known good state artifacts. Additionally, if the “known good state” measurements, in the case of evidence comparison on each boot cycle, are published, attackers will likely aim to ensure variances outside of the accepted values do not occur. 

Since security is an iterative process, this acknowledgment argues strongly for bug bounty programs tied to responsible disclosure guidelines. This would enable the discovery of vulnerabilities in a way where they may be remediated prior to exploit, or at least widespread exploit. If the bugs were used by a targeted attacker, who may have been responsible for the installation of the backdoor leveraged, the release of patches and notification may alert to the existence of the compromise. IoCs and behavioral patterns could be sent from the vendor responsible for the vulnerable software for detection and prevention.

While it may sound depressing to leave off on the possibility of continued attacks after implementing these improved architectural patterns, we are left with more secure and easier-to-manage systems and environments. Attackers may be caught earlier in the cyber kill chain TM (Lockheed Martin) across organizations of all sizes, and managing security programs with measurable results becomes attainable.

Attack patterns will shift and become increasingly sophisticated as would be expected for nation-state sponsored attacks. While phishing attacks currently account for 90% or more (depending on the source) of APT attacks, authentication improvements and intrinsic security will aid in a reduction of this attack vector being successful, while new social engineering methods may emerge. Attacks to systems and infrastructure that allow list applications based on code signing attestation and attestations of known good state measurements and policies become more difficult. The architectural patterns greatly ease management of security, where control management is performed by small groups of analysts, at or close to the source of hardware or software, rather than requiring distributed management at every organization.

Shifts to these security architecture patterns will take time to achieve. Measurable security tied control frameworks will demonstrate the gradual improvements as intrinsic security takes shape and these architectural patterns take hold. It's up to vendors to drive this shift and consumers to require the patterns in purchasing decisions.
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