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Introduction



‘The most powerful person in the world is the storyteller. The storyteller sets the vision, values and agenda of an entire generation that is to come.’


Steve Jobs



When the waters started receding off the coast of Meubola, Sumatra, the local people stared in fascination at the sea bottom it left behind. A little before that, a 9.1-magnitude earthquake had hit 30 kilometres below the bottom of the ocean, but as it was a few miles out, only a few people felt it. Little did they anticipate the monstrous 50-metre high wave that came in a few minutes later, engulfing the coast and decimating cities and populations.

I have been a business executive and entrepreneur in the technology world for the past twenty-five years, and there have been a few times when I myself have metaphorically seen the waters receding. There have been tectonic changes in the world over these past two decades—in customer expectations, environment, regulation, and above all, in technology. Each such change fundamentally reshapes the world of business. In recent years, these changes have only intensified on the Richter Scale, and some of them have resulted in massive waves that have wiped out large companies which either did not see them coming or did not change themselves to withstand them. Kodak, Blockbuster, Yahoo, Toys R Us and many more succumbed in these earlier tsunamis, while more nimble companies and start-ups like Amazon, Google, Netflix and Samsung, to name a few, took their place.

The upheavals shaking the ground beneath companies are even greater now. Customers are expecting everything better, cheaper or even free, and in realtime, and newer companies have emerged to offer them this choice. The Earth and its climate are changing around us, forcing companies to relook at their very business models and technology to quickly adjust. Regulation is tightening, and privacy, data and security have become top concerns for governments. Above all, disruptive technologies the likes of which we have not seen or could not anticipate have arrived or are already here. Artificial Intelligence (AI), blockchain, genomics, extended reality, 5G and the Internet of Things (IoT), drones and robots—each of them by itself is an earthquake; combined, they have the power to alter entire landscapes.

Companies are aware that the waters are once again receding.

In these past few years, I have had the opportunity to interact with hundreds of CEOs and CXOs of large diverse organizations across the world. Every single one of them is looking at the seafloor with a mix of trepidation and excitement, aware of the massive opportunities and existential threats that these new digital technologies and business models bring to them. However, most are unsure of what these technologies are, what needs to change, how and what they should do, and, most importantly, how they’d carry their people along with them. Many are not quite sure that they have the right skills, people and bandwidth to make these changes happen. George Westerman, a leader in the area of digital transformation and the author of the authoritative book Leading Digital
 , hits the nail on the head when he proposed the First Law of Digital Transformation: ‘Technology changes quickly, but organizations change much more slowly.’
1



Over the last few years, my job as a practicing chief digital officer and a digital transformation adviser, has been to work with these same people and try to make this transformation happen. I have spent more than a decade with the two largest diversified conglomerates in India, and a few years with a global technology company, before I struck out to be a digital transformation and technology adviser and consultant to large corporations. In my last corporate stint, I was driving digital transformation for the $20-billion Mahindra Group of companies, spanning across auto, agriculture, hospitality and financial services. Thus, my experience is of a practitioner, and my experience and stories of how to make these transformations happen come from the trenches, of having being there and done it.


The Tech Whisperer
 is the distillation of all this experience. Whisperers, as we know, are people who speak the language of the listeners and serve to allay their fears and prepare them for the challenges they face. The Tech Whisperer
 tries to do that too.

It really is a tale of two books—the first part around digital transformation, and the second on the emerging technology forces that enable it.

The first part of the book (Chapters 1 through 7) is about digital transformation, the area I have dedicated myself to for the last many years. I started working with companies around digital transformation before it became a buzzword, and when you had to explain to people what it was. Many years have passed, but the challenge remains. While digital transformation is now a legitimate $2-trillion catchphrase, one still
 needs to explain to people what it is all about, and what it can do for their businesses.

Most people speak about digital transformation in one breath, as one word. The fact is that they are two very separate words—digital and transformation. Often, executives tend to focus much more on the ‘digital’ bit—technology, processes, products, systems, gadgets. The digital part is perhaps sexier. Words like AI, machine learning, blockchain, social media carry an element of oomph. The ‘transformation’ part, often, is an afterthought, since this is the more pedestrian and the tougher part of the equation and where the grunt work of changing an organization’s culture and people’s mindsets and skills needs to be done.

There are many definitions of digital transformation, but my favourite one remains the one given by George Westerman of Massachusetts Institute of Technology (MIT): ‘The use of digital technology to radically improve the performance and/or reach of a company.’ The definition is pithy; each word is important; and it has the goals and objectives built in. As we discussed earlier, there are tectonic changes happening around us. These changes are not linear, but exponential in nature. The fact is that customers have changed to keep pace with these revolutions, but organizations have not. Unlike consumers, they are weighed down with their culture, their people’s collective mindset, and most often, their past success.

In the first part of the book, I present the practitioner’s view of making this digital transformation happen in organizations.

My first chapter, The Twice Borns, tries to explain and demystify digital transformation. It explains the distinction between ‘Born Digital’ companies like the Googles and Amazons of the world, and the companies which are trying to ‘Become Digital’, like the General Electrics (GE) and Burberrys of the world (much like the Brahmins in Hindu mythology, they have to be ‘born’ more than once). The second chapter lays down the Ten Commandments of Digital Transformation. The genesis of this chapter lies in an article I wrote for Mint
 a few years back, which gave a practitioner’s view of the ten necessary principles for successful digital transformations.
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 This article went viral, generating a healthy discussion among corporate executives, academicians and students on digital transformation. The discussion around this article and how it was received provided me the inspiration for this book!

The third chapter is a short one and introduces the Holy Trinity—the centerpiece of my beliefs on digital transformation—Business Models (Brahma), Customer Experience (Vishnu) and People and Culture (Shiva). Chapters 4, 5 and 6 explain each one of the Trinity in detail. Business Model transformation is perhaps the beating heart of digital transformation; most often born-digital companies just do business in a model very different from legacy companies, and the shift to these new tech-enabled, consumer-friendly, Uber-like business models is the core of digital transformation. Chapter 4 explains how organizations can manage this very difficult transition successfully. Customer Experience, to which Chapter 5 is devoted, is perhaps the most understood of the Trinity—thousands of organizations appreciate that the customer journeys have changed and are using Design Thinking and other tools to retool their organizations to meet the new demands that these new journeys offer. Digital transformation, looked through the customer experience lens, is conceptually simple—map the as-is customer journey, find out the actual customer journey and use technology, process and people interventions to bridge these gaps. Voila, your company is transformed! The people and organizations which have attempted to do this know how difficult it actually is.

Chapter 6 describes the single biggest enabler and obstacle for transformation of any kind, digital or otherwise, is the organizational culture and the people who shape it. In my experience, every successful digital transformation exercise or initiative was successful for many reasons; however, the ones that failed, did so for only one reason—people. I spent more than half my time trying to tackle this piece—the culture that forms because of an organization’s history and leadership, and how to make it malleable enough to accept the impact of change. Thus, the most powerful of the Trinity is Shiva, the Destroyer. According to Hindu mythology, Shiva does not destroy for the heck of it; he destroys to recreate. For every transformation, destruction is compulsory. That is why Shiva is the most powerful of the Hindu gods, and I devote a significant part of the first section of the book on how to appease Him.

Chapter 7 is the closest I get to a ‘how-to’—how to make digital transformation happen. This is the distillation of all my practical experience squeezed into this one chapter. I discuss the digital transformation models that thought leaders and strategy consultants like McKinsey, Boston Consulting Group (BCG) and others have successfully used with large corporations globally. I also attempt a model of my own, based on my experience as a practitioner of this art. I call it the Customer Centered Model of Digital Transformation; it might as well be called the upside-down inside-out
 model, since it focused outwards first and asks companies to start with doing the stuff they thought they would do at the end. I have used this, or parts of it, across my various digital transformation assignments, and it is something which I believe every practitioner can use—wholly, or in parts.

In the second part of the book I discuss the fun stuff—the technologies.

Many people tend to think that technology is
 transformation. Another school of thought paints a new emerging technology, say AI, as an all-powerful panacea to all the problems that a company is facing. Most of us tend to be simultaneously fascinated and afraid of technology and get drawn to it as a moth to a flame. ‘This is the whole point of technology. It creates an appetite for immortality on the one hand. It threatens universal extinction on the other. Technology is lust removed from nature,’ wrote the author Don DeLillo. In the context of digital transformation, these technologies form a part of a massive and very powerful toolset, which is available for us to use in the best way possible. Chapter 8 sets up this context, and posits that every company, irrespective of the business that it is in, needs to become a technology company.

Chapter 9 and 10 describe in detail the technology which I get asked about the most, and which, admittedly, is closest to my heart—blockchain. Chapter 9 attempts to demystify blockchain. I present a couple of analogies, that of a ledger and a kitty party, which have worked well with audiences. It describes the kinds of blockchain, how governments think about it, and the whole cryptocurrency conundrum. I believe that technology, much like mathematics, merges with philosophy at its highest level, and I attempt to explain the philosophy behind blockchain. Chapter 10 is more practical. I describe use cases of blockchain across multiple industry sectors—banking, insurance, manufacturing, supply chain, etc. We get onto more interesting and slightly more futuristic use cases around government, future of work and next generation social networks, and end with some practical tips on when and how to use blockchain.

Chapters 11 and 12 are linked too. In the first one, I try and demystify the whole data story—how it is the new oil and how it is perhaps not! The chapter explains the kind of data, data analytics and data science, and the whole story behind big and small data. We move onto multiple data science use cases across industry, and then the contentious privacy and security issues which are plaguing it. Chapter 12 is about the most revolutionary technology that mankind has seen after the wheel, the steam engine and the Internet—AI. There is more being written about this than perhaps the rest put together, and it is also probably true that AI will change the world like nothing else has so far. I borrow the chapter of the title from James Barrat’s book, Our Final Invention
 , which speculates that AI will be our final invention, after this AI will invent everything else, since it will be more intelligent and capable than us! It is tough to fit in everything about AI in one chapter, but I try and go over its taxonomy, use cases, the wars being fought over it, and finally, the ethics and philosophy behind it. Each one of these subtopics deserves several books, but I hope that this little tasting menu of a chapter whets your appetite for more information on AI. I cannot understate the importance of this technology and would urge every reader to delve deeper into it.

Chapter 13 is a surprise! With my partners, Findability Sciences,
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 we have rigged up an AI, a bot, which has actually written
 this short chapter on itself, on AI! Admittedly, while this is a rudimentary hack, it still has managed to create a semblance of a chapter from the information we fed it. It is quite heartening for me to know that the chapter written by a human is far more comprehensive and perhaps better written than our friendly neighbourhood bot! But given more resources and time, we could have built a much more accomplished one, which would have come very close to human-level quality. I am super excited by this chapter, since in my knowledge, this is a first in global publishing history —where an AI writes a chapter on AI!


Chapter 14, while ostensibly about Industry 4.0, tries to fit in most of the other technologies into one short chapter. Industry and business have progressed in successive waves, each wave propelled by a set of tectonic technologies. Industry 4.0 rides on many of them—IoT, drones, robots, and 3D printing. Each one of them have spawned multi-billion-dollar companies and are poised to radically change entire industries. A few have been missed out—5G being the most notable example. I have not covered several others—DevOps, microservices, cloud, mobile payments, open Application Programming Interfaces (APIs), low-code and many others. Vast areas have been completely untouched and not even mentioned—solar energy, genomics, brain-machine interfaces, microbiome, space exploration, quantum computing, and perhaps many others.

But that is the excitement and challenge of writing such a book—this breathtaking, exponential march of technology. I finished the first manuscript of this book in April 2019. The rapid developments that took place within three months after that, from April to July, warranted writing another book, or rewriting this one from start!

There are some great books, academic papers and articles written on digital transformation, and I refer to many of them in my work. There are even greater and far more numerous works of eminence around the technologies that I describe in the second part of the book. What I have tried to do is to simplify and demystify these powerful and sometimes complex topics, through my involvement with them, examples from across the world, and above all, through stories. ‘The universe is made of stories, not atoms,’ said Muriel Rukeyser, the American poet and activist. So, I have tried to string together some of these stories and hopefully woven a book from them.

And as I tell these stories, I do realize that we live in a cacophonous world. We look at our phone more than 2000 times every day, to try and take in the half a million tweets, the hundred thousand Instagram photos, 50 million WhatsApp messages which are sent every minute. Then there are the videos, the old and new social networks, the emails and somewhere in the middle of all of this, a human being who actually wants to talk to you! As each of them tries to grab your attention, they try and shout louder and louder, they blink, they pop-out, they transform themselves into emojis. They all yell for your attention, squeal and squawk for your time.

In this cacophonous word, I believe that a whisper can be heard far more loudly than a scream. Therefore, I have dredged into my experience and scoured the world to collect all these whispers. And now I present to you The Tech Whisperer
 .

Jaspreet Bindra

India, August 2019
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The Twice Borns: Explaining Digital Transformation



‘We live and die; Christ died and lived!’


John Stott


‘The biggest impediment to a company’s future success is its past success.’


Dan Schulman



They say that the best way to predict the future is to study the past. So to understand how technology will impact our future, we should look back in time to when history blurs into mythology.

The Dharmasastras of Hinduism were written in the first millennium BCE. These religious treatises talk extensively about the concept of dvija
 or the twice-born. While there is a lot of confusion and discussion around the concept, it essentially refers to people who, after their physical birth, undergo a second spiritual birth, taking up a fulfilling role in society.

The prevalent belief was that only Brahmin men could be dvija. The initiation into their second birth is the thread ceremony—a kind of later-life baptism—where the holy thread, or the janeu
 , is ceremonially bestowed upon them.

There are companies and organizations that also start off as something and then are born again to do something far more fulfilling. These companies are the dvija. They need to go through a second birth to adapt to the rapidly changing world around them to stay relevant.

One of the most successful examples of dvija organizations is the highest-valued, most admired and most profitable company in the world. It was born as another gadget company, which successfully sold a large number of computers through physical stores. It did not change, and did not embrace the new world, and it almost died. It was then resurrected and transformed into the biggest purveyor of digital goods powered by global digital platforms seamlessly sold through identical digital and offline stores. The company we are talking about is Apple. Few people realize how rooted it is in the digital world, almost everything it does is digitally enabled. The stickiness of the iPhones and iPads has to do more with the AppStore and iTunes, than with the Gorilla Glass and the burnished aluminium backs.The seamlessness of the customer experience—digital and physical— makes people around the world line up outside Apple stores to buy the latest overpriced offerings.

Or look at Microsoft, the company that ruled the world till the 1990s and then was almost written off as dead in the early twenty-first century. Microsoft became the de facto standard, some called it a monopoly, in business and productivity software. For a long period of time, it was the most valuable company in the world. However, drunk with its own success, it did not read the tea leaves right and ignored both the Internet and the mobile phone, two of the most significant inventions of our times, till it was too late. Its stock price plummeted, market shares started sliding, analysts and employees started deserting it in droves. Until, it got a new guru: its current CEO, Satya Nadella, and underwent a second birth as a leader and purveyor of cloud-based software and technology, driven by data, AI and openness. In its second birth, Microsoft is back to where it was—the most valuable company in the world.

Beyond the technology world, companies like Burberry in fashion, GE in capital equipment, Disney in entertainment have undergone a second birth, and a second coming. Sometimes this happened in crisis, other times with foresight. In India, Tata Steel, Kotak Bank, the Mahindra Group, Bajaj Finance are among a few examples, we will look deeper into some of them later. These companies sought to transform themselves as they take a second birth by undergoing the pupa to butterfly transformation, which is often referred to as Digital Transformation.

Before we go deeper into specifics, let us try and understand what digital transformation really is.

The born digital companies

Over the past few years, I have interacted with hundreds of CEOs and C-level executives in India, North America and Asia. Usually, in such interactions, I like to start with a question: tell me the companies that come to mind when I say the following words—global, dominating, cool, highly valued, great places to work, companies of tomorrow. Invariably the answer is the same: Google, Amazon, Apple, Uber, Flipkart and Ola (in India). Facebook often makes the cut too, but it is muttered, almost as an embarrassing aside. It is obvious that this is due to the privacy and data related travails that Facebook has gone through recently—more on this later in the book. Some non-tech companies make this list too sometimes—GE is often quoted, so are Unilever and Coke sometimes.

But it is uncanny that whenever conversations veer to great, innovative, highly valued companies, the same names inevitably come up. The business newspapers, influential blogs, myriad tweet-streams and the conference-seminar talking heads all gush about how these companies are changing the world around us, and how they are redefining management and business-model paradigms.

The companies which seem to be shaping our lives and our future are technology-based and have been since their inception. I call them Born Digital
 companies. They have known no other existence. From day zero, their products have been digital in nature—apps, websites, bots, e-commerce. Physical services (goods delivered, salesforces, etc.) are largely digitally enabled. For instance, Amazon’s warehouses are marvels of technology, with robots sorting, packing or lifting in a precise, choreographed sequence. The philosophy is to digitize to the furthest extent possible and then hand over to humans, only if inevitable. All customer interfaces—on the web, phone, or any other device—are primarily digital. Physical or human interfaces are resolutely avoided (when was the last time you spoke to a Google customer service agent?). The processes supporting these companies’ operations have also always been digital: apps for sales forces, digital payments, virtually no paper. Short, crisp processes with huge empowerment, and AI and algorithms baked in from the very beginning. Significantly, the business models are digital too: e-commerce, SaaS (software as a service), freemium (most content is free, premium content is paid), ad-supported (paid for my advertising), rental. There are hardly any physical assets: the companies seem to be based in the cloud, or as a token to physicality, sprawled across prime acreage in Silicon Valley. Most importantly, the founders of these companies are true blue digital natives: young, hoodie-clad, algorithm-spouting college dropouts with smartphones as natural extensions of their arms.

These companies dominate our conversations and our mind-spaces; the fact is that they are a tiny, though very influential, part of the global economy, the apocryphal 1 per cent. I have not done a detailed analysis of how the numbers tot up, but a back-of-the-envelope calculation reveals a revenue of about a trillion dollars, slightly greater than 1 per cent of the global gross domestic product (GDP) of about $80 trillion.

The become digital companies

The 2008 financial meltdown spawned a multitude of movements. I was in New York during Occupy Wall Street. I saw hundreds of people in the parks and sidewalks of Wall Street, protesting against the rising inequality caused by the ‘capitalist financial system’. They were the ‘99 per cent’ protesting against the acquisitive 1 per cent of the population, which had more than 50 per cent of the world’s riches, or say they claimed.

The equivalent 99 per cent in the context of companies are the non-digital ones. These are the massive corporations and organizations which drive the world—big oil, big auto, big banking, big food, etc. These are the ‘real’ or the ‘old’ economy companies: behemoths like Walmart and General Motors (GM) and Boeing and GE. Big pharma, big finance, the mining and agricultural giants, the gigantic oil companies and the shipping giants.

They are different. The products they offer are physical and tangible—many times, you can pick them up and smell them. In many cases, the processes which power their operations are ‘legacy’, having existed for decades, but with incremental improvements done to them every year. Their digital customer interfaces, while highly sophisticated, are secondary to their physical touchpoints which may be their stores, factories and warehouses. For example, large auto companies globally have been far more focused on their showrooms and their factories than they are to their digital and technology interfaces. The business models are usually traditional and very profitable. The people are traditional too; experienced managers and leaders, great MBAs and highly educated PhDs.

There is one thing in common that these large, legacy companies have: Most of them want to be like the aforementioned 1 per cent
 . Without exception, this sentiment has come up in every conversation I have had with any legacy company CEO—they want to be the cool Silicon Valley companies, with gobs of cash and geysers of profit, with self-perpetuating business models and ridiculously high margins.

They all want to become digital
 .

This is not based on a hunch; data corroborates the same. Take the KPMG study below, which is one of several studies showing that going digital—in some way or the other—was among the top priorities of CEOs worldwide. In fact, you can pick your favourite consulting company, and you will see some study or graph showing what has come to form the obvious: going digital is one of the top three, if not the top, priority of CEOs worldwide.




The trend is largely industry agnostic, though some sectors seem to have a higher urgency for digital transformation. To illustrate, the Russel Reynolds study below puts media, telecom, financial services and retail as sectors which anticipate maximum digital transformation or disruption.




The reasons for this deep desire to become digital are not difficult to decipher. A previous boss of mine, a man I admire greatly, once told me that companies only ‘do big stuff’ or change because of one of two basic human emotions: fear or greed. In the context of digital transformation, while both of these are catalysts, the primal emotion of fear is perhaps more dominant. This is not surprising. If we rewind twenty to thirty years in business history, you will notice that every five to seven years entire industries or sectors disappear or die. They are replaced, in turn, by an industry which looks very different from the earlier one. The entire shape, form, business and delivery of the product or service changes; newer technologies, and more importantly, newer business models govern it.

We witnessed this in the case of video, for example, where Netflix dislodged Blockbuster—people would rent videotapes from retail stores, now they just stream from an online catalogue. YouTube and Vimeo have further changed the dynamic where everyone has become a producer of content. In travel, Bookings.com, Expedia and MakeMyTrip have almost made travel agents and airline booking offices redundant. Personal banking has gone through this change, with consumers substituting bank branches and ATMs almost wholly with mobile banking and digital payments. Even if you receive a physical cheque, many banks give you the facility of just taking a picture of it through the banking app and the money gets deposited in your account! So have large parts of retail, as Amazon and its ilk cut long swathes through the retail landscape. Music, photography, recruitment, news, the list goes on. Even as you read this, tectonic plates are moving under most industry structures, and will slowly and grindingly dislodge them to give way to something new. Most times, there is this one massive external or internal force which does this—a ‘nuclear bomb’ if it may—which detonates the industry and lays it to waste. These titanic external forces could be changes in technology, a startling innovation, new regulations, something environmental or a huge customer shift.

While this is happening across multiple industries—retail, banking and finance, healthcare, insurance, education—I believe the industry in the throes of perhaps the maximum disruption is the automobile industry.

There is not one but three catatonic forces hitting the automobile industry simultaneously—autonomous, electric and fleets. Even one of these forces in isolation would have been enough to disrupt it, but together they will shake up the industry irreversibly.

Autonomous

Driverless or autonomous cars are being developed by every Original Equipment Manufacturer (OEM) as they look to eliminate the most failure-prone part of the car or the truck: the driver. This will have profound changes in the industry. Besides job losses and productivity gains, entire industries that depend on people-driving cars will need to adapt. There is a lot which is made or done around the driver—safety, comfort, insurance, etc. None of this will be needed as accidents dramatically reduce. The insurance industry is already struggling to figure out this new world—who will be the insurer, what will risk profiles look like, how much will premiums be? If there is an accident, who has caused it—the owner, the car manufacturer, the occupants sitting inside or the non-driver in the ‘driver’s seat’? Cars will be more like autonomous mobile computers and therefore they will be susceptible to hacking, as it’s already happening in test conditions. Even as far back as 2015, two famous ‘black hat’ hackers accessed a Jeep Cherokee that a Wired
 journalist was ‘driving’ and made it drive around without the terrified journalist having any control on the wheel or the pedals! The shapes of cars will change to accomodate more people rather than afford ‘driving pleasure’. Perhaps it will be time for BMW to rethink its positioning as the best drivers’ car, the ‘ultimate driving machine’. There will be other implications—new industries will be born to keep car occupants entertained for example. ‘Drunk driving’ will no longer be an issue! Entire industries could be transformed—the highway hotel (or motel) industry for tired drivers, real estate industry for far flung suburbs will be far more effective, and the taxi industry will suddenly not need taxi drivers! Car automation and connectivity will boom, so that the car senses that something is wrong, coordinates with the garage and then drives itself there to go get repaired.

Electric mobility

Electric is another significant disruption. The Internal Combustion (IC) engine has been perhaps the oldest and most widespread of all machines made by man. Now, that will suddenly be replaced with a completely new propulsion system—the electric drivetrain. Fewer moving parts, far more efficient, much more environment-friendly and massively disruptive. Tesla has already caused huge disruptive rethinks among other car OEMs and now every company worth its salt—GM, Nissan, Toyota, among others—is busy making an electric car. Our home-grown Mahindra presciently got into electric many years back with the Reva acquisition, and is now positioned to be one of the leaders. In fact, the electric revolution is not limited to cars—trucks, bikes, scooters, three-wheelers, even aircraft and ships—anything that moves is going electric. A school of thought says that vehicles other than cars will herald the electric revolution. In China, it will perhaps be bikes and scooters; in India, electric three-wheelers or rickshaws will herald the change.

This has significant implications too. Gas stations will disappear, and an entire economy around them (retail, repair, refurbishment) will go away. Oil companies will be impacted tremendously for obvious reasons. A whole new charging infrastructure must come up and give rise to a whole new industry.

In fact, I believe, electric car charging stations will be to electric what Public Call Offices (PCOs) were to telephony—harbingers of a revolution and massive employment. As electric cars flood the streets, they will need charging stations everywhere. Entrepreneurial energies will be unleashed, and every young man and woman, with a little bit of space, an electric outlet and a metering device will open a charging station, much like they did with PCOs a couple of decades back.

Fleets

Fleets or shared ownership have already started disrupting car buying, as hordes of Ubers and Ola and Grab taxis swarm our streets. New car buying among millennials has sharply dipped in developed nations. ‘Buying a car’ is no longer among the top three wants of young people in most countries. Closer to home, notice the effect on traffic in those rare days that the fleet guys are on strike—it is a lot smoother!

This puts an end to the whole commercial ecosystem built around a person driving a car and a family or friends sitting alongside him or her. The cars themselves would perhaps need to change—become ‘people movers’ rather than the sleek, magnificent beasts they are portrayed to be. The task would be to move the maximum number of people most efficiently from Place A to Place B, and you do not necessarily need a Ferrari to do that.

In fact, Anand Mahindra, the cerebral chairperson of the Mahindra Group, put it best in a tweet many years ago that there will be broadly two kinds of vehicles produced: super-efficient people movers mostly bought by fleets; passion cars bought for the driving experience. Companies will have to choose which one to focus on, since each kind will require a very different technique. Mahindra, for one, seems to have decided on the passion vehicles—with the Thar, the Altura and Pininfarina—at least for now. Since then, Uber and Ola have been standardizing the cars they buy—every driver seems to choose between just two or three models, which tend to be boxy, efficient people movers.

Car companies will also have to move from focussing on the number of cars produced and sold, to how to provide mobility as a service (MaaS). For mundane commutes, customers today want mobility and not necessarily a car—they want to get from Point A to Point B most efficiently. A combination of public transport plus the first and last mile on a taxi is a faster and cheaper option than driving one’s own car the entire way. Most car companies are scrambling to get into the MaaS market—GM, Ford, Mahindra (with Glyde) and even top-end car makers like BMW have announced moves. MaaS would imply a combination of different vehicles, which would take you to your destination, all controlled through a single app, and with a single, combined fare ticket. The Indian OEMs are seriously looking at it—with their internal efforts and investments (case in point: Mahindra investment in Zoom Cars).

However, becoming a MaaS player is a substantial shape-shift for a traditional OEM. Not only is it a metric change, but the focus needs to shift on thinking external rather than internal, partnerships rather than doing everything yourself, and data. In effect, you have to start thinking like a digital technology company!

Take GM for example, where CEO Mary Barra is preparing for a post-car future. The company not only focuses on the number of cars made and sold, but also on the number of miles driven. In the future, companies will have to focus on how many miles are driven by customers, irrespective of which vehicle, and how they can squeeze out ‘revenue or profit per mile’! Notice GM’s moves: a $500-million investment in Lyft,
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 an Uber competitor; the successful $1-billion buyout of Cruise, the Light Detection and Ranging (LIDAR) company that retrofits cars to become autonomous; their car-sharing spinoff called Maven; and an upcoming ride-sharing business.

While we have been focussing on the automotive industry, these massive shifts are happening across businesses—they are mostly driven by customer-shifts and are powered by digital technologies and data.

The phygital world

Many businesses have started on this journey, but very few have transformed digitally. They now have the best of both worlds—the physical and the digital melded seamlessly into each other to create a new, powerful hybrid—the ‘phygital’ company.

For example, this is what omnichannel in retail is all about, where the customer experiences a seamless, continuous interface between her phone, personal computer (PC), the actual store, and the iPads in the store. The actual fulfilment can be at the store or at home or at a pickup point. At the backend, the entire inventory, offers, pricing, displays are all the same, irrespective of the medium. Macys, Crate and Barrel, Walmart are leading the charge here from the conventional store end. Mighty Amazon is coming in the other way, from digital to physical with Amazon Go, bringing the best of digital (personalization, payments, etc.) to physical touch and feel. Starbucks has become phygital; it has brought in a chief digital officer (CDO) who stitched up the physical and digital experiences seamlessly. In many locations around the world, you can order your coffee on the app, customizing it on the go and pick it up without having to wait in queue. At Burberry, before former CEO Angela Ahrendts (who is now Apple’s retail chief), no luxury brand embraced digital, fearing that the experience would not match up to the store. She changed all that and made the brand appeal to a younger digital-savvy crowd while retaining the exclusivity and pricing. Even the quintessential old-world colossus like GE has embraced the digital world. As its engines power thousands of aircrafts across the skies, they keep on sending every conceivable piece of data back to the server clouds—temperature, revolutions per minute (RPM), power, turbulence, airstream data, and the second-by-second fuel utilization. GE’s analytics engines analyze data in real time to figure out the most efficient way for the engine to run, thus saving billions of dollars’ worth of fuel. Nike has done this very well—mated a conventional shoe with a fitness band and created running histories and data profiles for their customers. The big hotel chains have embraced digital, with in-app room selection, keyless entry using mobile phones and AI-powered dynamic pricing and a thousand other ways.

Going back to where we started, every company wants to change, to go digital. This need is primarily driven by the massive, tectonic changes happening around us, but also for the attention, valuations and growth the born digital companies receive. There is massive peer-envy, and we all want to be like them.

The essence of digital transformation

Ten years ago, when I asked CEOs whether they were going digital most agreed, pointing out their websites, which were Google-optimized and also mobile-friendly. Five years ago, the same question was responded with them whipping out their mobile phones and showing the apps their IT teams had slapped together. In fact, app-making became a frenzied activity with many companies boasting 200 plus apps! When I ask the same question now, people fall over themselves to show the number of bots (most with cute millennial names) that have been created by their IT and digital departments. A few years later, I am pretty sure, conversational AI powered by Alexa or Siri will be the most effective demonstration of ‘becoming digital’.

Unfortunately, however, becoming digital is not only about creating an app or website or bot or even a whole new digital product. It is not only about embracing e-commerce, or a cloud-based, SaaS-enabled customer relationship management (CRM), or even doing a blockchain proof of concept (PoC). It is about a wholesale, long-term change, a journey which will take five to ten years, and will perhaps never end! It is a continuous change process, of reacting to customer needs on a daily basis, and of always staying one step ahead of the competition. What digital transformation does is that it makes a company react and change very fast and achieve new product-market fits almost instantaneously. Changing the customer interface is just the visible 5 per cent of the effort—the real grunt work is at the backend. It is about digitally-enabling processes and simplifying them considerably. It is about piloting new digital business models, and completely new ways of making money. It is sometimes about upending organization structures and getting in new people with new skills. It is sometimes as mundane, but as powerful, as remembering that there is no conventional marketing and digital marketing as separate organizations.

In fact, one of the things I have learnt in my years of studying, leading and being involved in multiple digital transformations is that digital transformation is nothing but business transformation. Just that, if you want to transform a business today, by default you will use digital technology and tools to do it, therefore it is called digital transformation.
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The other big learning is that it is not the same as digitization.

Very often, both these words are used interchangeably. But they do not mean the same thing, and advanced digitization is also not digital transformation.
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This is best described by Jeanne Ross, principal research scientist for MIT’s Center for Information Systems Research, who wrote in MIT Sloane Management Review
 in September 2017 (italics are mine):
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‘Digitization involves standardizing business processes and is associated with cost cutting and operational excellence. In essence, it imposes discipline on business processes that, over the years, were executed by individual heroes in a variety of creative (but not always optimal) ways. SAP, PeopleSoft, and other integrated software packages that burst onto the scene in the 1990s helped lead the way into more digitizing, but it remains a painful process.

Today, companies are confronting something new and different: digital (or Digital Transformation). Digital, of course, is an adjective. It refers to a host of powerful, accessible, and potentially game-changing technologies like social, mobile, cloud, analytics, internet of things, cognitive computing, and biometrics. It also refers to the transformation that companies must undergo to take advantage of the opportunities these technologies create. A digital transformation involves rethinking the company’s value proposition, not just its operations
 . A digital company innovates to deliver enhanced products, services, and customer engagement . . .

. . . the problem is this: We have found that many business leaders are thinking of digital as advanced digitization, such as enhancing the customer experience with mobile technologies or implementing internet of things capabilities to improve operations. But “becoming digital” is a totally different exercise from digitizing. Companies today must become digital to compete in a world in which both end consumers and business customers expect products and services to meet their needs on demand across channels. In most industries, digital is already a business imperative. Digitization is an important enabler of digital, but all the digitization in the world won’t, on its own, make a business a digital company
 . I would argue, in fact, that failing to distinguish increased digitization (even radically increased digitization) from a digital transformation could be a fatal mistake.’



Digitization is an operational necessity

The benefits of digitization are significant: efficiency, operational excellence, predictability. For all the pain that it entails, digitization is an essential undertaking. Without digitization, companies cannot scale; they cannot absorb the complexity of expanded product portfolios; they cannot personalize services. Disciplined, standardized business processes, where appropriate, ensure the accuracy and security of core transactions and back-office processes. They make data accessible and reliable.

Digital is a customer-centric value proposition

To become digital, leaders must articulate a visionary digital value proposition. This value proposition must reassess how digital technologies and information can enhance an organization’s existing assets and capabilities to create new customer value. Being digital is not just introducing mobile apps for customers. It is taking advantage of the opportunity to redefine a business and possibly even an industry.

The twice borns

Big, old companies have started to define visionary digital value propositions. Schneider Electric (SE) has moved beyond selling electrical products to providing energy management solutions. Kaiser Permanente views itself not as a healthcare provider but a patient-provider collaboration. BMW is not just an automobile manufacturer, it’s a provider of individual mobility. Philips has sold off multiple businesses, including its foundational lighting business, to focus on ‘improving lives through healthcare innovation’.

Going digital, therefore, is almost like being reborn a second time, much like the dvijas we talked about in the beginning of the chapter. Although generally believed that this is only for Brahmin men, many ancient texts include the heartening fact that being twice-born is not only available to a select few—Brahmin men—as it was originally thought. Many ancient texts, the Dharamsutras and the Dharmasastras, talk about dvija cutting across all castes and gender or varna
 s. The Kshatriyas (the warrior caste) and the Vaishyas (the merchants) also have their own versions of being born twice. In fact, many texts
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 also speak of the Sudras, the lowest caste, and women also having the ability to be born a second time.

So, you need not be a Brahmin among companies—an Apple or a Microsoft—to change. You could be in any business, or any country, and of any size; the option of being born again is available to you. One never claimed it was easy, but sometimes this is the only choice: rebirth or die. It is no longer just a ritual of feeding a few Brahmins and putting on a sacred thread, or of creating a few beautiful websites or apps. It is a shape-shifting, soul-wrenching process; it is the process of transformation—digital transformation.

Much like the religions of yore had rules and commandments, so does digital transformation. We will delve deeper into these in the next chapter.
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The Ten Commandments of Digital Transformation



‘My eleventh commandment is to make sure I follow the first ten.’


Matshona Dhliwayo



In the first chapter, we dallied with Hinduism, its varnas and dvijas. In this one, let’s cast a look at Christianity. Moses climbed the Rock and gave the world the Ten Commandments—a checklist on how to live piously. As I worked and researched, I was able to develop a practitioner’s view of digital transformation based on my knowledge of transformations at large legacy companies. I’ve codified them into ten commandments of digital transformation, if you will.
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Since we’ve been using religion as an analogy, let us travel to the Vatican of IT academia: MIT in Boston. In these pleasant surroundings, just across the Charles river, I met George Westerman, the high priest of digital transformation. We had decided to meet for lunch at a Thai restaurant near the river. I was waiting when I saw him cycling over, carrying a sling bag, a slightly askew cycling helmet and a huge grin.

Westerman is a principal research scientist on digital economy at the MIT Sloan Initiative. He has a PhD from Harvard Business School (HBS), and most importantly for me, is the co-author (along with Didier Bonnet of Cap Gemini and Andrew McAfee, also from MIT) of what I consider the bible of digital transformation—Leading Digital: Turning Technology into Business Transformation
 .
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 It is quoted here extensively.

Westerman’s book defines digital transformation as ‘the use of digital technology to radically improve the performance and/or reach of the company’—simple, but each word is loaded with meaning. It is the use
 of technology, not the technology itself. Blockchain is not digital transformation, neither is AI or IoT. But these technologies are very powerful tools to achieve it. It is called transformation because it is about radical, not incremental, improvement. Also, the improvement is in performance, defined by solid financial metrics; or reach, defined by number of customers reached and therefore the data collected.

Westerman and his co-authors studied hundreds of large companies around the world, with revenue greater than $500 million, which had carried out digital transformations of some nature. They created a simple, but effective, two-by-two matrix, which is reproduced in the next page.
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The X-axis denotes leadership capability in people, culture and leadership and the Y-axis denotes digital capability across technology, platforms, solution delivery, analytics, etc. The Y-axis is about the ‘what’ and the X-axis is about the ‘how’.

Most companies, including large Indian and global conglomerates, fell in the beginners’ quadrant, low-low on both dimensions. Conservatives are those with good leadership capability and skills and a reasonable vision but are slow in adopting advanced digital features and investing in transformation.




Fashionistas, which is my favourite term among the four, are high on digital capability (social, mobile, marketing, tech, etc.) but had underinvested in people, leadership, skills and culture. They were going digital with a shorter term vision and a more immediate horizon, sometimes for the PR value or to appear with the times. In my experience, I have seen many companies like this—where ‘going digital’ is valued more for its show-off value, than for the lasting business value and effective transformation.

And, finally, there are the digital masters—companies which have invested in digital vision, culture and governance, as well as technologies and capabilities. These are companies that achieve true digital mastery. Westerman puts a few companies in this box: Starbucks, Disney, Burberry, Codelco, Caesars Entertainment, and Nike, among others.

A homegrown example in the masters’ category is Asian Paints. In George Westerman’s own words in an interview he gave in 2017: ‘…one of my favourites is Asian Paints. The company transformed from a maker of paint in thirteen regions of India to be a unified provider of paint, painting services, and even home renovation services in seventeen countries around the world. The company’s leaders saw the potential of digital technologies such as mobile, social, IoT, and analytics to make the company something very different from what it used to be, with benefits for the company, its customers, and its business partners.’
4



One of the things that this book did very successfully, and was among the first to do, was to draw a relationship between digital transformation and financial metrics. Consider the same matrix below, with some numbers thrown in:
5






It is quite apparent that digital masters achieved much better returns, both in terms of revenue and profitability (revenues as well as costs) than the others.

The book covers considerable ground and talks of how to initiate and sustain digital transformation until one achieves digital mastery. There are very good tips and examples on how to build foundation capabilities, align incentives and rewards with building capabilities and then measure, monitor and continually review them in a sustainable way. I read this bible in 2016 when I also came across a startling statement by Gartner Research. They predicted that by 2017, a fifth of all market leaders will lose their number one position to a company founded after the year 2000 because of their lack of digital business advantage!

Companies take a long, long time to become global market leaders. The GEs and the GMs of the world, or the Larsen & Toubros (L&T) and various Tata companies in India, have been around for decades. They have achieved their longevity and market position after years of strife. And once a company becomes a market leader, it is very difficult to dislodge its position in the market. While competitors will chip away, it will take years and decades for someone else to take an existing market leader’s position. And here was Gartner, saying that it would take a maximum of seventeen years for a fifth of the market leaders to be dislodged by a newbie! More tellingly, they said that this will happen because of a ‘lack of digital business advantage’.

I like to talk about this prediction, not only because it is startling, but because it was supposed to have happened by now. I have not done a thorough analysis of whether this statement, or a large part of it, is really true. However, anecdotally there seems to be a lot of factual truth in it.

Take the oft-quoted case of Airbnb. In late 2015, Airbnb Inc had a million and a half rooms available for rent, and their bookings were projected to double to 80 million over. The world’s largest hotel chains—Hilton Worldwide, Marriott International Inc and InterContinental Hotels Group PLC—had 700,000 rooms each worldwide. Cut to June 2018: Airbnb had 4 million rooms listed in 191 countries, so they added 2.5 million rooms in three years. To put that in perspective, the top five hotel chains—Marriott (including Starwoods), Hilton, InterContinental, Wyndham and Hyatt—had around 3.3 million hotel rooms combined.

If you look at valuation, it is a similar story. In 2017, Airbnb raised money at a $31-billion valuation. It is a rare, profitable unicorn and is expected to IPO (initial public offering) at between $40 to $50 billion soon. The combined valuation of the top five hotel chains varies every day, but the total is considerably less than Airbnb’s.

There are examples like these across categories, whether it be Uber in personal transportation, YouTube in video, or Amazon striking terror in retail and logistics. With all its problems, when one thinks of the future of cars, one thinks of Tesla and when one thinks the future of transportation, it’s Uber that comes to mind. Both these companies have broken pretty much every rule in their swift journey to the top. Cars were sold through dealers, Tesla is not; the IC engine was the heart of the car, Tesla does not have one; a car needs to go the workshop for every little thing, Tesla has over-the-air updates much like to mobile phones and PCs!

Needless to say, this makes the CEOs of traditional companies quite nervous, and more than a tad envious. Many of them, across industry, size or geography, seem to have one common burning desire, as we saw in the previous chapter—to become ‘one of them’. However, becoming a ‘born digital’ company is a long, arduous journey. While traversing many of these journeys, sometimes as an integral part of it, sometimes as a philosopher and a guide, I climbed a metaphorical rock and formulated my own ten commandments.

The first commandment: leadership vision and commitment is key

Unlike most stories, in the tale of digital transformation, the best place to start is at the end. The CEO must have a clear vision of what she wants her business to become at the end of the transformation and be able to articulate that to her people. It will not happen if employees and stakeholders are not completely on board. We have talked earlier of GM and its CEO Mary Barra, whose vision was: ‘
 Over the past 100 years, GM has been a leader in the global automotive industry. And the next 100 years will be no different. GM is committed to leading the industry in alternative fuel propulsion.’
6

 Mary Barra and her management follow this to the letter, and GM is transforming like no other: the $500-million infusion in Lyft to enter the fleet platform space, their electric vehicle programme, the buyout of autonomous LIDAR technology company Cruise, and the GM OnStar digital experience are steps taken to reinvent and transform the company.

As George Westerman et al say in Leading Digital
 , ‘ . . . our research shows that successful digital transformation starts at the top of the company
 . Only the senior-most executives can create a compelling vision of the future and communicate it throughout the organization. Then people in middle and lower levels can make the vision a reality. Managers can redesign processes, workers can start to work differently, and everyone can identify new ways to meet the vision. This kind of change doesn’t happen through simple mandate. It must be led
 .’ ‘ . . . we saw no examples
 of successful transformation happening bottom-up. Instead, executives in every Digital Master steered the transformation through strong top-down leadership: setting direction, building momentum, and ensuring that the company follows through.’
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The second commandment: transformation needs to create business value

Remember the late 1990s? This was the time companies fell over each other to create their own dotcoms; it was the fashionable thing to do. Until, suddenly one day it was not. It is surprising how many CEOs want to go digital, because everyone is doing it, or because it has great ‘PR value’ or because their kids want them to! Needless to say, these are absolutely the wrong reasons to go digital. The digital transformation exercise has to impact real metrics—revenue, profit, cost, customer engagement, retention or repeat buying—and therefore impact business in a positive manner. And, we should know what metrics we are trying to change, and by how much, right up front; else, the whole exercise is not worth doing. This is something we saw with George Westerman and his work. Successful digital transformations are integrally tied to business metrics—revenue, cost, profitability, shareholder value, customer engagement, employee engagement.

In fact, successful business transformations are those that define what business metric they will impact right up-front, and then measure success, or otherwise, on the impact created. This is something we held sacrosanct at Mahindra, driven by the vision and principle of our Group President, Strategy. Every digital initiative or transformation was defined and bound by a business metric. For instance, the purpose of a large digital transformation initiative was to increase customer engagement for a group company. A lot of research and strategy work led us to believe that the right way to do this was to build a customer mobile app. The success of the initiative was not measured in how well or how fast we built the app, but how it helped increase customer engagement—through repeat usage, app-based bookings, app engagement, etc. Similarly, a blockchain-based platform was built for a bill discounting business in another group company. The success was not to be measured in the fact that a cool new technology was used or that this was the first company ever to do so, but by how much the cost of bill discounting was reduced or how much the addressable market size increased.

A great example of a company which is cognizant of driving business value through digital transformation is Burberry, a digital transformation I consider to be among the most successful. In the nine years that Burberry transformed
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 itself from a then fuddy-duddy clothier for old people, the revenue went up from GBP 700 million to GBP 2 billion, the bottom-line doubled to GBP 340 million, and it delivered a 340-per cent shareholder return—not bad metrics for a mature, luxury company. Most importantly, it became a luxury brand for young people in the West and in China, people of the digital age. Burberry managed the enviable task of both creating a fresh, new brand and delivering great business results, through its digital transformation.

The third commandment:
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 start with redefining the customer experience

In almost every industry, customers have changed far more radically than the companies. They are usually younger, far more connected, more aware, and do not distinguish between their online and offline personas. Most importantly, their expectations from you have changed—they are not looking for service anymore, they are looking for experience. Most legacy companies are, usually, exactly the opposite. Also, most companies have defined their products and services for the earlier kind of customer and catering to an experience that she was expecting earlier.

The problem is that organizational structures are not built horizontally around customer journeys, they are built vertically around internal departments and silos.

Most of our organizations are built vertically into functions—marketing, sales, production/operations, customer service, etc. The customer, on the other hand, traverses our organization horizontally. She gets wooed by marketing, then buys something through sales, gets the product or service delivered by operations and hopefully gets served by customer service. Each function owns the customer for periods of time, and then ‘hands her over’ to the next function. In the digital world, we need to build the organization around her journey, and use the customer’s digital footprint and data to own and manage her journey better. That is why digital transformation calls for a very fundamental relook at and change in business processes and organizations.

While we will talk much more in detail about customer journeys and customer experience in the next chapter, redefining the customer journey is probably the best way to start a digital transformation exercise of any nature, in any industry.

Again, to quote George Westerman and his co-authors, ‘Digital Masters spend time understanding customer behavior and designing the customer experience from the outside in. A Digital Master figures out what customers do and why, where, and how they do it. The company then works out where and how the experience can be digitally enhanced across channels.’
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The fourth commandment: make the front end and back end talk

The digital front end (website, app, store, etc.) and the back end IT systems (like customer relationship management, or CRM, enterprise resources planning, or ERP, and billing systems) need to sync with each other. There is no point building a killer engagement app for smartphones without it being integrated seamlessly with the big iron at the back. This is the ‘uncool’ part of the equation, the most common point of failure of your digital story. It is also where most of the hard work must happen. While digital is not exactly equal to IT, IT is the backbone of all digital execution.

Take the Burberry example again. While visually most of the work seemed to be happening in the stores and the product lines, the ‘Art of the Trench’,
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 or even the communication and marketing elements, perhaps the real win was how the backend was streamlined. Burberry adopted a 6-6-6-6 rule for supply chain—six weeks of supply in the store, six weeks in the warehouse, six weeks work in process, and six weeks’ worth of raw materials. Making this 6-6-6-6 work was a systems and IT accomplishment, led by its indefatigable chief information officer (CIO). In fact, the way the CIO defined his job was revealing. He said he had a two-fold role: ‘Take the team’s crazy ideas and build tech around those; bring tech to them and give them a blank canvas to work with.’ This is true front end-back end integration.

Or as Markus Nordlin, the CIO of Zurich Insurance, was quoted in Leading Digital:
 ‘. . . these (bridging) roles may soon become the responsibility of every manager. I believe that the successful leaders of tomorrow, in any business or industry, are going to be true hybrid professionals who have spent some time in IT but have shifted to operations and vice-versa.’
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The fifth commandment: strive for product-market fit

Conventional wisdom says, ask the customer what she wants and then build it and sell it. Many digital companies, however, work with the principle that many times the customer does not really know what she wants, and even if she does, is unable or unwilling to recognize it and articulate it.

This concept takes us back to the now much disparaged marketing adage: ‘Build a better mousetrap, and the world will beat a path to your door.’ Digital products are often about building great mousetraps, and the product-market fit concept is about building the perfect mousetrap. Except that you do not build the perfect mousetrap the first time around. You build something that just works, put it out there, get customer feedback, change it incrementally and put it out there again. Get feedback again, change it accordingly again, and put it out there. Do this ad infinitum.

So, conventional wisdom talks about listening to the customer, and creating a product which is the best possible fit for her needs. After it is built, you pilot it, and then you cannot change it until the next version or model, so you sell the hell out of it—by advertising, promoting, discounting, etc. As put earlier, digital wisdom is different—create a product that ‘just works’ or the minimum viable product (MVP), put it out, take continuous feedback, and iteratively tweak the product continuously (through tools like A/B testing), until you arrive at the best product-market fit. If you do this well, the product sells itself!

Think Gmail—five years in iterative beta, until Google got the best product market-fit. And then the world lapped it up. Most online products tend to get built this way—build something and put it out for the customers or, more often, the community to give feedback and change accordingly.

This whole philosophy is behind the concept of ‘growth hacking’, a process of rapid experimentation across marketing funnel, product development, sales segments, and other areas of the business to identify the most efficient ways to grow a business. A growth hacking team is made up of marketers, developers, engineers and product managers that specifically focus on building and engaging the user base of a business.
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 Sean Ellis, founder and CEO of GrowthHackers, who coined the phrase in 2010, the goal of growth hacking strategies is generally to acquire as many users or customers as possible while spending as little as possible. This has given rise to a new skill or job, and I believe that ‘growth hackers’ will eat into conventional marketers in time to come.

This is largely true for digital products today, and there are still limitations on using this philosophy across many products. William Ruh, CEO, GE Digital, famously asked senior executives from local and global engineering R&D centres in India at the Design Engineering Summit in Bengaluru in November in 2017. ‘How many of you want to get on an aircraft whose jet engine is a minimally viable product (MVP)?’
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I do believe however, that this philosophy can be adopted towards product development quite effectively, and with the advent of 3D printing and ‘building-for-one’ this concept will make its way to tangible, physical products too. While this will take time, many companies with physical products have online products too—e-commerce stores, for example, or apps connecting to their products.

The sixth commandment: partnerships, partnerships, partnerships

Much like the hotel business is all about ‘location, location, location’, digital business is about partnerships.

In legacy businesses, competitors are arch enemies to be crushed and obliterated, their market shares stolen, and their brands annihilated. Most conventional managements see competing as a zero-sum game: take the famous Coke–Pepsi, Airbus–Boeing or Ford–GM rivalries of yore.

In the digital world, you partner with everyone—your friends and your foes. Google Inc, Microsoft Corp, Apple Inc, Facebook Inc and Amazon.com compete bitterly with each other publicly; but behind the scenes, they are cooperating even more furiously. Windows products are on the Google Play Store, Microsoft’s software is sought after on the Mac, everyone uses each other’s cloud. In the digital world, you leverage each other’s strengths, and ‘make’ larger markets, rather than steal each other’s market shares. This is not a puritanical view—digital companies do tend to compete ferociously with each other (again the Microsoft–Apple rivalry), but mostly the competition is about how to expand the market and take large portions of it. Many times, this takes the form of ‘co-opetion’: competing and cooperating at the same time. In fact, the term ‘frenemy’ has become popular in this word—where you are a friend and an enemy simultaneously.

The seventh commandment: rethink business models

A business model rethink is perhaps the heart of a digital transformation. Simply put, a business model is how you make money in the business
 . Most large legacy companies work on a simple business model of: build it, then sell it. We are schooled in this linear way of building something, adding value to it through various mechanisms and then selling it to a customer, the famous ‘value chain’.

Most born digital companies, however, work on business models, which are different than the linear one.

Marriott spends a lot of money building great hotel rooms, and then makes money over the next many years, by ‘selling’ this room on a nightly basis. Airbnb upends this model by using rooms which already exist, renting them out and sharing the spoils with the owners of the room. Similarly, Uber makes its money by leveraging the existing car and driver base, rather than setting up their own fleet. Marketplace e-commerce businesses like Alibaba do something similar. The traditional resource and capex heavy business models are being replaced by ‘platforms’—where existing resources, sophisticated matching algorithms, connected devices, and AI-fuelled data crunching come together to create enormous business value. Most businesses can be ‘platformized’, and this is one of the most powerful ideas behind digital transformation

The eighth commandment: enable a ‘cultural revolution’

Digital companies seem to work and behave differently than legacy companies. They have a different feel to them, the people are younger and more outspoken, the air breathes freer. The difference is intangible, it’s culture. Culture, paradoxically, is perhaps the most real and tangible factor that differentiates born-digital companies from become-digital ones. The entire effort of digital transformation is to try achieving this intangible, and a lot of creative destruction needs to be done before it can happen. Not only is it the single most important thing to do, it is the single most difficult to define and then to execute.

Digital is not about technology, or cool devices, cloud data centres, or even long-haired bros high-fiving each other in co-working spaces. It is really about the innate culture of the organizations—the ability to ‘fail fast’, tolerance for dissent, encouraging tinkering, creating products that just work, the need for speed, super-fast decision making. While Facebook and its redoubtable founder, Mark Zuckerberg, are not the world’s favourite company and person these days, it is pertinent to study how they built a culture that built a colossal digital company. (And, also perhaps, it is as relevant to study how they could not build on it). You go to a Facebook office and almost every wall is decorated with Zuckerberg’s dictums that in many ways bring alive this intangible digital culture: ‘Break things, and move on’ or ‘Done is better than perfect’. Or Jeff Bezos and his famous ‘two pizza’ meetings: ‘Do not have more people in a meeting, than who can be fed with two pizzas’. This reflects the power of small teams and small meetings. Many small teams working in an agile manner is another way digital companies seem to work best—they shun large layered teams of people.

As we will study, digital transformation implies bringing in a cultural revolution. Part of this is to think big and bold, and not necessarily just extend what one is already doing a little bit more. As the authors say in Leading Digital
 , ‘. . . an incremental vision will only turn you into a faster-moving caterpillar’.

The ninth commandment: people uber alles
 (above all)

One of my favourite dictums is that digital transformation is less about ‘digital’ and more about ‘transformation’.

The digital bit is more about technology, tools, finding solutions and capability. The transformation bit, on the other hand, is about a culture and the leadership that drives it. And, that, in the end, is all about people. If you are going to go through a massive transformation, it is imperative that your people need to buy in, since it is going to be a long, arduous and involved process. They need to either lead this, or follow the leader, or unfortunately get out of the way.

Cultural change is not necessarily about firing hordes of people for a newer, younger, savvier lot. It is about setting a vision, telling people why, painting the future, and then over-communicating the hell out of it. Most people will be happy to change, and be retrained, since they know what is happening around them. Some will not be, and they need to go, and new people brought in.

Many times, an organization will need to bring in a CDO, someone who will own the customer journey horizontally across the organization and lead the digital change. The CDO’s job role, which we will discuss in detail later in the book, is an interesting one. It has always been a question as to who will ‘own’ digital transformation in an organization. People have experimented with CIO or chief technology officer (CTO) ownership, sometimes it is the chief operations officer (COO), or the chief financial officer (CFO). In some cases, it has even been the CMO. However, there is a realization that this then implies siloed thinking and ownership, a vertical approach than a horizontal one. Additionally, transformation is too big a job to be done along with the regular one. Therefore, the need to have a person who is responsible end-to-end for digital transformation: the CDO.

Frankly, the jury is still out, though. There are multiple schools of thought that the ownership needs to be with the CEO, else it will not work. And the CDO, at best, can be the executor of that vision. More about it, as we said, later in the book.

What is very clear, however, is that the core of transformation of any kind is the people.

The tenth commandment: patience

We talked about Burberry earlier, and its metrics-driven digital transformation. I also consider it one of the most successful digital transformations I have studied. Angela Ahrendts, the then CEO, and Christopher Bailey, the CCO jointly steered what was perceived to be an old, fuddy-duddy luxury brand to become one which the young people considered their own. They remade the company into a digital company in a very traditional industry which was supposed to be all about magnificent stores and touch-feel. They achieved some great financial and shareholder metrics through the journey. All this is amazing, but what is truly remarkable is that all of this took a solid nine years of continuous work. More importantly, both Ahrendts and Bailey remained in their roles for all of those nine years, and they had to keep the momentum and drive going throughout.

We must realize that digital transformation is a long, trying passage. There will be stomach-churning ups and downs, and severe doubts and disruptions along the way. The primary quality needed of a CEO to traverse this path is not mercurial brilliance, or a driving ruthlessness or even faultless execution, but sheer, limitless patience. As Michelangelo, who created the timeless friezes in the Vatican said, ‘Genius is eternal patience.’ Creating them was artistic brilliance, but more importantly, it was him lying on his back for months on end, delicately and intricately painting the walls of the Vatican.

Again, as George Westerman and his compatriots say in Leading Digital
 , ‘Transformations fail because change fatigue sets in, unaligned metrics and KPIs get in the way and it just seem exhausting and hard work. It is easy to slip back to the old ways of doing things.’

Patience.

While all these commandments are important, pretty much like with Moses’ Ten Commandments, it is difficult to internalize and follow all of them. There are three of these however, which are compulsory for any successful digital transformations, and we will talk about these in the next chapter.
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The Holy Trinity of Digital Transformation: An Introduction



‘...Purusha was personified as Brahma, Vishnu and Shiva while Prakriti was personified as Saraswati, Lakshmi and Shakti.’



Myth = Mythya, Decoding Hindu Mythology
 , Devdutt Patnaik



Most traditions of Christianity uphold the Ten Commandments of Moses as divine authority, and one cannot cherry pick among them. They are like a check-list—a pious, god-fearing person needs to abide by all of them. For example: thou shalt not misuse the name of the Lord your God, thou shalt respect your father and mother, thou shalt not commit murder, thou shalt not commit adultery. One cannot claim that while I did not steal, or kill at all, but was adulterous a couple of times, so two out of three are not bad. It is all ten or nothing.

The Ten Commandments of Digital Transformation, I found, are thankfully not as rigorous. Nor do they talk about serious issues like murder or adultery.

As these commandments became popular across social media and otherwise, I started getting a lot of feedback on their applicability from executives around the world. So, I started checking out the relevance and universality of these commandments. I cross-referenced these to the digital transformation exercises I was involved in or driving; and even to the successful digital transformations that I studied and read about. For example, when working on a customer app for the company, the big struggle was how to achieve the product-market fit—make it so useful for the customer that you did not really need to market it afterwords. I found that many of these rules were ticked-off, but even the more successful digital transformations that I cross-referenced did not follow all ten rules. Companies were following six or seven of these commandments at best, but never all of them.

However, I realized that there were three of these commandments which were absolutely essential for all successful digital transformations. The three which absolutely had to be ticked off were rethinking business models, reimagining customer experience and redoing culture and mindsets of the people.

I call these three givens the Holy Trinity of digital transformation.

The concept of a trinity seems to figure with surprising regularity in most major world religions. Christianity has its Father, Son and the Holy Ghost. Hinduism revolves around the Brahma-Vishnu-Shiva (or Mahesh) holy trinity, of the creator-preserver-destroyer. Even Buddhism has its three jewels, Buddha, Dharma and Sangha, and the Jains recognize the trinity of samyag-darsana
 (correct insight), samyag-jnana
 (correct knowledge) and samyag-charitra
 (correct conduct). Kabbalah, the mystical branch of Judaism, describes the Supernal Triad of Kether, Chokmah and Binah.

For most of us, immersed in the practice and theory of transforming legacy businesses and companies into digital, digital transformation is a religion too. It too demands its own sets of codified rules (see The Ten Commandments of Digital Transformation in the last chapter) it has its gods and role models, its holy books, its cults and followers, and it also has its own Holy Trinity.

Considering that I was born and spent most of my life in India, I liken the Holy Trinity of Digital Transformation to the Hindu one: where Business Models are akin to Brahma, the Creator; Customer Experience is Vishnu, the Preserver; and People and Culture are Shiva, the Destroyer.




Over the last two years, I have preached the religion of this particular trinity across multiple CXO forums, corporate gatherings and my written articles. Audiences have resonated greatly with it, and the comparisons with the Holy Trinity of Brahma, Vishnu, Shiva made it easier for many of them to understand the concept.

To be fair, some of the participants have come back and talked about there being a fourth pillar of digital transformation—the use of digital tools to make operations and processes more efficient, thus saving huge costs and driving massive efficiencies. I agree that this is very important, perhaps the most measurable and quantifiable pillar. Companies like GE, Tata Steel, Bajaj Finance, State Bank of India, etc., have realized massive cost savings through digitizing manufacturing plants and operations. In fact, consulting giants, whether strategic consultants or the Big Four or others, have honed this to a fine art, and helped many companies cut operating costs, thus greatly helping their bottom-line. Big data, analytics, IOT, Robotic Process Automation (RPA) and even facets of AI are powerful digital technologies which have been used to make this happen.

However, this facet of digital, howsoever important, is more digitization than digital transformation. As explained in Chapter 1, it is about costs, is inside-out, left brain (the analytical part of the brain), and about efficiencies, rather than the customer value proposition led, outside-in, right brain digital transformation. Operational and process efficiencies are super critical and vital for large, legacy companies. In this book, however, I focus on digital transformation and so in the next few chapters, we will expand on its Holy Trinity—Business Models, Customer Experience and Culture.
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Brahma and Business Models



‘Luck is not a business model.’


Anthony Bourdain


‘The Word Om is Brahma. Om has been split into A, OO, M and fourth word is considered as only humming, as per pronunciation. Every word here represent some spiritual power.’


Bhagvada Gita



According to Hindu lore, Brahma is the creator; he created all the forms of the universe, and so he is also called Svyambhu, the self-created. Despite him being the first God, the creator of all four Vedas, and the God of knowledge, he is very rarely worshipped by the Hindus. An interesting nugget about Brahma is the number of temples he has to his name. In this land teeming with millions of temples of all shapes and sizes, worshipping any number of gods and goddesses, there is just one temple dedicated to Brahma. It is located in Pushkar, Rajasthan. There are some people who claim that there is another one—some say it is in Trichy, Kerala, and others that it is close to Jaffna, Sri Lanka. It is curious that Brahma temples are so rare, whereas Vishnu has tens of thousands of temples in his name and Shiva, perhaps, even more.

This fact has always intrigued me, so I did some research to figure out why. Indian mythology throws up different answers. But the one explanation that stuck with me is that Brahma is a notoriously difficult God to please. Unlike with Vishnu or with Shiva, a few hundred years of moderate-level meditation will do the trick, but the path to salvation through Brahma is an onerous one. You have to perhaps undergo thousands of years of tough meditation and prayer (sadhana
 ) in some twisted, difficult yogic poses, to have Brahma look kindly on you, and grant you your boon.

Since he is such a difficult God to please, there is, in business lingo, much less return on investment (RoI) in worshipping Brahma than the other two, and thus there’s only one temple. (To be honest, there are many other perhaps more credible explanations available in Hindu mythology for this one temple. His un-godlike infatuation with the deity Shatarupa, and how he stalked her made him unworthy, according to one account. A more popular account has the great sage, Brahmarishi Bhrigu forever forbidding all worship of Brahma due to the latter’s arrogance. A curse by the spurned Goddess Savitri (or Saraswati) is another ascribed reason. An arguably good thing about mythology is that you can choose a reason or interpretation which fits your narrative, so we will stick to the difficult-to-impress one for our purpose.

Creating a new business model is a bit like Brahma—very hard to do, very cerebral, involving a lot of creative thinking. Most digital start-ups usually operate with business models that are different from those of legacy companies. In fact, many times what distinguishes a born-digital company and a legacy organization is their business models. The models that digital companies work with are data enabled, algorithmically run and, many times, more in tune with what the current generation wants. It is not easy for a legacy company to adopt a new business model as a core part of this transformation journey. This is because, often, the new business model is radically different from the existing model, and many times actually cannibalizes the existing model.

This is tough, thousand-year sadhana, one-temple stuff! Besides flawless execution and balance, it also requires deep thinking, a cerebral mindset and vast amounts of knowledge and creativity. It is, therefore, not a coincidence that the origin of the word Brahman is Brahma.

Coming back to the real world, to me, the man most akin to Brahma in the real world is a prolific author and business consultant called Sangeet Paul Choudary. Before I am deemed blasphemous, let me explain.

Choudary lives and works out of Singapore, and travels the world guiding companies and countries on business models, more specifically, platform business models. I have had the pleasure and privilege to meet him a couple of times. He is younger than you might think, given the seminal work he has produced, and he positively radiates intensity and intelligence. Besides being a world-renowned consultant, he is an entrepreneur-in-residence at INSEAD, and a co-chair of the of the MIT Platform Strategy Summit at the MIT Media Lab. But what has made him world-famous, and a Brahma-like guru figure to me is his path-breaking book, Platform Scale: How an emerging business model helps start-ups build large empires with minimum investment.


To further explain, a business model is the way in which a company generates revenue and makes a profit from company operations. In short, your business model is how you make money from your business. There are many business models but the most popular one is where you make a product or service and sell it—you build something from raw materials, add value to it through multiple ways and then sell it at a value higher than the cost incurred to make it, and thus make a profit. Take a cola, for instance. You produce it from water, sugar, some carbon dioxide and various flavouring agents and you have the cola, which has some value. But then you bottle it in a good-looking glass container and add more value. Then you distribute it so it is within an arm’s reach of desire, adding more value, and price it higher. Finally, you pay some cricket stars a lot of money to promote it to add even more value, then put in a profit margin and eventually the soft drink is priced at many hundred times of what it originally cost to make. This linear business model is also called the value chain.

Most of us are so comfortable with the above model that we forget that there are many more ways to make money. In an article in the Harvard Business Review
 ,
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 I read about Mark W. Johnson’s book Seizing the White Space.
 Johnson talks about, not one or two but nineteen business models, or nineteen different ways to make money. The table on the next page, from the book, describes them.

So, besides a customer paying, there are advertiser-pays, subscription, multi-level marketing (MLM), rental and leasing, among many more.

The most powerful and prevalent of these business models is the platform business model. Platform models are at the heart of digital or digitally enabled companies. These are powerful creatures that can create unprecedented scale with minimal fixed resource commitments; they are simple to conceive, but very difficult to execute. And these are the models that Choudary writes about in his seminal book.

Choudary says that most traditional or legacy companies follow what can be called ‘pipe business models’. I ask you to visualize a linear pipe. In this pipe-shaped business model, there is cost incurred at one end and revenue realized at the other; investment at one end, return at the other; raw material at one end, the product at the other. Along the way, value is added by linearly productizing, branding, distribution, packaging and promoting the product. This linear model, with value being added in stages, is what most of us understand as a value chain. I described it earlier with the cola example. The value chain is the basic underpinning of business, the foundation of our MBAs, and the Kotlerian marketing models we have studied and absorbed through repeated application. Traditional rules of business apply: factors of production at the cost end are people, capital, land, etc. And these need to be optimized and managed to create maximum efficiency and added value at the other end. Our job as managers is to manage this value chain in the most optimum and efficient manner. Our reward, and therefore our thinking, is linked to how best we manage this linear model.




New digitally enabled business models, explains Choudary, upend this linear model. These platform models, confusingly, have both cost and revenue at each end
 . Suppliers and consumers are on both sides, are interchangeable, and matched by data and algorithms. So the guy who downloads a YouTube video and watches it can go to the other side and upload a video; the man who rents an Uber to go to work can rent out his car on the Uber platform and earn money; the lady who rents an Airbnb room on holiday can rent out her vacation home or room on the same platform to other travellers.

In fact, there is this wonderful, perhaps apocryphal, story around this about Marriott and Airbnb. In 2014, Marriott had a very good year—revenues were up, profits were great, average room realizations were very healthy, stock price was going north. The then CEO of Marriott was very pumped up in his press conference and analyst meet while declaring the results. In his exultation, he expressed optimism that the next year was going to be even better and declared to an admiring audience that Marriott was going to build 30,000 hotel rooms the following year.

Now 30,000 rooms are a lot of rooms; as a comparison, all of India has around 50,000 such hotel rooms all together! The crowd became more appreciative, the analysts more bullish, the stock price went further up, and the CEO was a happy man.

Until two hours later when this Tweet came out:




Brian Chesky, as we know, is the co-founder of Airbnb. And his tweet, admittedly, was cheeky. While it did deflate some of the Marriott exultation, it revealed a greater truth.

There are new business models coming up, and they behave and impact very differently than our current models. Remember, Marriott is a pipe model, a very successful one at that, where they build a room and sell it. Airbnb is a platform model—asset light, data heavy and algorithmically empowered.

Sangeet Paul Choudary defines the platform business model thus: ‘The platform business model enables interactions between producers and consumers of value. It achieves this goal through two mechanisms. First, a platform provides a plug-and-play infrastructure which encourages open participation by an external ecosystem of producers and consumers. Second, it lays out the rules of governance for the interactions that ensue.’
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So, platform business models are about interactions, data and algorithms. The competitive advantage lies in creating an ecosystem, through a plug-and-play (open API) infrastructure, to enable both producers and consumers to participate and data drives the algorithms matching them appropriately.

To extensively quote, and summarize, Sangeet Paul Choudary’s book, ‘. . . platforms represent a fundamental change in the design of businesses . . . and cause three primary shifts in the marketplace. These shifts are:


	Participants on a platform include both customers and producers. For example, Amazon’s Marketplace users include buyers and sellers; Uber or Ola or Lyft users include drivers as well as passengers.

	The second shift is particularly insightful, and it is in competitive advantage. This shift is from resources (people, machinery, money) to ecosystems. In conventional pipe models, the big market leaders dominate such resources and drive efficiencies through this domination. In platforms, players create ecoystems of consumers and producers, and cultivate and nurture this ecosystem to derive value.

	The final shift is in value creation. In conventional pipe models, value is created through efficient processes honed through expertise and experience. In platform models it is interactions—and using technololgy to orchestrate these interactions most efficiently and effectively.’



In my experience, perhaps the purest and most effective form of digital transformation is the creation of a new digitally enabled business model. Let us hark back to the Marriott and Airbnb anecdote. Many times, when I relate this story to the CEOs and CXOs I address, or talk to, I find a very common rebuttal. While people do get impressed by the scale and the chutzpah, the common refrain is that: ‘You cannot compare the two: Marriott is actually building
 hotel rooms, brick by brick. Airbnb is merely aggregating already built rooms.’

While this statement is factually true, there is one fatal flaw: customers do not care. They do not care if the room is built, or aggregated, or divined from nothingness by Lord Vishnu. They need a standard, clean, comfortable room, available to them at a reasonable price—say, in New York during peak season—where a hotel room the size of a small ladies’ handkerchief cannot be had for love or money.

There are two more things we should know about platforms—why they exist in the first place and why they make so much business sense. Let us look at both in detail.

The first is to ascertain why these models have suddenly appeared before us. It is not that Travis Kalanick (the founder of Uber) woke up one morning and decided to build a platform business model. Or, for that matter, Brian Chesky, or the founders of Lyft, Flipkart, Ola or Grab. Or even the creators of the Android Playstore and Apple Store. Conventional wisdom suggests that platform business models were born because technologies which enabled them became available. You cannot have an Uber, for example, without 4G, mobile phones, mapping platforms, big data analytics and algorithms. This is true, you need technology to make platforms happen. But technology is not the reasons why platforms happen.

The reasons have to do with the changing customer. The young customer of today, and perhaps every customer of the future looks like this:




Today’s customer is happy to share.

When people my age (in their forties and older) were growing up, we wanted to own and possess stuff. The middle-class Indian, or even American, dream was to buy and own stuff—our first bike, our first car, our first sports car, our first house, our vacation house, our first Gucci dress… Young people of today think differently—they would rather rent, than own. Rent a house, use Uber or Ola for getting around rather than buy a car, rent furniture for their house, rent a Gucci dress for a party. Car-buying in Western countries is sharply declining among younger populations. So is staying in hotels.

Let’s consider car-buying. ‘In cities like New York and San Francisco, almost half the residents today do not own cars,’ said Michael Dunne, CEO of Chinese auto consultancy ZoZo Go. Germans (under twenty-five) getting driving licences has slid 28 per cent within a decade. One car-sharing vehicle is estimated to replace at least three privately-owned ones. Berylls Strategy Advisors, a consultancy firm, estimates that by 2030, car sales in the US will fall almost 12 per cent to 15.1 million. This is more pronounced in the younger generation. A study by the AAA Foundation for Traffic Safety estimated that, in the US, the number of cars purchased by eighteen to thirty-four-year-olds fell by almost 30 per cent in three years! Also, as opposed to earlier when every teen wanted to own a car when she or he became eligible for it, only 44 per cent of teens in the US obtain a driver’s license within the first one year of becoming eligible.

This trend is hitting India too. In 2017, both Anand Mahindra and Maruti Suzuki Chairman R.C. Bhargava expressed fears about young Indians not buying cars; in a way they acknowledged this trend. ‘While the timing of this change is difficult to predict, OEMs are very conscious from a directional perspective,’ says Rakesh Batra, partner, EY.
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 India’s car sales growth has been losing momentum over the years. While this could be due to many factors, it is undeniable that car-sharing and fleets is clearly one of them, as the younger generation does not want to sink their money into a declining asset. What the youth do want to spend money on are experiences. They would pay for a vacation with friends, an expensive entry into a music festival. That is why, I joke with people, there are more young people who have been to Macchu Picchu than most people our age. That is why most brands are pivoting towards providing experiences rather than products. Today, these customers might be a small part of the customer population, but it is growing rapidly and, in some years, might be the majority or all of the customer base.

The second thing to think about is the hyper scalability of platform business models vis-à-vis pipes. In a well-thumbed Harvard Business Review
 article by Barry Libert, Yoram Wind and Megan Beck titled ‘What Airbnb, Uber and Alibaba Have in Common’, talks about how platforms, or Network Orchestrators, as the authors call them, differ in scale and financial metrics.
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The other three business models, as per this article are: asset builders (like Ford or Walmart), service providers (like Accenture and JP Morgan) and technology creators (like Microsoft or Oracle). As per evidence gather by them:


	Platforms have average multipliers (price to revenue ratio) twice as much as technology creators and nearly four times that of asset builders.

	They have the highest compounded revenue growth rate, and almost double that of asset builders.

	Their average profit margins are again the highest at 24 per cent (though tech creators follow close behind at 23 per cent).



As Sangeet Paul Choudary puts it: ‘
 Platform scale is powered by a company’s ability to leverage and orchestrate a global ecosystem of producers and consumers, efficiently facilitating exchange and so creating value.’


However, only very few companies operate with this business model, just 2–3 per cent of the S&P 500 companies for example. This is because large, legacy companies find it very difficult to follow this model, howsoever much they need to with the changing customer and technologies. Let us explore why this happens.

Choudary believes that ‘most legacy businesses know pipes, they do not know platforms. And, the problem is that pipe thinking cannot create platforms’. Platform demands a drastic change in mindset. To understand why, let us look at some of the laws of platforms that the book, Platform Scale
 , talks of:
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Data is the new dollar.
Most platform models spew data. The key is to leverage and monetize it. That is well understood. However, having a business model where sometimes the only monetizable product is data is difficult to understand for people and organizations used to more tangible $$$ as an output.

Take YouTube or Facebook or Twitter or any such platform for example. The money is made (sometimes at extortionate levels) by companies selling user data, and nothing else. It is a separate debate on whether this is ethical or not, and the boundaries that need to be drawn, but the fact remains that data is the new oil here. And, much like oil, when it is in crude form it is useless gunk. It needs to be ‘distilled’ through analytics and data science, and often through machine learning and AI to become valuable, useful gasoline.



	
Supply and demand both must exist at levels that satisfy producers and consumers.
There is this great conundrum of platform business models—build supply first so that demand comes, or build demand first, so that you can get some great supply to sign on. A platform needs both at sufficient levels to satisfy both sides. This particular chicken-and-egg problem, though, is largely solved: build supply first. While not universally true, this seems to be what good platforms tend to do. So, when Uber enters a new country or city, it first builds driver supply through massive subsidies, marketing and outreach. So does Amazon—build a solid supply base first, before you go ahead and attract millions of buyers. And, until the buyers come, subsidize the supply so that it stays there—one of the reasons large platforms burn a large amount of money in the beginning.



	
Curation and reputation are the new quality control.
This is interesting. One of the questions frequently asked is: if the platform is open, who decides quality. The platform orchestrator can only do so much, they do not own assets. The answer is two-fold. An orchestrator curates supply and buyers decide sellers’ reputation and quality by ratings. Airbnb really took off when it started sending its own photographers to hosts’ houses and giving their stamp of approval, therefore curating supply. Amazon or Etsy also make sure that not just anyone can become a supplier, there is a fairly rigorous qualification process.

The buyers, the other side of the platform, do their bit by rating supply, which decides suppliers’ reputation and therefore how attractive they are to buyers. That is why platforms incentivize, or sometimes even force, you to give ratings. Airbnb actively pushes ratings on both sides, since most buyers choose a host based on her ratings. Taxi platforms like Uber or Ola do not even allow the next booking until you have rated the last driver, and the driver cannot get a new order until he has rated you! In fact, when you tap for an Uber or Ola, if there are multiple drivers in the vicinity; everything else being equal, the algorithm chooses the driver with the highest rating to come to you! Now you know why every driver pushes you for a high rating!



	
User journeys are the new sales funnels.
We will talk more about user and customer journeys in the next chapter, which focuses on customer experience. However, the linear sales funnels used in pipes is replaced in platforms by user journey and multiple points within that journey where you can snag a customer.



	
Algorithms are the new decision makers.
I joke with people that this is what makes a legacy company’s CEO the most nervous. Suddenly the power to make operational, and sometimes strategic decisions, are taken away from the people at the apex of the organizational pyramid.

Imagine the traditional taxi service where your company owns a hundred thousand taxis. Pretty much every day or every week, you would have to decide where to place these taxis—depending on your judgement, experience and some data on where you think demand will be. Now think of Ola or Uber again. If you think that the founder/CEO sits with this massive map and decides where his cabs will be deployed every morning, you couldn’t be more wrong. It is the machine learning and routing algorithms which decide that—based on time of day, this day last week, this date last month, seasonality, the weather, commute patterns, sometimes even externalities like festivals or political events.

There’s power to make these decisions suddenly rest with the machine! The same is true for platforms like Netflix or YouTube. The algorithms decide what movies or videos you would like. This is perhaps best explained in the famous testimony that Sundar Pichai, the CEO of Google, gave in Congress in late 2018, where he had to explain why Donald Trump’s picture appeared when you googled the word ‘idiot’.
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 Pichai had to explain the concept of an algorithm, and how ‘200 factors’ decided whose picture popped up. As Senator Zoe Lofgren rhetorically remarked, ‘So it’s not some little man sitting behind the curtain figuring out what we’re going to show the user? It’s basically a compilation of what users are generating.’
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In digital platform companies, CEOs cannot be the ‘men sitting behind the curtain’, though, in this case, I do suspect that Pichai would not really have minded having those!



	
Behaviour design is the new loyalty programme.
A question I rhetorically ask the CXOs I speak with is that how many of them have joined Uber’s loyalty programme, or YouTube’s, or even Amazon’s. Many people raise their hand when I say Amazon, saying how they are all members of Prime, until I remind them that Prime is not a classic loyalty programme, because in those you do not have to pay to become a member.

Well, the answer is ‘no one’ for the simple reason that Uber, Amazon, YouTube, etc., do not have loyalty programmes! At least not in the classic sense of airlines or hotels or credit cards, where they offer you loyalty points on usage, which you can redeem for more usage or other products. This is how they try and cling on to you as a customer, sometimes quite effectively, by ‘paying you’ to be loyal.

Sticky platforms use great customer experience or how they design behaviour as their loyalty platform. You stick to Amazon, because it gives you great experience. Period. That is why I believe that customer experience and behaviour design is the best loyalty programme, not redeemable points, and that is what all loyalty programmes will become.





You would notice that platform think is very different from pipe think; in some sense, you must unlearn many tenets of pipe thinking before you start learning the rules of platform thinking. That is why it is so difficult. CEOs with thirty to forty years of successful pipe-thinking experience have set rules of business and mindsets. And here comes along something which asks you to break many of them. It is difficult.

However, that has not stopped enlightened legacy company leaders from moving to platforms in their businesses, both to stave off new platform competitors or to set up platforms to own the future.

Experimenting with new business models

These companies know that as legacy businesses with traditional business models, they need to embrace these disruptive business models before an external force disrupts them. My favourite example of this is Trringo—an ‘Uber for Tractors’ set up by the very successful tractors and farm equipment business of Mahindra & Mahindra. The farm division of the Mahindra Group is a very successful business with a multi-billion-dollar revenue and a very healthy EBITDA of 19 per cent, growing at a very respectable 22 per cent domestic growth in FY 2018. It is present in 100 plus countries and is actually the world’s largest tractor maker by number of tractors, making more of them than John Deere! It has held the market leadership position year after year for more than forty years.

You would imagine that a business like this would not really need to experiment with new business models because ‘if it ain’t broken, why change it?’ However, the company has a forward-thinking leadership and they figured out a few things: a tractor is unused 90 per cent plus of its time, there is a vast tractor rental market at least as big as the tractor sales market, and perhaps anything that moves will move to fleets.

And so, three years ago, Trringo was born. It was structured as a separate company, with a separate board, an external CEO, and a separate governance and funding structure. Most importantly, it was conceived as a technology company, and they got in a CTO with extensive product management and engineering experience in technology companies. A platform business was created where both its franchisees and later any farmer could put a tractor on the platform, and any other farmer could rent the tractor out on an hourly basis at a standard rate. Supply was curated with basic quality control parameters on tractors and implements available on the platform, and a payment system was experimented with to remove payment friction. A driver app and a farmer app were built as the mechanism to order or rent tractors.

Since this was going to be in rural India, the app was very visual and vernacular. Since smartphone penetration was low, a phone-in call centre was set up where farmers could order tractors on a phone, rather than through an app (thus, the name Trringo, denoting a telephone call).

It is a very brave and courageous thing for an established company to do. If the rental business is super successful, it directly cannibalizes the mother business which depends on more and more people buying more and more tractors. Also, Trringo is brand agnostic and not only for Mahindra Tractors. This takes a lot of buy-ins and baggage-shedding in a large company. While the company is still figuring out how to best handle this new business model, the laudable fact here is that a large, successful legacy company is actively experimenting with new business models, technologies and organization structures.

There are other examples like this. The auto division of Mahindra & Mahindra also innovated with Smartshift, an aggregator of small trucks for intra-city logistics. Mahindra is one of the leading producers of small trucks (called Jeeto), and again this was a completely different, tech-enabled business model (with a separate CEO and CTO), cannibalistic of the existing business. Smartshift has recently been merged with The Porter, the largest player in this space, with Mahindra retaining a significant financial and strategic interest in the merged entity.

If we look outside Mahindra and India, there are other large, successful companies experimenting with the platform model. GM innovated with Maven,
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 a car rental and car-sharing service driven through an app (in fact, the app is also the key to the car!). BMW got into platform models with DriveNow, which is now merging with Daimler’s car sharing platform, Car2Go. Big auto is slowly shifting its decades-old business model to mobility as a service (or MaaS) and the key metric, as we saw earlier, is moving from ‘number of cars sold’ to ‘number of miles driven’. Other large industries—trucks, shipping, private aircraft, technology, hiring, hospitality, retail—many large legacy companies are moving, experimenting with platforms.

Most start-ups, on the other hand, start with this business model as default. Whether you look at e-commerce start-ups like Flipkart, or ride-sharing ones like Ola, or hospitality like Oyo, or the multitude of software as a service (SaaS) enterprise tech start-ups, a platform or rental model is almost default.

There are some ridiculous ones also, which are jumping on this U of X (Uber of X, where X equals anything) craze. Monkey Parking, a Silicon Valley based start-up claims to be the Uber of driveway parking. GreenPal connects lawn-mower owners with lawn owners. Saucey is the Uber of alcohol delivery and ManServants is a service that delivers ‘hot, order following men’!

I am pretty sure that many of them will fail, that is, if they are still around. In fact, many forays into the platform world by established legacy companies will fail too, despite the awesome strength they bring. There are good reasons for that, and we will explore this later in the chapter.

But it is wise to remember what we saw before; Brahma is not a popular God since his worship demands extreme concentration and dedication. So does the religion of new business model creation—it demands patience, rigour, experimentation and, above all, a lot data and customer insight. Coincidentally, and it is no wonder, therefore, that Brahma’s mythological consort is Saraswati, the Goddess of knowledge.

Enough on pleasing the pernickety Brahma, let us move to the next chapter and the more amiable Vishnu.
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5

Vishnu and Customer Experience



‘You’ve got to start with the customer experience and work back toward the technology, not the other way around.’


Steve Jobs


‘Our highest priority is satisfying our customers, except when it’s hard, or unprofitable, or when we’re busy.’


Pointy Haired Boss in Dilbert
 by Scott Adams



In Hindu mythology, Vishnu is the preserver. He is a very popular God and is responsible for the upkeep and maintenance of the world. The reason I liken him to customer experience is that a business needs to maintain a minimum level of customer experience to be in business, or to preserve the business. If a business does not offer a modicum of that, whether it is a product or a services company, whether B2B or B2C, it gradually ceases to exist. In fact, Vishnu wears two earrings. The earrings represent inherent opposites in creation—knowledge and ignorance; happiness and unhappiness; pleasure and pain—all the emotions you find in a customer and her experience with a product or service.

While customer experience is simple to define, it is very difficult to actually build, manage and maintain or preserve. So, what is customer experience? A simple definition that I have always preferred is: customer experience (CX) is the product of an interaction between an organization and a customer over the duration of their relationship
 . I have highlighted the phrase ‘over the duration of the relationship’ because this is where most legacy companies falter. For many of us, the interaction with a customer begins when she buys the product and ends when she moves on to something else.

Many born-digital companies do not seem to think this way. For them, the interaction begins when the customer starts thinking of the product and ends when she buys another product, or, preferably, upgrades to another one from the same company. So, many times, customer experience is actually a never-ending cycle. So, if you take a very purist view, customer experience is not linear, and does not have a finite start and end point. It is actually circular in nature, pretty much like time in Eastern mythology.

It is pertinent to note that customer experience is different from customer service. Customer service happens after a customer has bought a product, and starts using it; experience, on the other hand, as we saw, happens throughout the duration of the relationship a customer has with the product. In fact, service and experience are two different things. Visualize a graph with one axis representing the extent of differentiation, and the other of value. In this differentiation-value graph, the first level is a commodity, like selling copper or soybean where the differentiation is the lowest and the price premium almost non-existent. A commodity does not have a relationship with a customer; it is use and throw. The next level is a good or product made out of commodities and branded where there is some level of differentiation and a higher price premium. Service is the next level on this continuum, and many products today are adding a service layer around them to ratchet up the differentiation and price charged. At the top of the continuum is experience.




Take the example of an airline. How the airline resolves a baggage mix-up, or whether it sends a text on the gate number of your flight, or how the airhostesses take care of you, is part of customer service. However, how an airline treats your luggage (the famous United Airlines and the guitar video
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 where the baggage handlers are throwing around this customers precious guitar, while he watches horrified from his window seat), or something your neighbour told you about their in-flight experience, or how a couple got married on the flight, or even when the flight safety announcements are done in a funny, entertaining manner, are all about experience. So, service and experience are two different aspects, and what customers are looking for and want today are experiences. If you remember, in the last chapter, we saw how millennials today pay money to own experiences but are less keen on buying and owning products.

We are now entering the ‘experience economy’ and the role of digital and technologies is to enable that. At the same time, the challenge that legacy companies face is how they use these digital tools and technologies to move from being commodity or product or even service companies, to truly ‘experience companies’—how they digitally transform themselves to stay relevant in this experience economy.

The question is: why and how do digital start-ups manage to almost effortlessly create experience-providing start-ups, while many legacy companies struggle? (Even as I say this, I would like to state that I am not falling into the generalization trap. It is untrue that no legacy companies provide great experiences. The Four Seasons, or Oberoi Hotels, or even American Express are past masters of providing great customer experience. However, many of the storied large companies are struggling to continue to provide this, as the customer and technologies around them change. Many digital start-ups do not face this challenge). Most digital companies do customer experience brilliantly well as a core part of their DNA. The companies which provide superior customer experience win. Amazon has become what it has by obsessively focusing on the customer experience through the entire customer journey. For example, it helps its customers tracks their returns as minutely as it allows tracking of product delivery—a stage which most companies treat as an ‘optional extra’ or something which is undesirable for a customer. The powerful recommendation algorithms developed by Amazon and honed over several years of machine learning data present a different amazon.com page to every single customer based on her buying habits and life stage. For these companies, the customer experience becomes their loyalty programme. You will not go back from Uber to a normal taxi, not because you get loyalty points in Uber, but because you have been captured by the customer experience they provide.

To answer the question, let us shift the lens to a man who has become celebrated and notorious in equal measure—Mark Zuckerberg.

By all measures, Zuckerberg is a remarkable man. He is one of the world’s richest men. He also built Facebook to be one of the world’s most powerful and valuable companies, from his Harvard dorm room (from where he fashionably dropped out later). Of late, he is much reviled, and his creation is coming under a dark cloud of privacy issues, data leakages at humongous scale, and overall corporate governance mishaps. In spite of all of that, Facebook remains the most powerful social network in the world, and Mark Zuckerberg built and runs that.

However, there is something that Zuckerberg did which was even more powerful and game-changing than inventing Facebook. Something which has changed the life of billions of customers and thousands of companies forever. That thing is this: before Facebook, almost everyone’s online and offline persona or identity was different. After Facebook, everyone’s online and offline identities have merged seamlessly into one single persona.

Remember how we used to interact with people on the Internet a couple of decades ago? We had emails and messengers and chat rooms. In our online interactions we rarely used our real names and had fancy handles like ‘Studnerd’ or ‘Comicat’ or something equally weird. And many times, what we did and conversed with our online personas would not be something which our offline personas would be terribly proud of!

Well, that changed with Facebook. The way it was built, it required us to use our real names, our real identity and our real personas. So, the boundaries between our online and offline lives effortlessly blurred. We were the same people online and offline, nothing was different. Therefore, the generation which was thirteen and younger in 2004 (thirteen is the minimum age you need to be to use Facebook; 2004 was the year it was created), and so the entire generation until twenty-seven years of age today, has not known a pre-Facebook existence. They do not know that life was different online and different offline! They see both the real world and the cyber world as one holistic world.

Thus, as customers, they expect a seamless experience and identity from the companies and brands they buy from. Let me give you an example. Think of the last time you took an Uber to go somewhere. When you called an Uber from your phone app, you were online. When you saw the Uber coming on the map, online again. When it arrived, and you got in, offline. When you saw the route and the traffic towards your destination, you moved back online. Looked out of the window, saw the traffic, definitely offline. See there is a traffic jam, and change route, online. Reach your destination and get off, offline. Make the payment and rate the driver, online again. So, your entire journey as a customer was seamlessly and effortlessly moving between online and offline, and you did not notice the difference—it is not that you were one person when you were online and another when you were offline.

If you were to, perhaps, again go back to our inspiration, Vishnu, it is interesting how mythology deals with this seamless online-offline dichotomy. Vishnu is said to have four arms, which indicate his all-powerful and all-pervasive nature. His physical existence is represented by the two arms in the front, while the two arms at the back represent his presence in the spiritual world. Think of the front arms as offline existence and the back arms to represent online! It is one body though, and these existences are seamless. In fact, many times older people like us think of the offline world as the ‘real world’ and the online one as the ‘cyberworld’. That is not how today’s (mostly) younger customers think. For them, both worlds are real, and they are one.

Legacy companies, usually run by people much older than twenty-seven years, usually do not get this. They still tend to think of the online and offline worlds as two separate existences. Think of marketing—most companies will have a chief marketing officer. Usually, a level below will be a head of online marketing! So, in our minds, when the customer is offline someone else looks after her, and then when she comes online, the head of online takes over. Not only do we do this, we then compound our error by having under the online marketing head, a head of social marketing! Do you see where I am going?

Customer journey and customer journey maps

Let’s get back to the Uber journey example described above to delve into this some more. What I described in this example is also termed as a customer journey. Almost every customer journey, agnostic of product, business and sector, traverses between an offline and online existence. A great way to figure out how your customers interact with your product or service, and what they actually do is by creating a customer journey map. A customer journey map is a framework that enables you to improve your customer experience. It documents the customer experience through their perspective, helping you best understand how customers are interacting with you now and helps you identify areas for improvement moving forward.

A customer journey map is one of the most powerful tools one can have for business and digital transformation. Most legacy companies are built around a particular customer journey, which would have been right when the company was created and perhaps a bit later. However, the customer has changed so much over the past decade or so, because of technology and lifestyle changes, that her journey has almost completely changed for many products and services she consumes. We saw the transportation journey with the Uber example, think of how the current journey is different from the same journey ten years ago when watching a movie or TV programme, or buying and using a car, or choosing a restaurant and going there for dinner.

The key is to figure out and prioritize the gaps between current offerings of a company and the existing customer journey, and then to use digital technologies along with process and people changes to plug the gaps. This, in many ways, is the soul of digital transformation.

To understand this better, let us explore customer journeys a little bit more in detail. While we have defined what a customer journey is earlier, let us figure out what attributes a customer journey should have.

Must-haves of a good customer journey map


	a) Personas
 : A business does not have only one type of a customer. For example, a jewellery store looking to map its customers’ journey will find it difficult to find an ‘average’ or typical customer. Someone who comes to buy a ring for his fiancé will have a different journey than someone coming to buy jewellery for their daughters’ marriage, which will again be different from someone buying an heirloom to celebrate twenty-five years of their marriage, etc. Or there will be different kinds of car buyers—a young man wanting to buy his first car will be different from a soccer mom looking for a safe people mover, different from a fifty-year-old man looking to buy a Ferrari to better deal with his midlife crisis. Each of them will have different journeys, and more importantly, different personas. Personas are the main characters that illustrate the needs, goals, thoughts, feelings, opinions, expectations, and pain points of the user.Interestingly, Vishnu is said to have ten or twenty-four avatars, or reincarnations as per different texts of Hindu mythology. Krishna, the flirtatious cowherd who was the narrator of the Bhagvad Gita is an avatar. So is Ram, the perfect man. There is a boar avatar (Varaha), a fish avatar (Matsaya) and the lion avatar (Narasimha). I see these avatars as different personas of the same God, each with different characteristics and journeys.



	b) Timeline
 : It is good to give the customer journey a timeline from a practical mapping perspective. This could either be defined in time intervals, e.g., one week or one year, or could be defined as phases, e.g., awareness, decision-making, purchase, renewal.

	c) Emotion
 : This is important. Many customer journeys are impassive and detached and just capture the stages of experience. But experience is much more than that. It is also about what the customer feels in each stage—the peaks and valleys illustrating frustration, anxiety, happiness, etc. Good and complete customer journeys must capture that.

	d) Touch points
 : These are the customer actions and interactions with the organization. This is the what the customer is doing. For example, checking in baggage in an airline scenario or test-driving a car before buying one.

	e) Channels
 : These are where interactions take place and the context of use. For example, websites, apps, bots, voice (e.g. Alexa, Home), call centre, or in-store.



Nice-to-haves for a good customer journey map


	a) Moments of truth
 : Jan Carlzon of SAS airlines preached the gospel of the ‘moment of truth’, the one interaction among all that won over a customer or lost her. He, I am sure, did not think of this from a customer journey framework, but in this context, it is a positive interaction that leaves a lasting impression, often planned for a touchpoint known to generate anxiety or frustration. Moments of truth are ones where there is an emotional connect with the customer. Take, for example, this outcome from a McKinsey research in retail banking in Europe and US.
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 Moments of truth usually occur when the customer has a problem (say, putting a credit card transaction on hold, since something has gone wrong) or receiving some insightful financial advice when the market seems to be misbehaving. By contrast, routine transactions (such as depositing money or withdrawing cash from an ATM) usually do not offer the same opportunity to create an emotional connect with the customer. Many companies make the mistake of over-investing in routine, humdrum transactions but fail to differentiate themselves in the customer experiences that really matter.

	b) Supporting characters
 : These are peripheral individuals (caregivers, friends, colleagues) who are not central to, but may contribute to the experience. For example, the neighbour who spoke about the great experience she had with an airline.



For examples of a great customer journey map, see Sarah’s customer journey as she buys a Broadband connection (which I have borrowed from Effective Inc, now Ogilvy) below:




In my view, every digital transformation exercise needs to start with defining a customer journey. Perhaps the best way to do it is through a technique called design thinking. I am sure that most of the readers of this book would have experienced or at least heard of it.

Design thinking

Rikke Dam and Teo Siang of The Interaction Design Foundation
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 define design thinking as ‘a design methodology that provides a solution-based approach to solving problems. It’s extremely useful in tackling complex problems that are ill-defined or unknown, by understanding the human needs involved, by re-framing the problem in human-centric ways, by creating many ideas in brainstorming sessions, and by adopting a hands-on approach in prototyping and testing.’

Design thinking is said to have originated from the principles of design (designing buildings, architecting, etc.) rather than from classical business school principles of research (quantitative, qualitative, etc.). It is built far more around human needs rather than statistical methods. Design thinking is a vast and complex subject and has emerged as the front runner in trying to figure out new customer journeys, building new products to bridge the journey gaps, and designing new digital processes for better interaction and service.

I will not go into great detail here since it would become a book in itself. There are many schools of design thinking, each having a different methodology and structure—D. School (or Design School) at Stanford University, IDEO University and the Darden School are the more famous schools.
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For a moment, let us look at Darden’s methodology, as encapsulated in the figure below:




The four stages in this method are: what is, what if, what wows and what works? And these four stages are further broken up into the ten design tools, as per the figure above.


	Visualization: using imagery to envision possibilities and bring them to life.

	Journey mapping: assessing the existing experience through the customer’s eyes.

	Value chain analysis: assessing the current value chain that supports the customer’s journey.

	Mind mapping: generating insights from exploration activities and using those to create design criteria.

	Brainstorming: generating new possibilities and new alternative business models.

	Concept development: assembling innovative elements into a coherent alternative solution that can be explored and evaluated.

	Assumption testing: isolating and testing the key assumptions that will drive the success or failure of a concept.

	Rapid prototyping: expressing a new concept in a tangible form for exploration, testing and reï¬�nement.

	Customer co-creation: enrolling customers to participate in creating the solution that best meets their needs.

	Learning launch: allowing customers to experience the creation of an affordable experimental new solution over an extended period of time to test key assumptions with market data.



Journey mapping, as you will see, is one aspect of design thinking, which aims to solve the real ‘wicked’ problems that beset any transformation, including digital transformation. Another concept is of customer co-creation, and many digital companies do this as second nature. Products are not created by product managers alone, but along with customers and customer inputs at every stage of creation. Thus, a product that ‘just works’ is created, and then put out. Customer feedback is actively sought, and even incentivized. Based on the feedback, the product is tweaked almost on an everyday basis, until a product-market fit is truly achieved. Customer co-creation is at the heart of agile, or of A/B testing, or even of growth hacking. This is something most digital companies do well, innately and most legacy companies need to learn to do.

To act like a digital company, however, the business has to think of the entire customer journey and map it, figure out delight and pain points in the journey, and use multiple digital interventions in the as-is journey to make it more delightful, painless and seamless. In the earlier world, auto companies thought their customer journeys began when a customer entered their showroom or did a test drive to buy a car and ended when she sold the car. However, the real journey of a customer is from the time she thinks of buying a car (most often triggered online) to when she thinks of buying the next one! And the customer experience must be managed across this entire journey.

Take the example of Mahindra Auto. As we saw earlier, automobiles companies are under huge disruptive threats worldwide, under attack from a trio of tectonic shifts—electric, fleets (business model) and autonomous. As Mahindra Auto works on its own transformation to a formidable electric and mobility powerhouse, they mapped their own customer journey using some of the design thinking techniques that have been outlined earlier. There were many revelations from this exercise, and one of the bigger ones was that customers were no longer as enamoured by showrooms, as they had earlier been. 67 per cent of the customers had already decided which car to buy before walking into a showroom. The showroom was still important, but not as much to look at cars and models, but more to experience and test-drive the same. The test drive, in fact, was super important, and a pivotal ‘moment-of-truth’ in their buying journey. Another learning was that customers were used to, and a bit spoilt by, e-commerce—they wanted stuff to come home.

The traditional car-buying cycle still remains very showroom centric. Most car companies have large showrooms with attractive frontages in prominent high street locations. For most companies, though, showrooms barely make money; it is the service centre, usually located in a far-off location which is the profit machine. Tesla, being more of a new-age car company, realized this customer shift, and it has shrunk its showrooms to a small shop in a mall with one car and lots of video screens.

After the above realization, Mahindra worked in an agile, collaborative manner and through a seamless blend of digital and physical, created a prototype of a product called ‘Take Your Showroom Home’. This, in essence, was someone driving a car to your house, with a virtual reality (VR) headset inside. You could drive the car, for the test drive experience and when you wanted to look at other variants, colours, accessories, etc., you put on a VR headset and did just that. The showroom had come to your house. While this was a prototype, and is being scaled, the implications of its success are immense. It could lead to a huge structural change in the auto business with fewer expensive showrooms and many more vehicle plus VR ‘showrooms’ going to people’s houses. Good for the ‘new age’ customer, great for profitability.

Sticking with Mahindra, another of their companies which worked hard on creating a great customer experience is Mahindra Holidays. Mahindra Holidays is a market leader in ‘vacation rentals’ in India and is the second largest non-US company in this space globally. They have a great business model where the customer buys a subscription to one of their resorts worldwide and can redeem this for a week’s worth of vacation every year for the duration of the subscription (usually fifteen years). They have a customer base of a few hundred thousand such customers and more than sixty resorts worldwide. While they had a great business, good business metrics and good growth prospects, they struggled with ways to connect to their customers all year round rather than for just a week every year. This had solid business implications, since their best funnel for new customer was references from the existing base. And, the existing base would only refer new customers if it was engaged with the company, or at least thinking about it more consistently than just for a week in a year.

An extensive customer journey mapping exercise led to the creation of a customer mobile app, which served as a great customer engagement and connect tool. Not only was the app a convenient way to book the resort in a jiffy, it also connected with customers’ needs which were discovered during journey maps. For example, people wanted a community. So, the app roadmap had a planned feature to connect people going to the same resort before their journey started so they would find friendly faces when they reached there. Or it could point them out to interesting little eating places on the route while they were driving there. The app could be used to book in-resort amenities like spa massages. Most customers found it a bit tiresome to be on the phone for one. Going further, there were possibilities of IoT integration, so that the app could actually check you in when you walked into the resort, and even open your room door as you reached there.

These are some great examples in India. Globally, one of the companies that has mastered customer experience through great digital execution is Disney Resorts. They used deep customer insight, understood the customer journey perfectly, and using a piece of magic called the Disney MagicBand, highly personalized every guest’s experience of Disney World. ‘The MagicBands look like simple, stylish rubber wristbands offered in cheery shades of grey, blue, green, pink, yellow, orange and red. Inside each is an RFID chip and a radio like those in a 2.4-GHz cordless phone. The wristband has enough battery to last two years. It may look unpretentious, but the band connects you to a vast and powerful system of sensors within the park.’
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 You can get your MagicBand in the mail before you fly to Orlando. The band will ensure that your luggage comes to your hotel room, the food you wanted comes to you as you go to a restaurant and take any table, and you do not buy tickets for each ride—all of this information lives on the band. A lot of friction has been engineered away. There’s no need to rent a car or waste time at the baggage carousel. You don’t need to carry cash, because the MagicBand is linked to your credit card. You don’t need to wait in long lines. Tom Staggs, the then COO of Disney, and his team used digital technology to completely transform customer experience at Disney World. When the team started, he said that they were ‘looking for pain points . . . What are the barriers of getting into the experience faster’. And they did not give a lot of choice, in fact, counterintuitively, they realized that ‘. . . you make people happier not by giving them more options by stripping away as many as you can’.
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All of the above magic required a vast technology infrastructure, and a billion dollars of investment to make it happen. But, the secret was neither the money nor the technology—it was the pains that the team took to understand the ideal customer journey and design an experience around it. In fact, the thing that got me as I studied the case study was this line, which revealed the level of detail that they undertook to make the experience perfect: ‘. . . when everything works, the reader (for the band) flashes green and emits a pleasing tone; if something goes wrong, it glows blue—never red. Red lights are forbidden at Disney, as they imply something bad happened. Nothing bad can happen at Disney World.’
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It is this deep customer insight, enabled by technology, that makes magic happen. For a moment, go back to the story of Trringo, the ‘Uber for Tractors’, which we talked about in the previous chapter. It was a fantastic concept backed by rigorous execution with multiple technologies used. But the reason for the success that the concept has had is very interesting. The tractor rental market has always existed in Indian villages and tractors are available to farmers that do not own one for a few hundred rupees an hour. However, many times, the rich farmer who owns a tractor, refuses to rent it out to a poor farmer even if the latter ponies up the cash to have it or an hour or so. The reason is not what you would readily imagine—it’s not because he fears the other farmer to default but because he might belong to a lower caste or a different religion.

Now, imagine what technology does in Trringo. Besides giving the availability, standard price and reliable quality, the poor farmer now ‘orders’ a tractor through an app or the call centre rather than ‘begging’ for one. This is what changes the dynamic and becomes the deep customer-driven reason for the transaction to happen. It radically betters the customer experience, and that is what does the trick. Technology, in this case, becomes the great anonymizer.

Thus, the customer always knows, and legacy businesses need to go to her first, and understand her, before they seek to transform their businesses, and before they invest millions in new technology. My third commandment of digital transformation was: start with redefining the customer experience, and this is where I start every single time in any digital transformation. As Haresh Chawla, a partner at the True North venture fund, and a prolific and very insightful thinker, tweeted recently: ‘No matter how big or small you are, your customers are always whispering their needs, fears & aspirations. Are you keen & open to listen? Or do you march to your own tune? Unless you are building Apple or Tesla, your customers can see Ver 2.0 of your business. Only you can’t.’

I also maintain that in this era of hyper-competition, fast-followers and massive customer choice, customer experience is the only differentiator. Low costs or universal availability or superior service will not suffice as differentiators—they are now table stakes.

The other thing to note is that companies that provide superior customer experience make a lot of money—they can afford to price their products higher and are more profitable. Besides Disney, take Apple for example, or even American Express. People willingly pay more for their products and services because they provide an experience, which is so much superior to any one else’s. The premium is the tax that you pay to enjoy the experience. It is, therefore, no surprise that Vishnu, the preserver who maintains the world, has many avatars, much like our customer. And, tellingly, he has Lakshmi, the Goddess of wealth, as his consort.

Both Vishnu and Brahma though, bow to the third God of the trinity, the all-powerful Shiva. The next chapter tells you why.
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Shiva, People and Culture



‘Now I have become Death, the Destroyer of Worlds.’


Robert Oppenheimer, quoting the Bhagvada Gita



In the previous chapters, we read about the essence of digital transformations, which is rethinking business models represented by the creator, Brahma. We also explored digital transformation’s soul—redefining customer experience, represented by the preserver, Vishnu. Both are extremely powerful, shape-shifting concepts, which lie at the core of digital transformation. However formidable these two Gods may be, they still have to contend with the mightiest God of all—Shiva, the destroyer.

The cult of Shiva

The Hindu holy texts recount an interesting story in the context of Shiva. One day, Brahma and Vishnu were both arguing about which of them was more powerful and important. Suddenly, a blazing pillar appeared in front of them, whose root and tip were not to be seen—the roots seemed to penetrate deep into the earth with the tip pierced unseen into eternity. Their arguments over their supremacy forgotten, they started wondering who this entity could be. They both set out to locate the start and end of that pillar. Brahma turned into a goose and flew up to find the top of the pillar, while Vishnu turned into a boar and dug into the earth to look for its roots. They searched for many millennia but could not figure out who this power was. It was only when they came back to where they started that they found Lord Shiva manifesting himself. In their humility, they realized that Shiva’s power and supremacy was much beyond their understanding, and so it was he who was more powerful than them.

In digital transformation, howsoever brilliantly you innovate on a business model, or execute a new customer journey-based transformation, the power to succeed or fail is in the people who lead and execute, the culture which binds them, and the mindset that they share. As Brahma represents business models and Vishnu represents customer experience, the people, culture and mindset in organizations is represented by Shiva, the destroyer.

As I got involved in, drove, and studied tens of digital transformation exercises, I learnt that a few were very successful, and many were abject failures. What I realized, however, was more significant: All successful digital transformations succeeded due to many reasons, however, the ones that failed usually failed for one reason—people’s culture and mindsets.

Shiva plays the part of the destroyer in the Holy Trinity, arguably the most powerful, intriguing, interesting and disruptive God. He is temperamental and quick to anger. He can morph into his ten-armed Nataraja phase at the slightest provocation, dancing the terrible rudra-tandava
 , the dance which destroys the universe. He is also a loner and depicted to lead an ascetic life on Mount Kailash. Most times, though, he is a benevolent householder living with his wife Parvati and two sons. He is perhaps the most complex character in the vast Hindu pantheon of gods and goddesses. Our mythological texts describe how multitudes of rishis and sages have spent years in penance and meditation to understand him.

Much like your organization’s employees and stakeholders—the single most difficult thing in management is to understand and lead them—especially when the organization is going through radical, gut-wrenching transformation.

The important thing to understand, though, is that while Shiva is the destroyer, he does not destroy just for the heck of it. He employs destruction to regenerate, renew and transform. Shiva teaches us that destruction is integral to the transformation of any organization in order to build it in a different form.

You must sometimes burn a forest for it to regenerate itself. So, it is in organizations—if you need to transform it radically, a certain level of destruction is needed. Destruction, in this sense, does not necessarily mean firing a thousand people or demising current products entirely to move to something totally new, or even firing the CEO and getting an outsider. Admittedly, sometimes, it might require some of these steps. Though, more often it is about the destruction of cultures, mindsets and beliefs that have become ingrained in people’s minds and behaviours. The attitude that since it has worked for the last so many years, it will work now. The fact that we still need to do the same things that we or our competitors are doing, but just do them better. The belief that we are doing so well, and ‘if it ain’t broke, why fix it?’ These become baggage on our shoulders—the processes, metrics, methodologies, scorecards, meetings—that we are used to. And, what we do not notice is that the baggage keeps on getting heavier every year, until one day we cannot even lift our heads and look beyond our navels.

In fact, if you go back and look at the ten commandments of digital transformation, you will find that four of them (the first about leadership and commitment, the eighth about a cultural revolution, the ninth about people above all, and the tenth about patience and consistency) have something to do with this aspect.

How Burberry addressed culture

Let us take Burberry, an example I have used often in this book because it is one of the most successful digital transformations ever. The success was driven largely because Angela Ahrendts and Christopher Bailey (the CEO and the CCO, respectively) made sure they were on the same page culturally and understood each other before they set upon the task of transforming Burberry. Ahrendts’ understood and articulated very early that culture was the single most important component of the digital transformation exercise. ‘Most of the conversation was about the culture, and the kind of company that we envisioned,’ she said. ‘We are going to create a cult like culture.’
1



So, while they did a lot of things around technology, platforms and partnerships, the single most important focus was culture. A practical example is how they went about empowering lower level employees. The duo adjusted the governance structures, and in fact, reversed them. They created a strategic innovation council made of the junior-most employees, where 70 per cent of participants were below thirty years of age. In a reversal of roles, the innovation council was supposed to generate ideas, not execute them. The execution was done by the senior people who formed an execution council. Ahrendts recognized that she was transforming the company to appeal to younger people, and she needed to hear their voice in her company.

Another big move that exemplified the culture was how Ahrendts appointed Christopher Bailey, the CCO as the CEO, after she left. She learnt from technology companies that creators and the visionaries need to lead business. ‘It is time to put visionaries back at the helm of creative businesses,’ she said while appointing Bailey.
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 In fact, if you look around, the digital behemoths who we look up to are helmed by engineers and product managers. Google has Larry Page and Sergey Brin, both math wonks and product visionaries. Amazon has Jeff Bezos, a computer science graduate from Princeton. Facebook has Mark Zuckerberg who famously wrote the algorithm behind his company on the dorm wall at Harvard. Flipkart had two IIT graduates leading it until Walmart acquired the company. Ola’s Bhavesh Agarwal is an IIT grad with Microsoft experience. Microsoft, in fact, is a case in point. It was built into a world leader by the uber-geek Bill Gates who handed over to a business guy, Steve Ballmer. Arguably, Ballmer’s stint led Microsoft to near oblivion, and it took another product and tech visionary, Satya Nadella, to bring it back to be the most valuable company in the world.

BCG, McKinsey and the importance of culture in digital organizations

To learn more about organization culture, let us look at some of the gurus. BCG, which has worked with multiple companies on digital transformation, also believes in the importance of culture. A very interesting article
3

 in a BCG publication offers three important reasons why instilling a digital culture during a digital transformation is critical. At the outset, it defines culture as ‘the values and characteristic set of behaviours that define how things get done in an organisation’. The three reasons are:


	By ignoring culture, an organization risks transformation failureThis point is reinforced by a very compelling BCG study. They surveyed around forty large organizations that had gone through digital transformations. They found that nearly 80 per cent of companies that focussed on culture sustained strong or breakthrough performance. More startlingly, not one of the companies that neglected to focus on culture achieved such performance. This is shown in the rather startling graphic below:






	A digital culture empowers people to deliver results fasterA digital culture empowers people, so they do not have to go through a layered thicket of approvals and permissions to get things done. They can take decisions and are free to fail. It helps that in most digital companies, most people are of similar ages, experience and background and so there is no age or experience related hierarchy that seems to pervade legacy companies. Fast failure, or ‘moving fast and breaking things’ as Zuckerberg is fond of saying, makes companies work faster. Digital cultures are also agile. They not only build software the agile way, but they work in an agile way too (more about this later in the chapter).



	A digital culture attracts talentPerhaps the most important aspect of a digital culture is that it attracts talent. In today’s corporate world, while compensation and growth are important, the single biggest attractor of talent is a great organization culture. And, culture is a function of the people who are already within an organization. People get people. In fact, when I work with legacy organizations, the most common question I get asked is, ‘How do we get good digital people when they have the option of joining born-digital companies like Google, Amazon, etc.?’ My answer is always the same—get one great digital person at a leadership position. He or she will then attract the right team. That is how it works. It will not be top level compensation, offices in WeWork, or great career paths only that get top talent. While all these will certainly help, it will be the right people building the right culture, which will attract top talent for you. People, as I said, get people.

A McKinsey study showed that companies know this—they themselves admit that culture and behavioural challenges are the biggest barriers to digital effectiveness. A study by McKinsey in 2016, across more than 2000 respondents, revealed:








My own conversations with tens of CEOs support this assertion. Every single CEO I have met believes that organizational culture and the failure to ‘take people along’ is their greatest worry during any transformation exercise.

What is digital culture?

Now that we have established that it is culture, symbolized by Shiva the destroyer, which is the most powerful of them all, the question is how to define this complex, intangible entity.

BCG came up with the five defining elements of a digital culture:


	
It promotes an external, rather than an internal, orientation
An example of this is how one focuses on customer journey (as described in the previous chapter) rather than internal processes. An external orientation impels a person to focus on customer journey. This, in turn, helps employees shape product development, and work towards enhancing the customer experience, primarily by placing themselves in their customers’ personas.



	
It prizes delegation over control
A legacy organization structure favours explicit instruction down the line. A digital culture favours ownership and delegation, and guiding principles rather than orders or instructions. It is for this reason that digital organizations give equity ownership to their employees, so that they behave like owners, rather than employees.



	
It encourages boldness over caution
Digital companies not only tolerate failure, they often celebrate it! ‘Moving fast and breaking things’ is the way to do stuff. This comes out in their product releases also. Building something which ‘just works’ quickly is far more important than shipping a perfect product. The product can be perfected iteratively with customer feedback. But taking risks, breaking norms, and learning from failures to succeed defines digital culture.



	
It emphasizes more action and less planning
Planning has its strong points. However, sometimes in large companies, planning is made an end in itself. Also, in this chaotic VUCA (volatile, uncertain, complex, ambiguous) world, it does not make too much sense to spend too much time long-term planning. You plan, but with a shorter time horizon. And more important than planning is pivoting when the external world changes. It does not do to fall in love with your own plans.



	
It values collaboration more than individual effort
Breaking of silos is the holy grail of effective collaborative culture. A digital organization tries not to make these silos in the first place. Many times, even the seating arrangement reflects this. In legacy organizations, accounting sits in one part of the building; marketing in another part; production or engineering in a third part. Management feels very happy if they get all their employees in the same building. In digital organizations, very often engineering, test, product management, marketing, finance, all sit on the same table. This turbo charges collaboration. What it requires is a far greater level of transparency and interaction than is usually found in a non-digital organization.





Taking risk

According to a study by MIT Sloan and Deloitte, ‘The history of technological advance in business is littered with examples of companies focusing on technologies without investing in organizational capabilities that ensure their impact. In many companies, (failures are) classic examples of expectations falling short because organizations didn’t change mindsets and processes or build cultures that fostered change.’
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Therefore, they said, address culture first before you address a digital transformation.

They also spoke about how taking risks becomes a cultural norm, and how digitally mature organizations are much less risk averse than their peers.
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 In a survey, they found that ‘fear of risk’ was an issue with more than 50 per cent of less digitally mature companies, compared to only 36 per cent digitally mature companies. Phil Simon, author of several books on how technology impacts business, sees risk aversion as a serious impediment that plagues many established companies. ‘For every Google, Amazon or Facebook taking major risks, hundreds of large companies are still playing it safe,’ he says. ‘Today, the costs of inaction almost always exceed the costs of action.’

And how do you become more risk-taking? Well, it goes back to the mindset thing. The Deloitte team gives a great example of Dr John Halamka, chief information officer of the Boston health care provider Beth Israel Deaconess Medical Centre. He says that leaders must acknowledge failure as a prerequisite for success. ‘Failure is a valid outcome,’ he says. ‘Wearable computing is great, but Google Glass wearable computing devices turned out not to be for us right now. We may discover that patients love the Apple Watch wrist-wearable device and it becomes a platform. It’s hard to know. But even if it doesn’t, it’s OK.’
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The other question I often get asked is the cart-before-horse or the horse-before-cart one: ‘Whether culture drives technology adoption or whether technology changes the culture?’

According to Deloitte, this still an open question. The Beth Israel executive is on the culture side of the question. ‘I have never seen a technology drive change on its own,’ he says. ‘Culture leads the adoption of technology. Our ability to innovate depends on the impatience of our culture.’ On the other hand, Deloitte quotes a former CMO of a telecom firm who says that risk-taking in his company happened because they got in social-media technology. ‘Social helped get the momentum going,’ he says. ‘As more people jumped on board, social played a major part in changing the culture. I’d like to say it was thought through in advance and part of a formal culture change program. But it wasn’t. The change started with a technology experiment.’
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In my experience, I lean much more towards the culture-before-technology side, though I have had instances of the other side (technology-before-culture) also happen. In most cases, it was the former, where a different-thinking CEO or CDO/CTO came in and shook up things. I have seen this play out with Trringo, a large garments retailer, a realty company in Pune, and several other places. Culture preceded technology. However, in another case, a cool new technology (blockchain) was brought in and experimented with. The success of that proof of concept, which brought with it external acclaim and PR, spurred the management to do larger things. Thus, in this case, this new technology introduction became the trigger for cultural change.

I believe that the two are inextricably linked. Deloitte quotes an insightful strategy executive from the manufacturing sector, who gives the example of ‘replacing desktop computers with laptops, which allows people to move around the office. But if the culture and physical space of a company don’t support employees working together, people will likely stay not move about.’
8



In fact, let us revisit George Westerman and his two-by-two matrix (which I wrote about in Chapter 2). Here, one whole axis was about digital leadership, where the culture, leadership behaviour, mindset, etc., came in. The other matrix, digital capability, was where there was everything else—technology, solutioning, products, etc. Digital culture needed a dedicated axis here, and the digital masters defined by him were the ones who had to be ‘high’ in digital leadership lest they became ‘fashionistas’.

Netflix: the pioneer

For me, the earliest exposition into what digital culture is came from the much-vaunted ‘culture’ slide deck of Netflix.
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 If I say that it opened my eyes and stunned me, I would not be exaggerating. If there is one document you need to read on digital culture, read this one. And be transformed.

Even today, the values and aphorisms set out by Netflix remain the guiding beacons of what digital culture should be. And it is no wonder the company is where it is. Not only has it disrupted video rentals, it is now disrupting the entire content industry. It has earned its place in the much admired, and feared FAANG (Facebook, Amazon, Apple, Netflix, Google) and has even inspired the mighty Amazon to launch a similar service.

Some of the credos of the Netflix culture which wowed me were:


	‘A great workplace is not free espresso, lush benefits, sushi lunches, grand parties, or nice offices. A great workplace is stunning colleagues.’

	‘You find the time to simplify, so that you can stay nimble.’

	‘You behave like an owner of the company.’

	‘You have a bias to action and avoid analysis-paralysis.’

	‘Flexibility is more important than efficiency in the long term.’

	‘Titles are not very helpful.’

	‘Compensation should be about external market value, not internal parity.’

	‘Individuals should manage their career paths, not the company.’

	And the best one: ‘You focus on great results, not the process.’
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The original is a 125-slide deck, and it is pure gold. It is worth reading and absorbing, and while it would be difficult to incorporate every one of the maxims into our own organizations, some of them can definitely be considered. This has definitely proven true in my own personal experience working in born-digital companies, technology companies and legacy companies transforming into digital, I have found my own doctrines of what defines a digital culture.

Much like the ten commandments of digital transformation, I have distilled the most useful and effective of them—the six shibboleths of digital culture.

The six shibboleths of digital culture


	
View the world not only in atoms, but in bits
We are moving from a world of atoms to a world of bits. While tangible, hard goods will always be produced, they will be managed and controlled by software and algorithms—the bits. It is no co-incidence that the legendary Marc Andreessen put out his now very famous statement that: ‘Software is eating the world.’ You can see this in almost every industry—auto, computing, video, books, music, finance and banking, you name it. As leaders and employees, we need to understand and adapt to this, both in terms of skills and culture. In auto, for example, we have to learn how to build software which will provide mobility-as-a-service across all brands and transportation options, beyond manufacturing automobiles. In tractors, we have to learn how to build Trringo.



	
Be innately curious, do not fear failure
We have spoken enough about failure earlier. The curiosity part is what is vital here. I have seen, in my experience, that digital leaders are insanely curious about new things. In fact, the legacy company CEOs I have encountered, who transform their companies best are innately curious about everything. It is this childlike and egoless curiousity about learning and studying new start-ups, business models and technologies that brings in the experimentative and risk-embracing mindset.



	
Be experimentative, collaborative and fluid
Many times, the more experienced we become and the more successful, our mindsets and behaviours get suffused with a great deal of rigidity. We develop a ‘way of doing things’—a way which has been successful for us, so far. Great transformative leaders, above all, are flexible.

My favourite example of this, and I have spoken of her before, is Mary Barra, the CEO of GM. As we saw, she is emerging as a great transformative leader in her own right, moving her gigantic company from ‘numbers of cars sold’ to ‘number of miles driven’—a truly fundamental change. Not many people associate Mary Barra with GM. In fact, her father also was a career GM man! Imagine the rigidity which could develop in someone with that heritage and background, of working for two whole generations in one single, successful company. But Mary Barra has not let that make her rigid; it is her flexibility and fluidity which is making her transform the company.



	
Be radically transparent
The stark fact that separates digital and legacy cultures is the transparence of digital companies. I am specifically referring to internal transparency with employees and internal stakeholders. A very successful, new age software company that I advise, Thoughtworks, puts up all its processes and work-plans on massive white boards on their walls. Everyone can see what is happening, what worked, what failed—the entire team, other teams, customers who walk around, and even the janitor who cleans the building after hours! Anyone can bring in their phone and photograph anything they want. Far from being close-lipped, the company brings in people to look at the recipe of their secret sauce and in fact uses it as a great selling tool.

Watch Netflix put out its culture slides, or even someone like Microsoft putting out open source software for free on Github (it is the largest contributor there). In fact, transparency is used by digital cultures as a competitive advantage. You put out your unfinished product, warts and all, out there and actively solicit feedback and flak from customers and competitors alike. Then you use that feedback to improve and perfect the product. Co-creating a product with customers will give you a competitive advantage. Remember, you cannot co-create unless you are radically transparent.



	
The only hierarchy is of competence and knowledge
If you roam the hallways of legacy companies, it is very easy to know who is more senior. It is not only the competence or experience or age or expertise, it is also the size of the offices, the plushness of the sofas and the number of secretaries. In born-digital companies, these trappings of seniority do not exist—in fact, they are often looked down upon. The CEOs and founders famously sit in open office plans along with everyone else. What denotes hierarchy and seniority is often competence and knowledge and not the number of years spent working. (Again, this is a generalization. There are large digital companies with sofas and carpets, and there are large legacy companies where CEOs sit in open offices. However, as a trend, digital companies have far less conventional hierarchy than legacy companies.)



	
Culture flows top-down
This, probably, is the most important shibboleth of them all. The CEO or the leader of the company sets the culture of the company. Period. Culture is not something that is a sum of all parts; the company culture gets formed in the image of the leader. The obsession for customer centricity and detail that Jeff Bezos has is what Amazon has incorporated, while Apple stands for Steve Jobs’ emphasis on design and simplicity.





So, we have now addressed why culture is important and explained digital culture. Now the obvious question is what do we do about it. This is perhaps the question I am asked most often by curious, and sometimes, frustrated CEOs. The next chapter, which talks about a high-level methodology to implement digital transformation, will address this in greater detail.

We have seen that digital companies are not distinguished by the products they build, or the technologies they flaunt—it is the culture and DNA that marks them out. A culture which encourages experimentation and celebrates failure, where people are encouraged to ‘break things and move on’, and where ‘done is better than perfect’. It is a culture of hustle and innovation, of managing ecosystems rather than competition and building products which create cult following among customers, much like our God Shiva.

In all my years of being immersed in digital transformation, I have learnt one thing: digital transformation does not happen in the cubicles of an organization or plant. It does not happen in the management retreats, and never ever in the board room. Digital transformation happens between your two ears—it happens in your head. If you can make transformation happen there, the rest of it will automatically happen

Sometimes Shiva’s tandava has to be performed. It is the most difficult part of digital transformation, also an art as well as a science, and it is no wonder that Shiva is a mystical god. It is also not coincidental that Shiva’s consort is Parvati, the goddess of power, destruction and most importantly, transformation!

While there are many important levers and aspects of digital transformation, the Holy Trinity is sacrosanct and must be followed in different forms and manners. In Hindu mythology, however, there is a school of thought where Shiva is considered to be all three by his devotees—the creator, the preserver, and the destroyer. While I am not sure of the veracity of these claims, it’s certainly true that for digital transformation, these three roles need to be melded. This is true in Hindu mythology, it is certainly true in digital transformation. It is no wonder, if you think about it, that Shiva is also associated with time, and particularly as the destroyer of all things. Nevertheless, Shiva is also associated with creation. In Hinduism, the universe is thought to regenerate in cycles (every 2,160,000,000 years). Shiva destroys the universe at the end of each cycle which then allows for a new creation.

As an organization, though, you cannot wait that long. So, in the next chapter, let us delve into how to make digital transformation happen.
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How to Digitally Transform Your Legacy Company



‘When the digital transformation is done right, it’s like a caterpillar turning into a butterfly, but when done wrong, all you have is a really fast caterpillar.’


George Westerman



In the last chapter, we saw that Hindu mythology believes that every couple of billion years or so, the universe transforms itself and regenerates! The universe might have all the time in the world, but our customers and the stock market are not that patient. Neither are our nimble digital competitors. Legacy companies therefore have a little less time than a couple of billion years to transform before they fall into trouble. Another interesting fact about Shiva is that he destroys the universe at the end of each cycle in order to allow for a transformed new creation. Therefore, it might be better to think of him as the god of transformation instead of destruction.

We also learnt that this god of transformation is mercurial, difficult to manage and understand, and temperamental enough to dance the tandava at the slightest provocation. Real digital transformations are something like that, and so one needs the ability to manage people and their temperaments, have the gumption to destroy in order to recreate, and have an infinite reservoir of patience.

The earlier chapters described the why and what of digital transformation. In this chapter, we will focus on the how. As I wrote in the introduction, this is not a ‘how to’ book. So, the chapter will not go into the intricate details of how to turn about a digital transformation—the checklists, the processes, the templates, etc. But we will look at the ‘how’ at a higher level—the advice from gurus and the experts in the field, and my own simple practitioner’s view.

BCG’s head-heart-hands framework

In a paper on simpler ways to address digital transformation, BCG delineates the head-heart-hands method. In this study, Jim Hemerline, Julie Kilmann and Dave Matthews of BCG studied and interviewed more than a hundred companies which had undergone digital transformation initiatives.

The top three challenges they found were:


	How do we create our vision for the future and identify the priorities to get there?

	How do we inspire and empower people?

	How do we execute amid constant change?



The above are pertinent questions that every company going through a digital transformation faces. BCG takes the example of Microsoft, as it transformed from a Ballmer-era software company to a Satya Nadella-era cloud and services powerhouse. I spent many years in Microsoft mostly during the former Ballmer era and through some of these challenges.

Here is how BCG explains the head-heart-hands framework of digital transformation:


The Head: envision the future and focus on the big rocks


This is where leaders leverage their strategic thinking, imagination and customer-knowledge to forge an aspirational vision of a digital organization. Then they communicate a strong case for this change to happen, both internally and externally. The interesting thing that BCG points out is that earlier, in a much more predictable world, the change agenda could be distinct from the daily rhythms of the business, and its quarterly demands. Today, however, the vision and actions towards those need to be continuously revisited, updated and iterated. As my senior colleagues in Microsoft used to say, ‘You need to transform the plane, even while it was flying in the air.’


The Heart: inspire and empower your people


In any transformation exercise, you look at people in two ways: either as an expendable resource to use as a means to an end or engaged and motivated stakeholders who will carry you and the company to its goal. Needless to say, the second way is the right way to make transformations happen. To make this a reality, BCG says that a company needs to create some ‘heart practices’. This involves articulating and internalizing the company’s purpose, creating an empowering culture, caring for people disrupted by change, and exercising a more holistic form of management.


The Hands: execute and innovate with agility


During a transformation, we are not only executing the usual things better, but also doing new and untried things. The future is unclear, the present is constantly changing. Hence leaders need to innovate at the same time they execute, and be agile, rather than be a waterfall (more on this later in the chapter). Capabilities need to be built alongside carrying out the transformation, not as an afterthought. Rapid prototyping, A/B testing, building proof of concepts and pilots is the way to take strategy to action in an agile and rapid manner.

BCG’s survey revealed that this approach to transformation is optimally effective only if all the three Hs are fully deployed and therefore need to be looked at as a holistic, parallel system. One cannot do only one or two of them and ignore the third. As per their metrics, ‘96 percent of the companies that fully engaged the three elements achieved sustained performance improvement, a rate nearly three times that of companies that did not engage all the elements.’
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 To me, the more interesting part was their second finding: when asked which of the three elements had the highest relative importance and consideration, the head consistently got the highest rating, followed by the hands. Not surprisingly, the heart came last! In my mind, and asserted by BCG as well, it is actually the heart which should have the maximum focus and should be ‘the metaphorical centre of this holistic approach, and source of inspiration and power’.
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As I thought more about it, I realized that the head is Brahma, the creator; the hands in many ways are Vishnu, who works hard to preserve; but the heart is Shiva, the destroyer, the people. And we know that Shiva needs to be supreme and central to any transformation.

The McKinsey way: ten guiding principles

McKinsey outlines ten guiding principles.
3

 The figure below describes it well:




They describe these ten principles, or virtually a ten-step process, through a financial services framework (specifically insurance), though in my opinion this can be extended to pretty much any sector or industry.

Stage one Defining value: understand the ‘bigness’ of the effort


	
Secure senior management commitment
In a way, this is similar to my first commandment, leadership vision and commitment is key. I have been involved in multiple digital transformations over the last few years. Some of which have been successful, while some have been anything but a success. As I look back and analyze, the message is stark: every unsuccessful digital transformation did not have the ownership and involvement of the CEO. As McKinsey says, ‘Any transformation will be dead in the water if it does not have the commitment of the CEO and the leadership team.’
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 And it is not about the CEO just mandating one it is about communicating it and making everyone own it. GM has had Mary Barra fully involved and owning it, Burberry had Angela Arhendts. I can think of a Mahindra example where the CEO unfailingly spent two hours every week with us reviewing the minute details of the progress.

As I tell my prospective clients, if they do not have the CEO’s buy-in, they may as well do their transformation next year.



	
Set clear, ambitious targets
Similar to my second commandment, transformation needs to create business value; there is no transformation if there are no clear, ambitious targets. As per McKinsey, this helps in three ways: it signals the ‘bigness’ of digital, prevents backsliding when things become difficult (as they inevitably will), and it imposes a discipline on which initiatives to prioritize. As laid out earlier in the second commandment in Chapter 2, the targets/metrics need to be about costs, revenues, profitability, customer satisfaction or employee engagement.



	
Secure investment
This is the single biggest issue that most executives face; I can subscribe to that since I have faced this umpteen times too. Digital transformations begin with much enthusiasm, but dwindle off as leadership realizes how much it is going to cost. Very few CEOs put money where their mouth is. Digital transformations, like any other transformation, requires millions of dollars in investment. McKinsey gives the example of European insurer Axa, which invested €950 million over just two years. McKinsey also states, ‘that investment is likely to result in lower profits for a while—but without it there is a serious risk to profits in the longer term. Importantly, companies will need to allocate investment both to improve the current business and to build new businesses as the insurance model evolves.’ A very senior leader in the auto industry once told me—‘It costs me between Rs 600 crore to Rs 1000 crore (approximately between $80 million to $140 million) to build a new car platform in India. I need to think of the same magnitude, or more, when I look at digital transformation.’





Stage two Launch and acceleration: launch digital initiatives, and build a culture to sustain them


	
Start with lighthouse projects
What McKinsey calls lighthouse projects I call low-hanging fruit. These are the projects you do early, which have the potential of substantial impact, incur comparatively low costs, have less risk and are more doable. Success of few of these help win broad-based support, create learnings and momentum and also make the leadership look good, thus ensuring their support.



	
Appoint a high-calibre launch team
While this is obvious, it is something very few companies pay attention to. They think this can happen later, after the strategy and the technology bit are done. Another problem is that even if companies take the step of appointing a team upfront, they often make a big mistake: they appoint people who have other day jobs. Therefore, the need for a CDO—a person who owns digital transformation as her day job. We will talk more about the role of the CDO later, but the fact is that large digital transformations need a good team, led by a competent leader, all entirely focused on digital transformation as their deliverable. As per McKinsey, the launch team should include data scientists, scrum masters and developers. The question is how to get these, and this is where the ‘people get people’ bit comes in, as well as other tricks such as ‘acquihiring’ a team—or acquiring a company just for the talent of the founding or senior management team, which can sometimes be more effective and efficient than hiring and building a team.



	
Organize to promote new, agile ways of working
Digital transformation needs a different and agile organization design, as well as a different digital culture. Both need to be built. One way is to build it internally within your current organization. The other is to build a separate digital unit. This is often a conundrum. The former is the right way to do it, but extremely difficult and time consuming. The latter is a faster, easier way to build a digital organization, and get the right talent, but then it is some distance away from the core organization, and there is a danger of the main organism rejecting this foreign body.

I have faced this dilemma in pretty much every digital transformation I have been involved in. My answer is to build a separate digital unit, but to do it through a hybrid approach, with both internal and external people staffing it. However, most times, the leader of this is external talent. Although some times, this digital unit needs to be reintegrated into the main organization.



	
Nurture a digital culture
Building a digital unit is one thing, building a digital culture is another, much larger, problem. In the previous chapter, we tried to define digital culture. The bigger issue is how to build it. In a large, legacy organization with a history and culture set in stone, one needs to take fairly strong and sometimes radical steps to effect this culture change. Some steps will be soft (dress code, conversations, building awareness), but some steps need to be hard (changing key result areas, or KRAs, which impact compensation and bonuses, appointing change management consultants, etc.).





Stage three Scaling up: sequencing, building capabilities and adopting a new operating model


	
Sequence initiatives for quick returns
McKinsey points out that ‘sequencing with a view to quick returns is key to building scale fast. The more value a transformation captures as it progresses, the more it becomes self-funding and the greater the support it garners’. There is a conundrum here too—whether to sequence activities and execute them in that sequence, or to let a thousand flowers bloom. Both methods have their proponents. In my experience, there is no right answer; it depends on the context. Most of the time, sequencing works better if there is already a benchmark transformation you are following, and it also works better a little later in the transformation journey. In the initial stages, and also where there is no precedent in industry, I believe that the ‘thousand flowers’ approach is better. The other way to determine this is the resources available—less resources automatically imply a sequenced approach.

As we will see later, I usually use a very simple ‘impact-doability’ matrix to prioritize initiatives.



	
Build capabilities
Easier said than done. But the only way to sustain digital transformation and make sure it is a real transformation, and not just a series of initiatives is to build capabilities. Capabilities like new skills, new integrated IT systems, analytics, product management, solution design and design thinking, recruiting, and many more. Let’s take product management for example. This is not a role or a skill familiar to legacy companies, but is a core and important position in all digital and technology companies. The product manager bridges the divide between the market (consumer) and the product. Like the Roman god, Janus, who has two heads facing opposite directions, the product manager needs to be an expert in both the UI, UX and some tech of the product, as well as be able to understand the consumer and market. He or she owns the product, end-to-end. This is a difficult skill, and product managers, unsurprisingly, turn out to be the best paid talent in digital companies.

‘Ultimately, however,’ says McKinsey, ‘it will be important to help all employees rethink the way they work, as the end result of a digital transformation is the establishment of a company-wide agile operating model.’



	
Adopt a new operating model
I believe this is the holy grail. As McKinsey points out, ‘Whatever structures a company chooses initially, it will reach the stage when only a fundamental organizational redesign will do.’

There is a very fundamental organizational design reason why large legacy companies often fail at innovation and transformation: Large companies are designed for efficiencies at scale, not for innovation. Start-ups, on the other hand, are designed for innovation and not for scale and efficiency. That is why an overwhelming majority of start-ups fail to scale, and why an overwhelming majority of large organizations fail to innovate and change.

Therefore, the long term solution for a successful and sustainable transformation is a new operating model, backed by an agile organization design.

‘That is why,’ says McKinsey, ‘companies will have to lean away from a traditional matrix structure with rigid functional boundaries if the transformation is to succeed. They will need a network structure, organizing around sources of value, with product managers empowered to make decisions with implications that cut across functions. Teams will not be permanent. They will be dissolved when they capture the value at stake, then regroup around new sources of revenue growth or cost reductions.’

For the final external model of digital transformation is where we go back to George Westermanm’s Leading Digital
 co-authored with Didier Bonnet of Cap Gemini.
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 The model (digital transformation framework) below is a combination of their efforts.








This model suggests you focus on three building blocks:


	Transforming customer experience

	Transforming operational processes

	Transforming business models



This is the Cap Gemini holy trinity, and it differs from mine in one aspect: I replace the operational processes with people and culture. In Chapter 4, where I introduced my Holy Trinity of digital transformation, we discussed the importance of operational processes, and the reasons I did not keep it. The people and culture part are suffused throughout the Cap Gemini model as culture, governance, vision, skills, etc.

Transforming customer experience

There are many models in literature on how to transform customer experience. One of the more popular ones is by Westerman and Bonnet, who say that there are three ways to transform customer experience:


	Customer understanding—through customer journeys, analytics, digital media.

	Top-line growth—using technology to enhance in-person sales conversations (for example, mobiles/tablets rather than slide decks), data-based personalized sales, transforming showrooms and stores.

	Customer touch points—through social media, community management, self-service, video, AR/VR. For example, the car showroom of the future will look more like Tesla’s with one car, and multiple video screens than the current large ones with many cars.



Transforming operational processes

This is the mundane part of transformation where huge efficiencies can be realized as processes are transformed through process digitization, worker enablement and performance management.


	Process digitization: Everything that can be automated is being automated and probably should be. RPA is one of the coveted fields in digital transformation, and companies like AutomationAnywhere are growing exponentially catering to this. Another example that Westerman and Bonnet give is that of a manufacturer who is centralizing and automating the HR function, allowing economies of scale through self-service while freeing HR people to ‘focus on enlarging manager skills, rather than counting days off.’

	Worker enablement: This is about collaborative tools like Slack, Asana, etc., which cut costs, and more importantly increase collaboration and knowledge sharing

	Performance management: The IoTization of assets and processes, and the analytics of data that spews out from these, allows for much better predictive maintenance and performance manager.



Transforming business models

We have spoken a lot about this, especially in Chapter 4. As per Westerman and Bonnet, there are three building blocks here:


	Digitally modified businesses—about keeping your existing channel and enhancing it by a digital one. A grocery retailer also having an e-commerce store is one example of this.

	New digital businesses—these are completely new business models, like the ‘Uber for tractors’ or other platform business models.

	Digital globalization—involves using digital technologies to make shared services or supply chains or manufacturing global.



However, much like the ten commandments, Westerman and Bonnet also assert that focus is important, ‘No company we studied is transforming all nine areas at once,’ they said.

We have looked at the BCG Model, the McKinsey Model, the George Westerman–Cap Gemini Model, and each of them have their strong points. A thorough literature search will reveal many other models. Bain and Company, Cognizant, Infosys, all of the Big Fours, IBM, and many others have them. In fact, BCG and McKinsey have models other than the above. Sometimes, it is easy to get lost in all of them while trying to figure out what is apt for your business.

Customer-centred model for digital transformation

Through my years in digital transformation, I have used my practitioner’s experience and borrowed from the best of them to create my own. It can seem a little counter-intuitive when compared to others. For instance, it is upside-down. Most models talk of recruiting teams later down the line, I start with it. It is also perhaps inside-out. Most models start from the inside where they talk of measuring your internal digital capabilities first; mine starts with the customer journey and then comes in. It is also a very leveraged model, with very few external consultants and many people from within the team. Many times, an external consultant gets in lots of great resources to execute the transformation. This makes things happen fast, but it has the danger of leaving the client high-and-dry when these external teams withdraw. The success of my model, on the other hand, is based on the client not even noticing the exit of external teams when they finally withdraw.

The diagram below explains my thirteen-step upside-down, inside-out model. The numbers on either sides represent the estimated timeframe in number of months.




While you can think of the steps as sequential, many of them happen simultaneously, and try to follow the agile philosophy. Let us look at these steps in detail.

Step 1: understand vision, aspiration, funding, CEO sponsorship; and build digital vision

The purpose here is to understand the opportunities, threat perceptions, internal organizational and other problems, and to articulate the timeframes and vision as understood and articulated by the board and the CEO. It is also important to understand the investment and funding outlook and sources to get an idea of their risk-averseness and size and scope of their expectations.

There are a number of things one needs to do here. Brainstorming together on a digital vision, which dovetails with the company vision, obtaining explicit sponsorship of the CEO/founder, one-on-one meetings with CEO/key board members/founders and key senior CXOs, talks with the leadership team and multiple follow-up meetings with CEO/founder and sponsor.

This is a critical step—the talks, as well as conversations, are perhaps the most important component. The ‘talk’ helps put people on the same page and the one-on-ones need to be frank and direct. CEO sponsorship is non-negotiable; if there is no sponsorship, then there is no digital transformation. One needs to ensure that management puts money where their mouth is and does not get a sticker shock later.

Step 2: build digital SWAT team(s)/squads

There needs to be an internal, empowered team dedicated to carrying out the digital transformation, ideally led by a CDO. This team owns the transformation and reports to the CEO/sponsor. The team is a mix of internal and external people; the more the internal people, the better. The external people could be external hires or consultants. In the American armed forces, the SWAT team is the one that tackles high-risk, high-impact jobs with speed and accuracy. In an organization too, we need to build a team like that. It needs to be a cross functional team, representative of all functions. Each functional head nominates a team member, and that team member is responsible for the functional head involvement and buy-in. Sometimes it is imperative to appoint external experts with digital transformation experience.

This model is a leveraged model. Usually, consultants get large, expensive and experienced teams from outside who do most of the heavy lifting and the work. In this model, we reverse this. The internal teams do the heavy lifting and the core work; the external advisers/consultants provide guidance, navigation, credibility and support.

It is ideal to have a CDO upfront, but many times it is not possible. So, initially have a team leader and start the CDO hiring/identification simultaneously. The team works in an agile manner. It is integrated with the larger organization, yet separated from it

Step 3: customer journey mapping

Here we map the as-is and ideal customer journey. It is imperative to work with a credible design thinking partner/agency for the same. There are many design thinking agencies available. There are large global ones like IDEO, large national agencies, agencies which combine good process work along with design thinking or even agencies which approach design thinking from an advertising or creative viewpoint. It is important to select the right one for your business this is where the external expert can help you.

Step 4: benchmarking

The SWAT team does a secondary search of their industry as well as some other industries on digital transformation benchmarks. Benchmarks are around metrics, leadership, business models, methodology, results, etc. Sometimes this step requires getting in an additional expert/consultant just for this phase. Physical visits to some benchmark companies are also recommended.

It is very important to understand that the best ideas and examples come from sectors which are NOT your own. For example, digital innovations and transformations in the banking sector can be great learnings for the retail industry.

Step 5: hire leadership (CDO), allocate place of work, fix governance

This step will decide, more than any other, the success or failure of the transformation exercise. The CDO or equivalent appointment is important, and we will talk more about the role and kind of CDO later in the chapter. Fixing a workplace is very important as well and needs to be of a particular kind (hint: co-working spaces). It is recommended that we use an external expert to help HR to hire people and to design the workspace. The workplace needs to be close to the large organization, yet not subsumed in it. It needs to be designed differently and look different. To get a good idea, it is recommended that we visit the nearest WeWork, or any such co-working space.

The single most important part of this step is the governance, so spend adequate time and bandwidth for the same. Governance includes leadership, frequency and calendaring of meetings, kind of meetings, budget approval processes, etc.

Step 6: gap analysis

This is a detailed analysis to understand the gaps or differences between the current customer journey for which the organization is built and the actual customer journey which the customer traverses. Design thinking consultants or partners can be used for this exercise, and their usual methodology is a one-or two-day brainstorming workshop. The workshop would go through several steps—brainstorming, mind mapping, concept development, etc.

Step 7: solutioning and bridging the gaps

As evident, this is the heart of the model. The purpose here is to figure out how to create new products, or new business models, or even tweak existing processes and methodologies to bridge the inevitable divide between the existing and ideal journey. Usually, this involves a two-day brainstorm offsite with the core and extended team. Expert facilitation is critical, as managing this exercise efficiently and effectively is a skill in itself. It is important to get people who are not steeped in existing processes, systems and ways of thinking. So it make sense to bring in a few younger people into this exercise.

Step 8: digital roadmaps and budgets

The final result of the brainstorm needs to be an accepted and signed-off digital roadmap (which is a list of initiatives placed on a timeline). The inputs into this step often draws upon the output from the design thinking work and the external benchmarking. The next logical step is to sequence the roadmap. The roadmap will usually be a three- to five-year one, and sequencing is usually done using a simple impact-do ability matrix. The high-high on the matrix are a given to be done first; the next should be high doabilty-low impact.

Finally, budgets for each step and therefore estimates for the entire roadmap need to be built and approved. Budgets for some of the earlier initiatives will be more exact; the rest can be estimates for a board level approval. Budgets need to be in terms of $$$, people and infrastructure.

This is the most ‘political’ step since it involves huge amounts of money, resources and time. Expert navigation, credibility and sponsorship is required here.

Step 9: agile pilots

Run simultaneous pilots for about two to five initiatives in an agile manner. For example, an auto buyer’s customer journey could yield three to five very actionable ideas. Rather than trying to choose one of them and building the full kahuna over a couple of years, it makes more sense to design quick six-month prototypes or pilots around all of them. Have clear metrics around measuring success of the pilot (financial metrics, performance metrics, time taken, etc.). A tech partner is usually needed since the internal IT/tech bandwidth usually cannot handle the load as well as the agility. It is preferable to work with external partners, with involvement/oversight from internal IT/technology teams. Allocate sufficient time—a pilot can take between three and nine months

Step 10: scale successful pilots

Some pilots will succeed, most will fail. So build out plans to execute successful pilots. Identify the organizational owner for successful pilots and hand over the scaling to the identified organizational owner for build-out. Some people in the SWAT squad can also be transferred back, if required.

It is important to set expectations that many pilots will fail and that is okay. In fact, if all pilots succeed, you are doing something wrong! It would mean the pilots are not ambitious enough. Scaling takes time, so it is important to budget for it.

Step 11: sustain the momentum

This is the weakest link in the digital transformation chain. This is where fatigue starts to set in, and the real magnitude of the effort starts to bite. Friction with current organization also reaches a high point. Therefore, this is where CEO leadership and sponsorship need to step up and be counted. The biggest problem in the weakest link is the consistency of leadership. The CEO who started the exercise needs to stay until it is complete. If not, the board needs to be the sponsor and remain steadfast in carrying this through. It is also important to have effective and frequent communication from the leadership.

The only practical way to sustain the momentum, besides leadership backing, is to quickly transition to steps 12 and 13, since those are the ones which build a permanent structure around the foundation already built.

The CDO position now needs to become a line position, with clear revenue and profitability responsibilities, rather than a staff position.

Step 12: build digital culture

Building the right culture is perhaps the most difficult, and time consuming, of all the steps. It is not a technology quick fix, or just about hiring and firing lots of people. Culture, as we saw, flows downwards from the top, and that is where the building must start. The difficult part here is about actually changing mindsets and wading through all the baggage accumulated over years of success. We will address this in more detail in the section right after this one.

Step 13: build new capabilities

Building these is a simultaneous exercise, and includes building infrastructure, workplaces, IT infra, digital technology and solutioning skills, design thinking, product management expertise, agile expertise. This involves a lot of hiring and workplace changes and the chief human resources officer needs to play the lead here. The bulk of investment is in this step, so it is where board and CEO supervision and push are needed the most.

To build a digital culture

I tried to define digital culture in the previous chapter through my own six shibboleths, but it is an incomplete definition at best, since culture is such an amorphous, intangible and difficult-to-define concept. I draw a bit from a concept in Hindu mythology here too, this time from the mystical Upanishads: ‘neti, neti’, which translates to ‘not this, not this’ or more contextually, ‘neither this, nor that’ is about defining something which cannot be defined by saying what it is not, rather than what it is. Digital culture is not rigid, not hierarchical, not risk-averse, not the usual. So, often, creating a digital culture is about destroying what exists in the culture today, and overcoming cultural barriers.

Julie Goran, Laua LaBerge and Ramesh Srinivasan describe three steps to overcoming cultural barriers in McKinsey Quarterly July:
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Support from the top:
 While this requires complete CEO buy-in and often appointing a CDO, ‘truly changing culture requires that support for a digital reinvention flow through the management hierarchy right down to every front-line employee, so the full organizational pyramid is tuned towards digital. All leaders need to shift their style from top-down decision-maker to coach.’

	
Removing silos:
 As we discussed in the model above, McKinsey reinforces that ‘digital winners create so-called “squad” teams flexibly deployed across the organization and focused on end-to-end customer journeys rather than locked into a single department or function . . . this ensures that responsibility always resides within the equivalent of a small to medium-size business—a more agile model than a global, multi-tier organization.’

	
Breaking through risk aversion:
 In the digital world, we have realized that, the single biggest risk is not taking risks. ‘Companies standing still are the ones that lose the most from digital disruption,’ say the authors.



If I draw upon my experience, half of my time in any digital transformation has been completely spent on the culture part of the equation. Many times, I have used the following simple table, borrowed from Michael Krugman in CXO talk to try move to a culture:




Some of these, while self-evident, are very powerful. Talent is an obvious one. Most legacy companies, driven by their own internal parity constraints, hire large teams at low cost per person. Digital companies, on the other hand, tend to hire small teams with high cost per person for a similar role/task. This concept extends to meetings—large meetings are commonplace in legacy companies, digital cultures hold stand-up ‘two pizza’ meetings. If you go to Thoughtworks (the software development company I spoke of earlier) in the mornings, you will see a bunch of four-to-six person groups doing quick stand-up meetings, talking through the project plan, the issues which arose yesterday and if and how they were resolved, the priorities and possible roadblocks for today, etc. Standing up ensures that the meetings do not last long, usually fifteen to twenty minutes is the average. Refer to Jeff Bezos’ two-pizza meeting principle mentioned earlier, in which a meeting should not have more people than can be fed with two pizzas.

The agile methodology of software development (a lot of it driven by Thoughtworks, the software development company I spoke of earlier) was a revolution in building software. This is opposed to the ‘waterfall’ method of development. As the name suggests, a waterfall method is sequential—you complete one task, test and debug it, and then start the next. Project management, or even organizations, can be run through either an agile method or a waterfall method. Legacy companies usually work in a waterfall way—sequential, risk-averse, with a drive for perfection. Digital companies tend to work the same way they develop their products—iterative, simultaneous, embracing risk, and sacrificing perfection for speed.

Consider the ‘bring the showroom home’ product that was built by Mahindra Auto, as described in Chapter 5. One of the reasons that it took only a few months to build a prototype and demo it was that it was built in an agile manner, with cross-functional teams and squads working in a very ‘digital’ way.

The soft/hard way for building digital culture

In my experience, I have come to believe that you need a combination of softer, more emotional and intangible methods, along with harder, tangible and measurable ones:

Soft methods


	Conversations: Do not underestimate the power of long, engaging, intense conversations. You need to come in with the credibility, knowledge and experience, but these conversations—both structured and unstructured—with CEOs and founders are perhaps the most effective way for changing their mindsets, and therefore, the organizational mindset and culture.

	Relationship building: Similar to having conversations, but more long term and involved. My most effective culture change conversations have been over long dinners, walks and drives as we built a mutually trusting relationship. Invest in relationship building and trust; this goes a long way to alter mindsets and culture. This is with the CEO sponsor as well as with key CXO stakeholders

	External expertise and evangelization: While this might sound self-serving, it is important to engage an external expert to come in and evangelize digital transformation and put everyone on the same page An adviser is very different from a consultant—the adviser sits on the side of the company management and fills the expertise and credibility gap there; a consultant is an external entity retained by the management (and the adviser) to bring external expertise and execution.

	Using PR: This is also a bit self-serving, quite undiplomatic and extremely effective. It is very useful to build a great prototype/product of a low hanging fruit, using some leading-edge technology and methods, and then tom-tom this internally and externally. Great PR (internal and external) of a genuine achievement makes the CEO and the employees look good, helps secure board and funding support, and helps build a momentum as well as expectations. Leaders use this method very strategically and effectively.



Hard methods


	Examples and case studies: The more management reads about digital transformation examples and case studies, especially from their own industry, the more informed and prepared they will be. I had a cadence put in my Outlook calendar—send a contextual and interesting article or case study every fortnight to relevant people in the organization

	Digital leadership programmes (DLP): This is a very effective learning and development (L&D) methodology to institutionalize culture building, especially in the leadership (from where, if you remember, culture flows downwards). There are many ways to do a DLP and structuring an effective one requires some experience and expertise. DLPs can be expensive, and so a lot of thought needs to go into building one. A typical DLP will include classroom training, a university affiliation (Stanford and INSEAD are favourites), a trip to Silicon Valley or China or Israel to see how it happens, experience sharing by start-up entrepreneurs and professors, etc.

	Executive coaching: As I said in the earlier chapter, digital transformation happens between your two ears. So, to make this happen, you need to work on your mind and mindset. One effective way to make this happen is to have executive coaches for the CEO and the rest of the senior leadership. Again, at the risk of sounding self-serving, this is something I realized a few years ago, and went and trained myself as a formally, accredited executive coach (professionally certified coach [PCC] from the International Coaching Federation [ICF]). This was not to build a career as an executive coach but to add to my toolkit for enabling cultural change in legacy organizations.

	Reverse mentoring: This is something a few organizations (Hindustan Unilever comes to mind) have done effectively. The concept is to assign younger, millennial employees who are digital natives to be the mentors of the CEO and leadership team, so that they can inculcate the leadership in how younger customers think, behave and act. While most of the leaders know Instagram, Snapchat, Insta Video, etc., reverse mentoring helps them learn these a lot better, and helps them absorb the zeitgeist besides learning how frustrating Snap is!

	Changing KRAs: To me, this is the harshest and perhaps the most effective method to enforce a new culture. In any transformation, the KRAs of the CEO, the leadership team, the functional leaders, the team directly involved in the transformation, and even the team not directly involved in the transformation, should have the deliverable metrics of the transformation reflecting in their annual KRAs! The KRAs are linked directly to compensation, bonuses and promotions. In my mind, this is the single most effective hard tool to ensure success, and I would go as far as to say that if you cannot do this, do not start your transformation exercise.

	Symbols: Culture and symbolism are directly related. Open plan offices are as much about giving a signal to egalitarianism as about ensuring collaboration. So are common dining areas. Do away with separate elevators or rest rooms for senior management and others—you will still find them aplenty in legacy organizations. Remove the biometric attendance recorders; if you do have them, let them be used by everyone. The CEO has a thumb too! Dress code is an important symbol. Netflix’s legendary dress code or clothing policy says: ‘We also don’t have a clothing policy, yet no one has come to work naked.’ My hero Mary Barra changed the GM dress code policy to these two highly empowering words, ‘Dress Appropriately’! I took this to heart, and in my entire stint as one leading a digital transformation, I used to wear jeans to work every single day. I am not a huge fan of jeans, in fact, they can feel pretty hot and constricting in the Indian summer, but it was the symbolism that mattered in a culture much more used to formal dressing.

	Getting an external consultant: Finally, if you recognize that you do not have the expertise, and it will take some time building one, get expertise from outside. This need not be only the expensive global consultants. In my experience, it is best to get someone who has been there, done that.



Does your company need a CDO?

While doing research for this book, I learnt an intriguing fact. At the end of the nineteenth century, I believe, many companies employed a chief electricity officer (or a similar name) to ensure the supplies and electrification of their businesses, of what was a new industrial commodity. Not surprisingly, no company had a chief electricity officer a few years later since electricity was omnipresent and a given. No company could run without it. A few years later, predictably, none did. I have reason to believe that the CDO role is something similar.

Almost every consultant or expert you talk to believes that there is a clear need for a CDO if you are going to go through a digital transformation. I believe so too. The reason is simple. Organizations are structured vertically into silos to ensure maximum efficiency and effectiveness. The customer, though, moves horizontally across the organizartion chart. Digital transformation needs to follow the customer, and is thus horizontal too, cutting across silos and fiefdoms. Functional owners have ‘top to bottom’ responsibility of their own silo; the only person in the organization who is responsible for ‘left to right’ is the CEO, and he is the real owner of the transformation. However, the CEO has a full-time job—running the company. He needs someone else, with the right skills who can be his top lieutenant, and make the transformation happen. That lieutenant is the CDO.

That is why the CDO also needs to report to the CEO. Many organizations I know have the CDO report to the CIO, or the CMO or the COO. This does not work, because then the CDO is siloed like her or his boss!

The role of the CDO

In early 2018, a bunch of CDOs in India had worked with Accenture to produce a CDO Handbook,
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 which outlined the following role of the CDO:


	Set a ‘reinvent with digital’ strategy

	Set the agenda in the C-Suite

	Manage implementation



McKinsey calls the CDO ‘transformer-in-chief’
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 describing his role as:


	Making digital and analytics integral to company strategy—working with other CXOs to shape strategy, create roadmaps, set metrics and create an internal brand to build internal excitement and momentum.

	Driving customer obsession (or centricity)—creating journey maps, and setting up tracking systems and measurement.

	Capability building—hiring missing skill sets, build analytics, conduct hackathons, inject speed into current operations (also as per capability building in the customer-centred digital transformation model).

	Building extended networks—with start-ups, experts, tech shops, mergers and acquisitions, incubators/accelerators, advisory boards, etc.

	Getting things done—pilot projects, low-hanging win moments, building alliances and teams.



Another debate is whether the CDO role is a permanent role or not. This is a fraught question with intense debate on both sides. However, I believe that at the right time, after capabilities have been built to a large extent, and the culture building and transformation momentum seems irreversible, the CDO role should be dissolved. The CDO can then become an invaluable member of the C-Suite, and her team integrated into the many businesses of the organization. Much like the chief electricity officer, it is not a permanent role.

The CDO role is a relatively new one, and so there are not many instances of what the CDO’s permanent role would morph into. Some organizations merge the CIO and the CDO role, and that is a possibility. In some cases, the CDO becomes the chief strategy officer. There is a strong school of thought that the right final role of the CDO should actually be the CEO, since the future CEO would need digital skills as a core.

In some sense, the CDO is an ephemeral avatar of Shiva: the one who disrupts. But one cannot disrupt forever. After a new universe is created, Shiva moves to another avatar, the Mahesh avatar, which is his peaceful non-disruptive form. So it must be for the CDO.
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Why Every Company Needs To Be A Technology Company

The technologies behind the transformation



‘The last time there was this much excitement about a tablet, it had some commandments written on it.’


The Wall Street Journal on the unveiling of Apple’s iPad


‘The guy who invented the first wheel was an idiot. The guy who invented the other three, he was the genius.’


Sid Caesar



Brahma, Vishnu and Shiva need some very powerful weapons, or astra
 s, to make high impact changes to the world as well as to fight many battles to enable and execute those changes. According to lore, Vishnu possesses the sudarshan chakra
 , the golden discus with 108 serrations, spinning constantly around his index finger. Once off the finger, it chases its target like a guided missile and does not return without annihilating them. Brahma has the brahmastra
 , which the texts describe as the ultimate weapon. Compared often to a very powerful thermonuclear bomb, it has the power to destroy everything—the earth, heavens and the netherworld. The brahmastra, thus, is akin to a new business model, which destroys the old one through immense concentration and meditation or can be given by a Guru who knows the correct incantations.

Fittingly, Shiva, the destroyer, has the most weapons. The pinaka dhanush
 was his powerful bow which an ordinary mortal could not even lift. Ekasha gadha
 , the mace, which could kill a million elephants in one blow. Rudra astra
 , the third eye of Shiva, which when open leads to untold destruction. Finally, the mighty trishul
 , the three-pronged staff of Shiva, holds the power to destroy everything in its way, and can be stopped only by Shiva himself. There are countless other weapons of Shiva which we gradually discover as we read more texts.

The Gods have their weapons, similarly you need powerful technologies when you try to digitally transform your business—AI, machine learning (ML), deep learning, IoT, big data and analytics, 3D printing, drones, robotics, augmented reality and VR. A few other names you will soon hear of are: quantum computing, DNA computing, bio-printing, smart dust and many others. Much like Shiva’s weapons, the more you look, the more of them you will find.

Quite exasperated, many CEOs often ask me a question: how does one keep track and understand this abundant influx of technologies arriving on an almost daily basis? No sooner have they understood and implemented IoT, 3D printing comes along as the hot new thing. They might have just understood the basics of AI and ML, and suddenly there is deep learning to figure out. They might have gotten their heads around drones and their CTOs start hyper-ventilating about blockchain. How do they keep up, how do they understand all this new stuff, how do they figure out whether this is relevant for their business, and then, if it is relevant how do they use them?

They seem to be plagued by the millennial concept of fear of missing out (FOMO). Will I miss out on a hot new technology while my competitor secretly adopts it, and when I wake up tomorrow morning, will my business be irrelevant?

The problem is that most of us tend to look at technology with the wrong lens. Whenever we hear about a new technology, we tend to get excited and swept away by the hype generated around it, and start scrambling around how to use it in our business. What I advise CXOs is that they need to go about it the reverse way. We need to know the problems in our business—both commonplace and existential—and then look at which of these technologies we can leverage to our benefit in order to solve our problems.

A very interesting example comes from PizzaHut. Pizza delivery companies have usually delivered their wares at home or in office and made a good business out of it. Most people these days, especially millennials, have a very loose concept of office—a co-working space, a café, a sidewalk, anywhere. They are out and about most of the day and go home only to sleep! They need their pizza not only when they are at home or at their designated ‘office’, but anywhere they might be—jogging, in a park, at a mall, in a co-working space. So, PizzaHut got a shoe built with a chip and a GPS in it. If you are wearing a PizzaHut shoe, all you do is to bend down and press a button wherever you are, and your pre-configured pizza comes to you! This is about using technology (in this case, location based services, communication, GPS) to solve a problem, rather than looking at available technologies as a hammer and looking around for a nail! We must recognize how lucky we are to have this veritable buffet of digital technologies available to solve our big problems which were not available to us even a decade back.

Pretty much like the weapons of the Gods described earlier, each technology is good for a certain set of problems. There is no brahmastra technology—a silver bullet which can solve every problem the business has. One of my all-time favourite tweets says, ‘Blockchain is the answer, now tell me the question.’ Blockchain, in this case, is not the answer to every question and is not the technology to solve every problem. The only brahmastra we have is perhaps the business model, and as we saw, a new business model is not a technology, but it is enabled by many of the technologies named above.

One of the reasons CEOs scramble to understand, adopt, and sometimes even force-fit these technologies to their businesses, is the fear of imminent disruption. As we saw in Chapter 1, every seven to ten years, an entire industry disappears to be replaced by something completely new and unrecognizable. We saw how that happened with video, music, travel bookings, parts of banking, mobile telephony, and many others. We see how it is happening currently with auto, financial services, large parts of retail and many others.

This is what CEOs fear and want to remain on top of. Usually, most CEOs believe that this cataclysmic disruption will come from the left field—a new start-up will emerge from a garage somewhere and pulverize their business. It has happened before. Google is an existential threat to the traditional media and advertising industry, and retail is getting ‘Amazoned’ by the other giant. Statista has a great classification of these new technology platform disruptors: Amazon, Google, Alibaba, etc., are the Digital White Sharks who have emerged as industry leaders; Airbnb, Uber, Tesla, Netflix, etc., are the digital swordfish busy reshaping industries; and then there are the digital piranhas like Warby Parker (which has redefined eyewear), Slack (which just had a $20-billion IPO and has graduated to swordfish category), Houzz (the last word in home decoration), etc., nibbling away and hungry for the big prey.

While it is true that a start-up can emerge out of nowhere and render your business irrelevant, the probability of this happening is not very high. Very few start-ups succeed; 90 per cent of start-ups close down, and maybe one in every thousand becomes an Airbnb or an Uber—a swordfish that can take you down. One in a million, perhaps, will become a trillion-dollar digital leviathan like Google or Amazon.

The five horsemen of the apocalypse

The real threat to your legacy business, in my opinion, comes from one of the five horsemen of the apocalypse, as they are sometimes called—Google, Amazon, Facebook, Microsoft and Apple. These companies are the ones you need to fear since they are constantly looking at newer businesses and sectors to enter and make their dominating presence felt. (The five horsemen are more a Western construct. There are equally powerful companies in China with Tencent, Alibaba, Didi, etc., but their footprint is still limited in a global context. Although this might change with Al as we will see later.)

Let us consider Amazon; it is not satisfied dominating just online retail. It wants to dominate all retail, a multi-trillion-dollar industry. Its acquisition of Whole Foods sent all retail stocks swooning. In India, Amazon is in the process of picking up equity positions in almost every large retailer. With Amazon Web Services (AWS), it has become dominant in cloud computing, and is looking to replace all computing by the cloud. With Amazon Prime Video, it is rivalling Netflix to dominate the entertainment sector. It is aggressively moving into logistics, and investors have already started fearing for UPS and Fedex. It has entered unobtrusively, yet so powerfully, into your home with Alexa. Blue Origin (admittedly more Bezos than Amazon) is sending rockets into space. Last year, it tied up with JP Morgan and Berkshire Hathaway to enter healthcare and it is said that financial services might be next.

The same is true of Google, which has subsumed itself under a conglomerate structure with Alphabet. Alphabet is rapidly expanding its footprint across multiple industries including video, home entertainment, computing, the cloud, driverless cars, healthcare, financial services and space. Microsoft is expanding its tentacles into many of these industries as well. Apple is known to enter new sectors and completely reinvent them. They did that with mobile telephony, music, entertainment and now are muscling into health with the Apple Watch. Facebook, the youngest and most controversial, owns our social graph and is using that to conquer new lands.

There are good reasons behind the quest for world domination, which has led to this need to move into newer and newer markets and sectors. These companies are ravenous for growth and to maintain their astronomical valuations. Many of these are also very data dependent, and they very effectively monetize data to make huge amounts of money. But they acknowledge that the days of ‘free data’ might be numbered. Some of them, you might argue, have megalomaniac founders (Amazon certainly comes to mind), who want to own the world. Many have access to tons of very cheap money, and they use it as a massive competitive advantage to displace legacy competitors.

While all of this is true, what sets them apart is data. These companies sit on a mountain of data and they use it very well. Legacy companies have a lot of data as well, but most large companies do not know how to use their data to reap maximum benefits like the digital companies. It is estimated by multiple sources that 70 to 80 per cent of customer data resides within the firewalls of all the corporations put together. Data, you would have heard ad infinitum, is the new oil. However, when oil is extracted from the earth, it is crude gunk. To make it useful, oil must be refined. The Amazons and Googles of the world have built world class data refining engines. It is time for legacy companies to do the same.

An ardent evangelist of this is Ginni Rometty, the CEO of IBM. ‘Twenty per cent of the world’s data is searchable. Anybody can get to that 20,’ says Rometty. ‘But 80 per cent of the world’s data, which is where I think the real gold is, whether it’s decades of underwriting, pricing, customer experience, risk in loans—that is all with our clients. You don’t want to share it. That is gold.’
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So the companies that large legacy organizations must fear are not the start-ups, but the five horsemen.

Amazon famously knows that you are pregnant before you do. The bodily signals triggered by your impending pregnancy encourages you to search for baby stuff on Amazon. While you are doing so, Amazon’s powerful ML algorithms crunching gigabytes of similar data instantly recognize a pattern and pass their judgement: first trimester. Amazon’s recommendation engine then starts recommending baby stuff for you to buy as you progress through your pregnancy! This data machine is everywhere: driverless cars and Google Maps give drivers routing data, wearables spew out data on your body and health parameters, Alexa and Google Home and Nest collect home data, shopping data is gathered by Amazon, mobile phones amass data for everything from everywhere. AI and ML powered algorithms then make sense of it and hyper-personalize services and offerings for you.

Imagine the power that a Google or an Amazon will have if they become healthcare or insurance providers. They will personalize plans and treatments for you to the nth degree, at a compelling cost. What will that do to incumbent healthcare and insurance providers? Many incumbents think that regulation will protect them. While it will certainly slow these nimble giants down for a period of time, this protection is not permanent. This grinding, tectonic battle between regulation and technology has been happening for decades and centuries now, and technology always wins. This is because customers want these new, cheap personalized offerings. Take the case of Uber or Airbnb now—the regulators are going after them, but the consumers militate in their favour. When Uber decided to withdraw from a few cities in the US because of adverse regulation, there were protests and demonstrations from bereft riders wanting Uber back!

What is really happening is, as Marc Andreessen says, that ‘software is eating the world’. To put it another way, for every company to remain relevant and successful, it must become a technology company.

If you look at banking and insurance, technology is replacing traditional functions and objects like tellers and cheque books and ATMs. Vast swathes of retail are being eaten by Amazon and converted into ‘invisible retail’, where you never see a store or, soon, even a delivery boy. Video rentals have been converted into technology by Netflix. Even the travel agency is a technology business now. The newest advances in automobile are coming from Silicon Valley, not necessarily from Detroit or Germany. Energy and battery technologies are being addressed by players like Elon Musk, so is something as controlled and regulated like space. Food, farming and agriculture is being attacked by tech companies—with lab-grown meat, drone technologies and drones. Defence is overtaken by technology—drones, bots and their ilk.

The days when the CEO of, for example, an auto company could turn around and point to his CTO if anyone asked about technology, have come to an end. The CEO needs to understand and embrace technology and experiment with it. She needs to bring in product managers, CDOs, CTOs, designers and geeks. She needs to be on top of tech trends and waves. She has to realize that irrespective of the sector her company is in, it needs to become a technology company.

In the subsequent chapters, we will try and understand these powerful new weapons of war which have entered our lives. We will try and demystify them; not only understand the technology, but also the philosophy behind them. No book can be thick enough to cram in all of it, and so we will focus on a few—blockchain, AI, big data and a bunch of technologies comprising Industry 4.0.

Let us start the journey with perhaps the most mystical of them—blockchain.
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Demystifying Blockchain



‘It’s gold for nerds.’


Stephen Colbert, Comedian


‘Bitcoin may be the TCP/IP of money.’


Paul Buchheit, creator of Gmail



There are two good reasons why I am starting with blockchain.

One is that I have received more CEO questions on blockchain than on any other technology over the last couple of years. Questions on blockchain exceed even those on AI, which is expected to be the most sought-after topic of discussion. I think the reason is that intuitively AI is much easier to understand and comprehend than blockchain. The second reason is that blockchain transcends being just a mere technology. Somewhat like AI, it is a philosophy—a way to think about the world, a new structure of economic capitalism, a radically different way to live and to do business.

In banks and tech companies across the world, you can hear people speaking about blockchain in hushed, reverential tones, as if people were discussing the more arcane aspects of the Kabbalah. Also, much like this ancient esoteric strain of Judaism, blockchain is difficult to grasp no matter how many times you read or learn about it.

If you are sufficiently intrigued, read ahead as I try to demystify blockchain for you in this chapter through practical cases and applications.

An introduction to blockchain

I think I first heard of blockchain being unlike Bitcoin sometime around 2012. However, the credit for it becoming a consuming passion goes to one of India’s pre-eminent industrialists, Anand Mahindra. I have always believed that one of his greatest strengths is how he leverages both left-and right-brain thinking. Most business leaders tend to use the left brain—analytical, logical, reasoning and numbers-oriented. A lot of creative people, whether they be artists, storytellers or architects, are said to be right-brain thinkers, actively using creativity, imagination, intuition and insight. Mahindra straddles both, and sometimes, perhaps, leans a little to the right.

It was his insightful self which noticed a story in an American newspaper while he was in the US sometime in late 2015. The story mentioned a new technology called blockchain, and how it could be potentially used to ‘disrupt Uber’. That year, Uber was aggressively expanding globally. A couple of years before that Uber had launched in India and was beginning to shake up the taxi industry. Press reports and industry discussions were rife with how Uber (and similar models) would end up disrupting the global, and Indian, auto industry.

As an auto industry giant in India, owning the third largest auto manufacturer here, Anand was naturally intrigued upon reading this. He thought that blockchain could perhaps be the thing which had the potential to challenge the threat of Uber at a time when Uber was trying to disrupt his industry. The very ideology of an enemy being a great friend led him to further probe into blockchain.

That is how he sent out an email from his iPhone to a couple of people working for him at the Mahindra Group, asking them to explore blockchain a little bit more. One of those people was me. I had joined the $20-billion Mahindra group in 2015 to drive and coordinate digital transformation initiatives across the multiple group businesses. As I have iterated earlier, I had heard about blockchain, skimmed through a few articles, and perhaps knew how the word was spelt. But beyond that I was pretty clueless about the technology. Like almost everyone else, I thought of blockchain as a ‘fintech’ technology since most of the incipient excitement about it was around money and banking. I also thought that it was ‘another’ new technology which was beginning to be hyped around the world and understood it as ‘just the technology behind Bitcoin.’

I could not have been more wrong.

Archimedes had his bathtub, Newton had his famous apple, for me the epiphany was a conference called Consensus, which is perhaps the world’s largest blockchain conference. It is held every May in Manhattan, and I attended the one in 2016. Since Anand’s email, I had scoured the Internet and its available literature to try and understand blockchain. I thought I understood it, but the truth is that I still could not grasp either its essence or its significance. Three days in Consensus 2016 changed that. As I sat through the myriad sessions, walked the corridors and witnessed the newly-anointed ‘gurus’ of blockchain being mobbed in the hallways, it would not be an exaggeration to say that I was gobsmacked. It was as if someone had hit me on the head. And in that dazed state, I had a few epiphanic realizations:


	
Blockchain was a technology which was conceptually simple, but difficult to understand
 . Often, blockchain has been defined as the technology behind cryptocurrency. This is true, but it is like defining the Internet as the technology behind email. Again true, but it does not even begin to describe the entire Internet, which is simply a ‘network of all computers in the world’, a definition which means nothing to a lay user.

	
Blockchain could be as big as the Internet
 . This is a bit of heresy; you must be a true believer to even utter this. But the distinct impression I got at the conference was that people were thinking that this could change the world in the next twenty to thirty years, the way the Internet has changed the world in the last thirty. Many people have called the Internet the world’s greatest invention after the wheel, and perhaps the internal combustion engine. To claim that blockchain is in that league, meant that either you were smoking something, or were present at Consensus.

	Having said that, another thing I realized was that blockchain was in its very early days
 . In fact, blockchain could be said to be in the same stage of development as the Internet was in the early 1990s. If you are old enough to remember that time, the Internet was a modem making strange noises, a 14.4-kbps connection if you were lucky, and email with long complex names. It was some basic browsing, rendering the paltry content available ever so slowly on the screen. This was way before Amazon or Google or Facebook, and even before Yahoo or MSN.

	I also realized that blockchain was almost like a ‘parallel’ technology to the Internet
 . This is not factually true, and I would like you to look upon this metaphorically. If you think about it, e-commerce or email or streaming content are use cases of the Internet. Massive, world-changing use cases, but use cases nevertheless. Blockchain seemed a little different, not a mere use case of the Internet, but sitting alongside it in some way, perhaps creating its own parallel ecosystem.

	Finally, I learnt the most important bit: That blockchain was not spelt B-I-T-C-O-I-N . . .




Defining blockchain

If you were to Google search a definition of blockchain, it will give you around 150 million results. So, that is not going to help. The Free Dictionary helpfully says that, ‘Blockchain is a distributed ledger that provides verifiable proof of a transaction. There is no central repository. The blockchain is replicated on many nodes dedicated to that platform.’ Gartner defines it as ‘… an expanding list of cryptographically signed, irrevocable transactional records shared by all participants in a network’. One of my favourite definitions is that ‘it is a distributed database shared among a network of computers, all of which must approve a transaction before it can be recorded.’
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All good, but it is a bit like defining the Internet as a connected network of all computers. Accurate, but does not mean much.

The blockchain as a universal ledger

There are many ways to think of blockchain. One of the best ways is to visualize it is as a ‘universal ledger in the cloud’. I am sure you know what a ledger is. Try and visualize it—a thick, musty, yellowing book with large pages filled with little entries is perhaps what comes to mind. Actually, ledgers are far more important than what we think. A lot of the world’s assets are nothing but entries in a ledger somewhere. Most of the money in the world does not exist in physical currency form but actually as entries on a ledger.

So, if you are in the US and send $100 to your sister in, say, Uganda, it is not that a $100 bill transports itself physically from Seattle to Kampala. What usually happens is that there is a debit entry in a ledger in your Seattle bank, and a corresponding credit entry in your sister’s bank in Kampala. However, it is not a $100 credit that happens; it is usually a lesser amount of say $94 and it is not instantaneous, it takes a few days to happen. This is because it is not just about two ledgers; there are a bunch of ledgers on the way—more banks, SWIFT, perhaps Western Union, etc. Each ledger needs to be reconciled, and so it takes time and a little bit of money, and the intermediaries cause ‘friction’.

Now, imagine that if instead of these multiple distinct ledgers there was just one shared ledger, so each of the parties had a copy of the ledger. A transaction would be initiated by one of the parties and would only be consummated if every other party would authenticate and ratify the transaction. Only when this consensus was achieved would the transaction happen. In this case, as is evident, the transaction would be near-instantaneous, would have minimal or zero friction and so in the earlier Seattle–Uganda example, almost all of the $100 would reach your sister almost instantaneously.

This really is the principle of a blockchain—a universal ledger in the cloud.

In the software world, a transaction, or a set of transactions, is codified into a cryptographically protected ‘block’ after it has been authenticated by a consensus, and this block goes and attaches itself at the end of a chain of already existing blocks (previous sets of transactions), to therefore form a blockchain. Therefore, the name blockchain. The authentication is done by a set of participants, often called nodes, and it is done through algorithmically solving very dense mathematical and cryptographic puzzles. If anything needs to be changed or altered in one block, it can only be done by establishing consensus again. Thus, blockchain is much more difficult to hack into since all or at least 51 per cent of the nodes need to be hacked. The block before the one which has to be altered should also change. Hence, blockchains are much more secure, and therefore, trustworthy. Additionally, each block is also immutably linked to the last block, so you cannot just alter one block without the effects rippling through the entire chain. This also gives rise to another attribute, which is ‘provenance’—the possibility to track a transaction to its roots or the very beginning.

The above attributes are built in the very construction or architecture of blockchain. In addition, many of them, notably the Ethereum blockchain (the second largest blockchain after Bitcoin) also have an in-built algorithmic logic of ‘if this, then that’ (IFTT) built in. These ‘smart contracts’ are useful to actuate transactions and actions if certain conditions are met. The above five attributes of consensus, provenance, immutability, smart contracts, and security and trust are what characterize and distinguish blockchain from other technology constructs.

Who owns a blockchain?

We saw that blockchain is shared among the participants/nodes, and so the answer is that ALL these nodes own the blockchain. While this is a fine democratic concept, it is easier said than done. Maintaining and managing a blockchain requires a significant amount of money and effort—the cost of the servers, electric power, the management, etc. The longer the blockchain gets, the ‘heavier’ it becomes, and the more expensive it is to maintain. So, how do we get everyone to maintain it?

This is where the genius of Satoshi Nakamoto comes in. Most of us know Satoshi Nakamoto as the inventor or founder of Bitcoin and blockchain. None of us, however, know who he, she or they are—person, people, or alien from Jupiter perhaps. Most speculate that Satoshi is a reclusive Japanese individual or a set of reclusive Japanese people. As an aside, there have been some unsuccessful sightings of Satoshi, much like the yeti. Newsweek
 magazine, in a cover story, had outed him to be a Japanese-American, Dorian Nakamoto. False. An Australian, Craig Wright, declared himself to be Satoshi. Interestingly, Craig’s resume claimed that he worked in Tech Mahindra for a while! Again, false. In a recent conference in Kolkata, a fellow speaker, a long-haired German man, also claimed to be Satoshi! Obviously, false.

Coming back to the genius of this invisible man, Satoshi created an incentive system when he created his bank-less currency. He basically worked in a coin or a token in the system which would be rewarded to the people or organizations managing the original blockchain. This coin was Bitcoin, and so the ‘people’ who manage the largest blockchain in the world today, the Bitcoin blockchain, are Bitcoin miners—the keepers of the flame. Satoshi also made the Bitcoin finite. He created a total of 21 million Bitcoins only, which are generated between 2008 and 2140; after 2140, no more Bitcoins will be created. Also, the number of Bitcoins created halve approximately every four years. Thus, Bitcoins are finite, akin to other precious metals like gold, ergo Bitcoin is called digital gold.

While the ledger is a simple way to understand blockchain, it still leaves many questions unanswered and perhaps does not yet reveal the essence of blockchain technology. So, I explore another construct which simplifies it even more.

The blockchain as a kitty party

The blockchain, I believe, is like a kitty party. Yes, a kitty party!

The kitty party, as we understand it in India, is usually a bunch of gossipy women who gather once a month or so to play cards, chit-chat about this and that, polish off some food and, importantly, exchange some money. It is the money bit which is interesting. Each member in a party of say twelve people contributes a sum of money, say Rs 1000, which goes into a ‘kitty’ or pool. There is a lucky draw, and the winner gets Rs 12,000. Over the year and twelve parties—one for every month—each member gets a turn at being the winner once. So, each kitty party is ‘immutably linked’ with the last party, which is linked with the last party, and so on, making a ‘kitty party chain’.

The interesting question here is: who do the ladies trust with the Rs 12,000? There is no one boss-lady or a single, central trusted authority. So, every lady trusts the entire group
 knowing that the entire group, or at least a majority, needs to be compromised, or ‘hacked’, to commit any kind of fraud. Thus, there is trust, but it is distributed trust as opposed to centralized trust.

This is precisely how blockchain works—it harnesses the concept of distributed trust. The most common trusted authority in the financial world is the bank; in fact, a bank is not in the money lending or borrowing business—it is in the trust business. We blindly trust a bank to keep our money safe, and a bank, which is a single point of trust, can be compromised (like Punjab National Bank recently). But the perfect trust mechanism would be a situation where every node or participant (the ladies) had a copy of a distributed ledger (a kitty) and a transaction could happen only when and if all, or a majority of, the nodes authenticate the ledger.

Thus, more than anything else, the blockchain is a very powerful tool and technology enabling distributed trust. It is no wonder, if you think about it, that Satoshi wrote his very famous paper creating this technology in 2008, a remarkable year when Barack Obama took office as the first black President of the United States of America. Lehman Brothers collapsed, sending convulsions down the entire banking and financial services system and there were massive bailouts. Basically, the very centralized, non-transparent and clearly untrustworthy financial system underpinning capitalism turned out to be susceptible to fraud and manipulation. This was what prompted Satoshi to look for a new system of money and banking and transactions, and Bitcoin was created as the world’s first distributed money.

Kind of blockchains

The concept of Bitcoin slowly took over the imagination of technologists, some economists and a few bankers. The underpinning technology, of blockchain, took a few years more to get attention.

There are primarily three different kinds of blockchains:


	Public

	Private

	Consortium or federated




1. Public blockchain


A public blockchain as its name suggests is where no one is in charge and anyone can participate in reading, writing, auditing the blockchain. They are open, transparent and subject to review at any time. For example, Bitcoin, Ethereum, Litecoin, etc.

Consensus is achieved through two possible mechanisms:


	Proof of work (PoW): PoW is a computer algorithm used by Bitcoin, Ethereum, etc., to reach consensus on adding a new block onto the blockchain. The algorithm is used by miners to solve computationally difficult math problems in order to add blocks onto the blockchain, and the PoW function verifies that a substantial amount of work has been carried out.

	Proof of stake (PoS): PoS is a more economical way to do this, using less effort and power. Here, the creator of a new block is chosen in a predetermined way, depending on his wealth or the stake he holds.




2. Private blockchain


This belongs to an individual or an organization. Here, someone in charge decides important policy such as read/write or whom to selectively give access to. Consensus is achieved based on policies set by the central in-charge. Thus, the basic property of consensus and decentralization is negated since various rights are exercized and vested in a central trusted party. However, it still gives the advantages of cryptographic security and cost efficiency. Having said that, many people rightly question whether private blockchains are blockchains at all. For example, Bankchain, many enterprise blockchains.


3. Consortium or federated blockchain


This one is a hybrid of the two, where consensus is managed by a group of companies or representative individuals coming together and making decisions for the benefit of the entire network. For example, R3 is a consortium of leading banks in the world which run the R3 Corda blockchain.

We will discuss these three types of blockchain more in detail the next chapter, specifically vis-à-vis enterprise digital transformation applications. Most enterprises prefer consortium or private blockchains for reasons we will detail later.

So what can blockchains be used for?

Whatever be the type of blockchain, the thing to remember is that, philosophically, blockchain is the ultimate decentralizer. In fact, it goes beyond decentralization to actual distribution. Thus, anything that operates as a centralized network (banks) can be decentralized or distributed (digital cryptocurrency). This is not only true for money, but any asset put on a blockchain can get the key attributes of cryptocurrency: security, decentralization or distribution, consensus, provenance.

The diagram below is worth remembering.




Thus, blockchain use cases range from money to financial services (remittances, stock exchanges, trade finance), agriculture, education, supply chain, energy, governance, etc. Wherever there are centralized business models, blockchain can help decentralize or distribute that. Think of it as distributed smart grids rather than centralized power, or peer-to-peer (P2P) money than central bank money. There are larger and more fascinating use cases for next generation social networks, next generation organization structures and next generation national identity, which can truly revolutionize businesses and countries.

Before we study them in the next chapter, let us tackle what governments think of blockchain and the schizophrenic attitude some of them have towards it.

Blockchain and governments

In mid-2018, the words ‘blockchain’, ‘Bitcoin’ and ‘cryptocurrency’ were mentioned for the first time in the Indian Parliament by finance minister Arun Jaitley in his annual budget speech. ‘The Government of India does not consider cryptocurrency as legal tender,’ he said, ‘and will take all measures to eliminate the use of crypto assets . . . However, it will explore blockchain to add muscle to the digital economy.’ Strong words, both against cryptocurrency and in favour of blockchain. Since then, the government has been true to its word, at least in one of the two parts of the statement. While cryptocurrency has not been banned, partially because something which does not exist tangibly cannot be banned, it has been choked off. Crypto exchanges and wallets which had mushroomed around India, have shut down one by one. The flow of money from and to banks have been plugged, and so people cannot trade. The exchanges have either shut shop, or opened shop overseas, but the legs of the nascent crypto industry have been chopped off.

Frankly, the reasons for this are not difficult to understand. At a macro level, it is completely inconceivable for a finance minister to consider a currency other than fiat currency. Traditionally, money supply and currency are one of the most powerful prerogatives of a government; they have a monopoly around it, and will not tolerate any competition to that. Money which is not centrally controlled is unthinkable and wrong, and therefore should be stamped out.

It has not helped that crypto, especially Bitcoin, has been super volatile and has been the fount of multiple scams perpetrated by clever operators on poor, ignorant people. The volatility of Bitcoin has been much documented, with the cost of one Bitcoin yo-yoing between $3000 to nearly $20,000 and then back to $3500, all within a short one-year period. This makes some of the Latin American and African tin-pot economies look good. This reminds me of a popular tweet by Ran Neu-Ner, the Founder-CEO of OnChain Capital,
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Added to this volatility are scams. Bitcoin, to the unsuspecting public, has been touted as the latest get-rich-quick scheme: ‘Give us your life’s savings, we will invest them in Bitcoin for you, and double your money in three months. Don’t believe it—see this graph, this is how it is going up. This is because it is on blockchain, and blockchain is the best thing since sliced bread. Or Dutch tulips. Or dot-com stocks.’ Besides sheer gullibility, one of the reasons this happens is because Bitcoin and other crypto is seen as a speculation instrument (like a stock or some hot commodity), rather than for its intrinsic value. This mania, like all others, will continue for some time, until sanity prevails. Actually, if you look at the prices of cryptocurrency, it is evident that sanity is starting to prevail.

Another problem is that crypto is also the favourite monetary instrument for criminals dealing in unsavoury stuff on the dark net—porn, drugs, sometimes weapons. This is unforgivable but in many ways is expected. Most technologies tend to start off this way—the first use cases are discovered by the bad guys. Think of the Internet—among the earliest use cases, and perhaps the first business model, of the Internet was pornography. VHS won over Beta in videotapes, not because VHS was more superior, but because it was just easier to copy and therefore pirate.

In my opinion, the march of digital currency is inexorable. So is the emergence of distributed, P2P money. Governments should be well advised to regulate the same, rather than just ban it. In some sense, this is like an earlier ban on dark film on car windows and windshields. This was supposed to reduce harassment and molestations in cars and reduce crime. Banning dark film on car windows does not reduce rapes, the root causes are different.

Many other countries have taken a far more enlightened stance. Canada, the UK, Singapore, Sweden, Dubai, Japan and many others actively encourage blockchain adoption and have a more laissez-faire attitude towards crypto. This is not to say that they are not regulating it in some way or the other, but there are no outright bans and denunciations. Some of them are outliers—Mauritius announced itself as ‘Ethereum Island’. Venezuela, out of a reasonable amount of desperation, launched a petro-backed digital cryptocurrency. Countries like Switzerland and the UK are regulating cryptocurrency, much like they would regulate any new technology. In certain cases, there is self-regulation; in some countries, central banks take the ‘sandbox’ approach of containing the spread of the currency; in others, there are know your customer (KYC)-based regulations.

But perhaps the country which has become the poster child of Blockchain is Estonia. Estonia, a tiny country of 1.3 million people and 2222 islands, became independent after the collapse of the Soviet Union in 1994. The poor, resource-deficient country has reinvented itself as a high-income, technology powerhouse. Wired
 magazine called it the ‘most advanced digital society in the world’. They have built e-Estonia on the back of many technologies, the primary of them being blockchain. The Estonian government has been testing blockchain almost since it was born in 2008. Blockchain is in operational use in Estonia’s registries, such as national health, judicial, legislative, security and commercial code systems, and there are plans to extend its use to other areas such as personal medicine, cyber security and data embassies.

This has resulted in many things: e-citizenship for example, where you can become a citizen of Estonia remotely. E-voting is widespread, very few people vote in physical booths. It is reported that you can open a company in Estonia in three minutes, while it takes at least a day in the US and Canada and somewhere between weeks and months in India. This is because they have solved the ‘trust problem’ with blockchain. In India, for instance, though we have the Aadhar card, the DIN number, the PAN card, the mobile number and the bank account, each authority verifies this before passing it on. They ‘trust but verify’. It is this verification process that takes time; they do not yet trust you fully. If you solve the trust problem primarily using blockchain, like Estonia has, the results can be astounding.

Blockchain in Indian states

Many Indian states, led by Andhra Pradesh, are much more proactive than others in experimenting with and adopting blockchain.

Andhra Pradesh is storing farmland records on blockchain and started PoCs for vehicle lifecycle management systems. They are experimenting with education records, and managing tamper-proof online exams and results, among other things. Neighbouring Telangana also has a land records PoC. Maharashtra is also trying blockchain in several registries—land, health, vehicles, government schemes, as well as working on a document management system. Chhattisgarh is working on a KYC identity system. Niti Aayog, the central planning guidance body, has initiated various PoCs in pharmaceutical supply chain and fertilizer subsidies. It is working to create a national blockchain policy document. Many other Indian states are doing or planning their own blockchain PoCs or Centres of Excellence (CoEs).

Shortcomings of blockchain

Blockchain, I am fond of saying, is PoC land. There are PoCs or prototypes happening everywhere, but pitifully few full production or scale implementations. This is largely because, for all its technology chops and the hype surrounding it, blockchain still has many problems and shortcomings. The primary shortcomings are:

Scale-up problems

Given the consensus protocols and the proof of work architecture, large public blockchains do not scale. For every transaction, a huge number of nodes have to give their nods of approval, and this becomes a problem even if you throw huge computing resources at it. For example, Mastercard and Visa can process 30,000 to 50,000 transactions per second, the Bitcoin blockchain can process eight! Imagine if Facebook were to run on a blockchain, every ‘like’ would only happen once it was approved by a wide consensus! The size of the block is also an issue impacting the scale.

While this has prevented large scale applications of blockchain in the enterprise space, solutions are being furiously worked on and are tumbling out of the innovation cupboard. There are many approaches to solve this problem. Increasing the block size is one solution, while a proof of stake approach where representative nodes achieve consensus rather than all nodes is another, ‘sharding’, which runs parallel to the decision-making process by having subgroups of nodes decide, is a third. There are other promising solutions which use PoW and PoS in a hybrid consensus algorithm, and new consensus algorithms like Tangle, Lattice, Web of Trust and Proof of Believability.

The short version is that there is the scale problem; it is recognized and there are furious efforts on to solve it. It will get solved as the technology matures.

Interoperability

Many enterprises try solving the scale problem among others by building their own ‘private’ and sometimes permissioned blockchains. This implies that there are a multitude of blockchains, which are not interoperable with each other. This does cause problems as the protocols of interoperability still do not exist.

In many ways, think of private blockchains like the ‘intranet’ of yore, and the large public blockchains as the Internet. Enterprises largely had intranets since they did not trust the Internet with security, scalability, etc. When the Internet itself matured and technologies formed around it, intranets gradually disappeared. The same will happen as private blockchains will give way to public blockchains, when the latter mature.

Talent

When I started exploring blockchain in 2016, there were perhaps three start-ups and a dozen blockchain engineers in India. Things have certainly changed since then, with thousands of engineers in this area. However, real talent which can recognize true blockchain use cases and then have the resources and patience to build them full stack, with cryptographic protection, smart contracts, APIs and the works is still rare and expensive.

Nascent technology

As we have said ad infinitum
 , blockchain is still in a nascent stage. It is where the Internet was in the early 1990s. It is where the Internet was before MSN and Yahoo, and Google and Amazon, a 7.6-kbps feed through an external modem. We are trying to solve complex, enterprise scale problems, but we must remember that we still cannot yet run Netflix on it! We need to be patient.

Mindset issues

Perhaps the biggest issue or problem with blockchain, in my view, is the mindset problem. As we discussed, blockchain is a decentralizing force. We live in a centralized world, getting more and more centralized every year. Money is centralized, work is centralized, the Internet has been centralized by the large corporations which control it, and here comes a centrifugal force trying to pull all of them back to a decentralized, P2P structure. People’s mindsets do not allow that. The powerful central figures do not allow that. Frankly, capitalism does not allow that. That is why banks, finance ministries and Internet giants are resisting with all their might, and their might is considerable.

The Internet and blockchain

The Internet has been a wonderful invention for us—many say that it is mankind’s greatest invention since the wheel.

It has solved big problems for us. It solved the information problem with search and discovery—Google, Bing, YouTube. It solved the distribution problem with e-commerce, music distribution, video distribution. It also solved the communication problem—email, messenger, WhatsApp. However, there are two gargantuan problems it was supposed to solve but it failed to do so—the trust problem and the intermediation problem.

None of us trust the Internet, and with every successive massive leak, we trust it even less. In fact, a few of us are quite keen to go back to the analog world, because everything digital on the Internet seems to be public property. Also, if you remember the heady days of the early Internet, it was supposed to destroy the big intermediaries, and make the little guy relevant again. It was supposed to empower the long tail by disintermediating or removing layers between producers and consumers. Frankly, the Internet has created more powerful, monolithic intermediaries than destroyed them. Exhibit A: Google, Facebook, Amazon, soon Uber. It has further centralized power. It was supposed to bring back P2P. Instead of P2P, we have P2A2P (peer-to-Amazon-to-peer) in retail, P2G2P (peer-to-Google-to-peer) in information, P2U2P in cabs, P2F2P in connections. You get the idea.

The reason why people are incredibly excited about blockchain is because it is supposed to solve these two problems—the trust problem and the intermediation problem.

While there are many conceptual, structural and technology differences, the philosophical difference is best captured in the simple illustration below, perhaps first articulated by Joel Monegro, of Union Square Ventures, one of the world’s most prominent and large VC funds.




The web is built on the TCP/IP protocol. It has proven to be almost perfect and wonderfully resilient, but the TCP/IP is a very basic protocol which largely moves packets of data to the right place or address. It doesn’t do much more, it is a ‘thin’ protocol. What are ‘thick’ are the apps, or applications, created on top of it—the Google Search or Maps app, the Uber app, Facebook app, etc. These apps do the heavy lifting and the real work, and therefore they capture the value. These thick apps are worth billions or even trillions of dollars, the protocol has virtually no value. Therefore, as we saw the Internet has created these humongous, centralized corporations around these super valuable apps.

Blockchain, classically, reverses this equation. The protocol here, which is the blockchain itself, is ‘thick’. Take the Ethereum blockchain, for instance. It has so many attributes—consensus, security, immutability, provenance, even smart contracts. So, it is quite capable of doing the heavy lifting. Thus, the apps created on the blockchain, called Distributed Apps (D-APPS or DAPPS), by definition, will be ‘thin’ apps. A YouTube on blockchain will not be so thick as the current YouTube, for example. Thus, the value lies in the protocol too, and the DAPPS capture lesser value. It is to be remembered that the protocol is open-source, distributed and largely free.

Thus, as I am sometimes fond of saying blockchain is a ‘leftist’ technology, which distributes and takes the power back to the people. Intrinsically, it does not concentrate wealth, and breaks centralized institutions, and thus is a shade anti-capitalist. Therefore, banks and governments sometimes fear it.

Coming full circle

Let us go back to where I started this chapter with how I got introduced to blockchain in the first place—Anand Mahindra and his excitement over this ‘Uber-disrupting’ technology.

To illustrate, consider a service called Arcade City.
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 Christopher David, its founder, is an ex-Uber driver and software engineer. Fed up by what he considered Uber’s anti-driver policies, he created this decentralized ride-sharing app on a blockchain, where riders and drivers would be on the same blockchain network and contact each other directly through a mobile app, without any Uber-like intermediary in between.
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The company is in multiple countries now, including in South East Asia, and presumably doing well. While there are mixed reports on the service, the founder and the company, the idea is what is important. Blockchains make connections and build trust; smart contracts can be used to pay, and tokens or coins can be the currency. There are many issues too—if something goes wrong, who do you go to? Are there enough drivers and cabs? What about security? Hopefully, these will get solved—the same way ratings work so well in Airbnb, they might work here too, and increased traction will give it scale.

These and many other problems exist because it is still very early days for blockchain. We have perhaps just seen the trailer, the Googles and Amazons of blockchain have yet to be born. In fact, as we speak, blockchain is in rapid descent from the ‘peak of inflated expectations’ towards the ‘trough of disillusionment’ in the Gartner Hype Cycle (see below), and that, frankly, is an excellent development. All technologies go through this (the Internet did too, remember the dotcom boom?) and blockchain will climb the ‘slope of enlightenment’ again, as real use cases are discovered.




So, what should we as CEOs and individuals and enterprises do? Well, we have two choices: nothing is the easier one; we can wait it out and see what happens and then hopefully act. The other is to believe that something big is going to happen and start experimenting by imbibing knowledge and trying out multiple use cases.

As I am fond of saying, in the late eighties and early nineties when the Internet was just born, like blockchain is today, it had huge problems—in technology, use cases and in reputation. You had a choice then too—you could sit by and wait and do nothing, or you could start experimenting by selling books on the Internet as one Seattle company called Amazon started doing.

If you are more inclined towards the latter thought, proceed on to the next chapter as we describe blockchain use cases in detail.
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How Blockchain Can Change Everything: Your Business, Your Country, Your Life



‘We have elected to put our money and faith in a mathematical framework that is free of politics and human error.’


Tyler Winklevoss


‘Whereas most technologies tend to automate workers on the periphery doing menial tasks, blockchains automate away the center. Instead of putting the taxi driver out of a job, blockchain puts Uber out of a job and lets the taxi drivers work with the customer directly.’


Vitalik Buterin


‘Forget the currency; it’s the protocol behind it that matters. It will mutate and take over everything we do (or could one day do) on the Web. You’ve been warned.’


Morgen E. Peck



One of my all-time favourite tweets, and something that aptly describes the zeitgeist of blockchain hype goes thus:




Although I have tried to trace the person who sent it, I now forget who it was. I first saw it drawing ripples of laughter at Consensus 2016, and it perfectly captured the ‘anything goes’ mood back then. The hype was so blinding that people thought almost every problem could be solved with blockchain technology. No matter the problem—financial crisis, world hunger or even global warming—the notion was that everything could be solved with blockchain.

Obviously, this is very far from the truth. We have seen that blockchain definitely is a transformative technology and has the potential to create great impact. Gartner, for example, has predicted that blockchain’s business value will exceed $3 trillion by 2030.
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 The World Economic Forum (WEF) has gone one further and claims that 10 per cent of the world’s GDP in 2027 will be on blockchain—that implies $10 trillion.
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 These are mammoth numbers, but where will this value come from? What are these potential gigantic use cases and problems that blockchain will address? Let us explore those.

Banking and financial services

Blockchain found its first home and achieved fame in the banking and financial services through both its son and its father—Bitcoin. It is natural why banking, financial services and insurance (BFSI) is the first playing field for blockchain. First, BFSI has to do with money, and it was global money that Satoshi Nakamoto was looking to disrupt. Secondly, all products that BFSI deals with are intangible, and getting technology to disrupt intangibles is sometimes easier—disrupting a three-tonne truck by an auto company, for instance, can be a different ball game altogether! The BFSI business, for all its seeming speed and sophistication, is an inefficient business, with multiple layers of intermediaries skimming the fat off large spreads. Finally, and forgive the tongue-in-cheek, the BFSI guys have the most money, and can spend some of it in disruptive tech. BFSI is therefore locked in a ‘frenemy’ relationship with blockchain—it can upend their business but help them reinvent it. Here are a few blockchain use cases in BFSI:


	Cross-border remittances: As we saw in the Seattle–Uganda example in the last chapter, this is a big area. Start-ups like Abra and Ripple are promising to shave the 5 to 20 per cent transaction charges to 2 to 3 per cent, primarily through disintermediating the entire chain.

	Stock trading: T+3 settlements could be a concept of the past, if blockchain truly disrupts stock markets, where buyers and sellers would be ‘nodes’ on one massive blockchain, with no brokers, and smart contracts instantly doing settlements. A lot of stock exchanges (NASDAQ, NSE) are experimenting with blockchain start-ups like Chain to make this happen.

	Trade finance: is broken, with multiple intermediaries and a profusion of documents like bills of lading, letters of credit, etc. All parties, if on a single universal ledger, can dramatically reduce friction and costs. IBM and Maersk are working with Dubai Ports to make this happen.

	KYC or identity: This has become a key requirement for every financial institution, and each one goes about it in their own unique way. Currently, customers have to go through the trouble and effort of doing multiple KYCs. A single, secure blockchain-enabled KYC can go a long way to ease this process and create enormous value. There are multiple such experiments, one interesting project is ID2020 by Accenture,
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 which uses blockchain and biometrics to create a global identity solution.

	Crowdfunding or initial coin offerings (ICOs): With scamsters jumping off to the bandwagon to defraud the naive, wide-eyed investors, ICOs have garnered a bad name for themselves. However, ICOs can truly disrupt venture capital and provide a whole new way to crowd-fund ideas, start-ups and concepts. Until now, the only route available for companies to go public was the IPO, soon they will have an option with an IPO route too.

	P2P lending: We spoke a lot about how blockchain can enable true P2P, and one of the places it can do so is through the mechanism of lending. This is where individuals provide loans to other individuals, thus supplanting banks. There are many regulatory and other hurdles currently, but companies like Circle are attacking this problem innovatively. Circle
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 is a platform for individuals, institutions and entrepreneurs to use, trade, invest and raise capital with open crypto technologies.

	Insurance: There are many disruptive blockchain use cases in insurance like events which have triggered smart contracts, disintermediation, P2P insurance, micro-insurance, etc.

	Others: Credit reports and ratings, syndicated lending, hedge funds, audit and accounting, clearing and settlements, payments (using digital currency) are a few other uses of blockchain in BFSI.



Agriculture

While we live our urban-centered lives on a daily basis, we do not find it necessary to pay much heed to the agricultural sector. However, agriculture is one of the mainstays of a country’s economy and social sector; 43 per cent of India’s vast population directly or indirectly depends on agriculture. And 16 per cent of the country area is under cultivation, making it the second largest cultivated land after Brazil. The country has 120 million farmers who earn a livelihood from the land. Every day, twenty-three farmers kill themselves in India. This is another statistic which sheds light, however poor, on the agricultural industry in India. According to this statistic, on an average almost one farmer commits suicide every hour.

Agriculture in India, and in many other parts of the world, is in a deep crisis. This is similar to the fifties and sixties during the pre-Green revolution days. The difference lies in the fact that back in those days the people who were dying were the consumers of agriculture. People were dying in India due to the scarcity of food since India was unable to grow enough food for its vast country. On the other hand, today the producers of agriculture, the farmers, are dying. We do not have to look far for reasons behind farmer deaths in India. Farmers own small land holdings, the average being less than two acres. This does not allow for the opportunity for yield enhancing mechanization and cultivation inputs. And 120 million farmers in India own only 7 million tractors, making the lack of mechanization a problem to be reckoned with. Then there are amorphous land holdings and the lack of proof of ownership means no financing from private and public companies, thus necessitating usurious loans from local moneylenders. Finally, there is just sheer lack of information and advisory—of financing methods, markets, what to sow, when to reap.

Now, I am not claiming that blockchain is a silver bullet that can solve all the above problems, but if there is one technology which can help alleviate many of them it is blockchain. Take land holdings, for example. Ownership of land is contentious in developing markets, with possession going back generations, and recorded, if at all, in crumbling yellowed paper. Many states in India have been digitizing land, which has helped. However, if ownership can be tampered with in physical form, it can also be hacked in digital form. A good solution is to digitize land records on blockchain. In a successful pilot, the Andhra Pradesh and Telangana governments are attempting to do so.

This can be taken one step further to build a blockchain-based database and monitoring a system behind land aggregation. There are pre-existing structures like farmer producer organizations (FPOs) which do this, but a blockchain and smart contract-based system behind this can track farmer-wise inputs and outputs and do reconciliations much more effectively. Solving farm mechanization problems like creating a blockchain-based ‘Uber for tractors’ is another possibility. Again, we can take this forward by actually enabling fractional ownership of a tractor or any other farm equipment. Currently, let’s say, eleven farmers owning one tractor is infeasible since financing companies do not recognize multiple ownership of a single asset. Again, immutably tracking ownership and usage through a blockchain-cum-IoT (BIoT) mechanism could give confidence to financing companies to enable multiple ownership loans.

Blockchain, in conjunction with other powerful technologies like AI and IoT, could go a long way in solving farmers’ problems and making that dreaded twenty-three number a thing of the past.

Energy and power

Energy, especially electricity and its distribution, is a highly centralized model. A power station at a central point generates electricity, and it is distributed through power lines to cities and villages. This model works well enough for urban locations, but for sparsely populated rural areas, most often, it does not make economic sense. For these locations, it makes eminent sense to produce power where it has to be consumed. It could be through a small power plant, or through cleaner methods like solar or wind or even bio-gas. While this is possible, the distribution of it is a little complex, especially the economic distribution. While one can design and deploy a microgrid, there will be many houses (say in a solar situation), where there is excess power produced, and there will be houses with deficient power.

There are many prevalent methods to equalize this inefficiency, but a blockchain and IoT system are the most efficient way to tackle this problem. The grid will be virtually impossible to tamper with, and smart contracts will actuate transferring power from surplus to deficient households, and payment in the reverse direction. Actually, this payment could be in the form of a coin or token, call it Electrocoin, rather than actual money. The Electrocoin could be traded and redeemed for fiat. Large corporations in cities could actually give Electrocoin as corporate social responsibility (CSR) commitments, rather than actual money, which can leak. They would then be donating actual electric power! A blockchain based system can also allow you to choose your supplier in a multi-supplier scenario. The Brooklyn Microgrid (BMG)
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 and the Oslo grid are good examples here. For instance, the BMG is where neighbours in Brooklyn buy and sell solar power from each other on a blockchain platform. It is a local renewable energy marketplace, and is an effort to combat global warming through a hyper-local electric exchange mechanism, with the energy produced locally through solar panels (powered by Siemens), and exchanged and accounted for efficiently through a blockchain mechanism (powered by a company called LO3).

Education

It may come as a surprise to most of you that among the maximum number of non-performing assets (NPAs) in Indian banks—most are education loans! The reason looms large—you can get an education loan at a lower interest rate. Fraudsters take these loans against fake degrees or admissions and then use the money for business or personal reasons. Therefore, it is not always that an education loan is spent on education alone. Consequently, banks are hesitant in extending education loans, since they are not sure of the veracity and the antecedents of the documentation provided, and this leads to genuine students not being able to afford their education.

A handy solution to this would be if all your education record was on an immutable, public blockchain. You would hand over the public key to the bank, which could then retrieve all the records and scrutinize them, safe in the knowledge that they are genuine and not fiddled with. A loan could be given against them. This would prove very useful when a student applies for education to a university, especially abroad. The amount of time and effort it takes to collect and send education records and transcripts is huge, and the university takes even more time to verify these. This leads to delays and sometimes rejections.

IndiaChain, an initiative by Niti Aayog, is trying to do exactly this and goes one step further by linking it to the India Stack. The India Stack is also sometimes popularly called the JAM Stack—J for Jan Dhan universal banking account, A for Aadhar or universal identity and M for mobile or universal connectivity. It is an open platform where start-ups, government agencies and large corporations can plug in and solve identity, payment and connectivity problems at scale.

Healthcare

Digitizing electronic medical records (EMRs) is the ‘wet dream use case’ for blockchain. In an ideal world, every hospital would have access to your private, immutable, unalterable medical history with a public key on a public blockchain. A bunch of start-ups and hospitals are attempting this; Estonia is some way ahead on this, but this is a very long term and very complex use case.

Transparency and traceability of consent in clinical trials and improving the quality and reliability of clinical trial data is a very important use case for blockchain. There are use cases around checking authenticity of drugs and medical devices, compliance in the medical supply chain, insurance claims management, etc.

National identity and Aadhaar

This one gets the most criticism—building national identity, and therefore the next version of Aadhaar, on a blockchain. The Supreme Court passed a landmark judgement where the right to privacy has been termed as a fundamental right under the Indian Constitution. This is a big deal because the right to privacy as a fundamental right means that it is considered essential for the development of the personality of every individual and to preserve human dignity. This led to discussions and judgements on various aspects of privacy—LGBTQ status, the beef ban, the data that mobile companies and social networks collect and keep, 66A of the IT Act, among other things. But, perhaps, no other impact area is being discussed as much as what it does to the poster child of the government: Aadhaar, and the Unique Identification Authority of India.

Let me clarify my position up-front: every country needs an identity system, and this is even more critical in the case of a large, heterogeneous entity of more than a billion people which is India. Having a unique, immutable identity associated with every citizen is vital for governance and security. This is important to pass on benefits—subsidies, insurance, educational and medical benefits, etc. Identity is also vital to ensure that people do not misuse the system with duplication, like it has previously been seen with PAN cards, licenses and other such documents. That is why banks, telcos, and all other institutions use KYC. For the government to have ‘one-KYC-to-rule-them-all’ or a national identity system is far more useful and efficient than having multiple ones.

More than a billion Indians have a unique identity now, with both their basic demographics and biometrics recorded in a secure, central database. This has already started yielding major benefits. Aadhaar has made getting passports, mobile services, bank accounts and many other such services much faster. Kotak and DBS, among others, have started offering near-instant bank accounts, while Jio offers instant data connections. PAN cards and driving licenses are being de-duplicated, resulting in massive fraud prevention. The fact that Aadhaar along with bank accounts (Jan Dhan) and mobile phones is being opened up as a platform, creating the JAM Stack or the India Stack, is a huge leap forward in its utility. Until the recent judgement, this also meant that fintechs and other large and small companies could use Aadhaar for near instant and verified KYC.

Nevertheless, there has been large swathes of scepticism and debate on the safety and security of the Aadhaar database. There are fears that Chinese (or any other) hackers will hack into the database. There are even greater fears that any government or authority with malevolent intent will have access to the personal information and location of every Indian citizen, and therefore the ability to inflict extreme surveillance and targeted damage. The government claims that the UIDAI database is in a central server with super tight security, protected by best-in-class cryptography. There are strong laws around what can be accessed and by whom, for example biometric information is always anonymized. There have also been some ridiculous statements on the height and thickness of the walls surrounding the Aadhaar database servers. Having said that, these concerns, even if sometimes paranoid, are real. Unfortunately, hackers are always ahead of the game, and have broken into the super-secure systems like the National Security Agency (NSA) in the US, and Britain’s National Health Services (NHS). And what is to prevent a government or a dictator to amend the laws and go after its own citizens, using this targeted information?

Now, if Aadhaar was built on a blockchain most of the concerns could possibly be addressed. The database would become immensely difficult to hack. Besides getting around the state-of-the-art cryptographic protection, hackers would need to hack into multiple nodes or servers rather than just one. The distributed consensus nature of the blockchain would prevent malicious attacks, until 51 per cent of the nodes would be compromised. Similarly, a properly designed Aadhaar on blockchain would potentially allay the surveillance fear: think of the blockchain having multiple nodes—the UIDAI, a court, a few ministries, the Parliament, or any other such entity. For any data to be compromised or any malevolent attempt to happen, again multiple entities would have to agree to it and authenticate it, rather than one central authority. In lieu of its very nature, all records will be immutable and for a record to be changed, the entire blockchain would need to be compromised, which is difficult to do. The system could harness other benefits of blockchains, like Smart Contracts for example, to execute certain events automatically.

There are enormous technology challenges to be addressed for this to happen, but as blockchain matures and talent is poured into the problem, these will be addressed.

Supply chain use cases

Next to BFSI, supply chain is the most active area of interest for supply chain use cases. Supply chain is a $18-trillion industry worldwide. While supply chain efficiencies have drastically improved, there are still massive areas of improvement. Almost all attributes of blockchain are used in supply chain use cases, though provenance is perhaps used most often. Let us look at a few supply chain use cases.

Food traceability is one. IBM and Walmart, along with a bunch of suppliers and growers, are working on a traceability use case for grocery, which can literally tell which farm a banana or a mango comes from. ‘Last year,’ noted a 2018 story in the New York Times
 , ‘Walmart conducted an experiment trying to trace the source of sliced mangos. It took seven days for Walmart employees to locate the farm in Mexico that grew the fruit. With the blockchain software developed by IBM, the mangoes could be tracked in a matter of seconds, according to Walmart.’
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 Keeping a bit of exaggeration aside, this is a powerful tool to determine authenticity, charge a premium for local sourcing and also track disease and infestation, if necessary.

There are other use cases in shipping logistics around disintermediation and document control—as with the Maersk and IBM experiment. Blockchain has been used to build more transparency in the coffee supply chain, and also in seafood, notably tuna. Auto recall management is another big application area, where only the cars with damaged parts will need to be recalled, and not the entire batch of a million cars. A start-up called Everledger is successfully using blockchain to determine counterfeits in diamonds, and also determine if any of them are blood diamonds.

Another interesting use case is to put all vehicles’ history on a blockchain—think of it as an Aadhaar for cars. If one can have an accurate history of a vehicle, there is significant impact on insurance premiums and vehicle value. This is especially true for rural situations: tractors and trucks are often bought and sold, traceability is especially difficult, and insurance and financing rates matter a lot.

The future of work

While blockchain seems to have universal applications, there are two use cases which are most exciting. One is how blockchain will impact the future of work—not from a ‘robots replacing men’ standpoint, which we will explore more in the next chapter, but how it could impact organization design and structures, and perhaps replace the CEO!

Let’s consider Uber. As it turned out, it is a great business model run by a flawed chief executive. Travis Kalanick built one of the world’s most valuable private companies and became a $100-billion business in a relatively short while, only to be fired by his board in June 2017. We see this happening more and more with CEOs—Ronald (Ron) Johnson was summarily dismissed from JC Penney, Carlos Ghosn from Nissan. Closer home, B. Ramalinga Raju used his company’s money and nearly drove Satyam Computer Services Ltd to the ground.

CEOs have vast, untrammelled powers in today’s organizations, endowed with near-sycophantic employees and pliable boards. The way in which the organizations are structured, everything gets eventually centralized at the top, and the CEO becomes a single point of trust and confidence for the entire organization. Many times, he or she also becomes the single point of failure. Trust and culture, in today’s organizations, flow downwards. And if the CEO is corrupt in some way, he poisons the culture and the reputation of the entire company.

What if there was another way of structuring organizations? A few years back, an interesting kind of organization emerged—a strange creature, who very few people understood and many sniggered at. It had a sufficiently intriguing name too—the distributed autonomous organization (DAO). It was borne out of blockchain, and was an organization represented by rules which were encoded as a computer programme which is transparent, controlled by shareholders and not influenced by a central government. The original DAO that was created controlled about $100 million in crowd-funded assets, was built on an Ethereum blockchain and was given its authority by code and smart contracts. The people who have crowd-funded it get DAO tokens, which can be used to vote on governance issues and other decisions like which projects the $100-million DAO will fund. People can apply for businesses they would like to build on the DAO with proposals and a smart contract code; the code will execute payments as long as the project is accepted and the milestones were met. Behold, the computerized VC! It did not last very long frankly; some cleverer humans figured out how to hack it and stole some of those $100 million tokens. However, the seed of a democratic CEO-less organization was planted.

Many start-ups emerged to build products upon this original idea. One of the very interesting ones is Colony.io—it helps build ‘colonies’ or companies, ‘except instead of being managed by fallible individuals, it harnesses the wisdom of the crowd to make sure that the right things get done by the right people, at the right time’.
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 It is a fascinating concept, where as you contribute to the organization you build your reputation (akin to DAO points) and use your reputation to get a disproportionate voice in decision making, much like the boss gets in today’s organizations, though he gets it based on his position rather than reputation. Therefore, in colonies, ‘decisions are made democratically; everybody has a voice. The greater your expertise, the more influence you have’.
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You might not think so, but this is not entirely balderdash. Zappos.com, Arca and Precision Nutrition are among the 500 odd companies which follow the alternative organizational structure called Holacracy. The similarity that a Holacratic organization has with the DAO is eerie: a concept that brings some structure and discipline to a P2P workplace. A Holacracy ‘completely replaces the conventional management hierarchy with a tested, customizable self-management practice that empowers people throughout an organization to make meaningful decisions and drive change’.
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 Job descriptions, where one person has narrowly defined jobs, get replaced by job roles, and a person can do more than one of them simultaneously. Delegated authority is replaced by distributed authority—think of a central ledger being replaced by a distributed one. Changes are handled through big, one-time reorganizations in the traditional company; in Holacracy, the organizational structure is regularly updated via small iterations, much like agile, distributed software. As a Yammer co-founder put it: ‘Most start-ups believe in iteration of their products. Now they need to apply the same thinking to their organizations.’
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Work is changing before our very eyes. It is becoming more democratic, as ‘teal organizations’
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 —which have a life and sense of direction of their own, where people share a common purpose rather than common values—are emerging. Notice the startling rise of the ‘gig-economy’ or the way WeWork is powering into office spaces across the world. These organizations run through consensus, have policy decided democratically rather than by a central authority, are therefore decentralized, and the compensation is based on how much work you do or how much stake you have in its success. Spookily common to the concept of blockchain? So, if a blockchain ran Uber, would things have turned out a little differently for the company?

Next generation social networks

If you have not heard of Cambridge Analytica (CA) and how 2018 was the annus horribilis
 of Facebook, you need to emerge out of the rock you have been living under. I read with open-mouthed astonishment how CA harvested Facebook and other social media and created individual demographic and psychographic profiles of tens of millions of voters in the US. It then individually targeted people with messages on who to vote for, who not to, when to go out and vote, and, in certain cases, not to do so. What CA did was painstakingly done over many years, mostly through Facebook, and was borderline illegal; and that there were other firms out there, who could not do a CA on you, but came pretty close.

Facebook has been in the spotlight before. Many times, it has been there for the wrong reasons—concerns over privacy, security, free basics, payments, non-compliance of regulation. However, the current situation is perhaps its most dire yet, and I believe that it is the end of Facebook as we know it. The company will have to relook at its technology, security and privacy policies as a whole. Beyond that, it will have to reconsider its core business model, and also its whole set of beliefs and values, the way Uber is doing.

Taking a long leap of faith, I believe that perhaps blockchain can be the answer to Facebook’s problems, or if not, then be its disruptor.

The blockchain already is a pure P2P network, which can be used to exchange digital assets without friction (no central ledger and transactions between people can happen nearly instantly without any intermediary), execute smart contracts (contracts and documents can be stored electronically, and executed algorithmically), and store digital records (have an electronic identity). We have also seen that blockchain is the ultimate decentralizer.

Facebook’s powerful business model is all about monetizing you and your data. It serves to collect every single piece of information, emotion, intention, location and connection you have, make sense out of it for an advertiser, and sell this packaged and massaged information to them. It has vast repositories of this data in its server farms: data from its eponymous two billion strong social network and from Instagram and WhatsApp. It is estimated that more than 90 per cent of all the trillions of pictures out there are hosted by Facebook or one of its companies! Around 70 per cent of Facebook is now accessed on the mobile phone, so its already rich data is further enhanced by location, proximity and your phone connections.

Facebook has powerful incentives to collect and store as much data as it can so that its formidable ML and AI algorithms crunch this to create devastatingly accurate profiles of you. ML algorithms are an insatiable beast, and the more data they ingest, the more powerful they become. The more the data, the sharper your profile, the more specifically targeted the advertising, the more advertisers pay for it. This business model is a self-propelling machine, a fission reactor of data. Except that now, the fissile material has reached critical mass and, resembling Frankenstein-like situation, has the potential to explode in the face of its creators.

What if there was a different business model, and what if it was decentralized? Imagine if the architecture of the social network was on a blockchain, and each user was a node on the same. The user would specify what data could be shared or not, and if it were to be so, it would be by some kind of consensus, rather than being decided by one single centralized monopoly. Based on the data the user shared with the advertiser and the popularity of the data (through a Reddit type upvote perhaps), the advertiser would directly pay the user some coins through a set of self-actuating smart contracts. These coins, in turn, could be used to buy user data, or exchanged for goods and services. They can also be freely listed and traded on a crypto exchange and be redeemed for another cryptocurrency or fiat currency. This would be a win-win for the user and the advertiser: the user would get paid for sharing her data and would control the extent of data shared, and the advertiser would still pay, but to a bunch of its customers, rather than one monolithic identity. There is then the obvious advantage of security. Given the distributed, consensus-driven nature of blockchain, an external agency like CA cannot just harvest data without explicit permission and distributed consensus. This was a loophole that CA exploited in the current architecture.

The above is not my original idea. There are Social 3.0 networks mushrooming, networks that do not ‘sell’ you, and involve direct payments between producers and consumers. Steemit is one such example. It is a blockchain-based platform where you get paid for good content; users post and upvote articles on Steemit to get your share of the daily rewards pool. There are social networks on top of Steemit emerging—for example, 1Ramp is a promising one in India.

Therefore, it is not surprising that Mark Zuckerberg has already started exploring blockchain and crypto, and has in fact made it his mission for this year. He perhaps knows it better than us that CA is only the tip of the proverbial iceberg. He will have to lead Facebook’s charge into new business models, or a blockchain-based competitor will come and disrupt him.

In its purest form, blockchain can push a social network from ‘don’t be evil’ to ‘can’t be evil’!

Other use cases

While we have enumerated the major use cases, there are many others across multiple industries.

Today, in the legal industry, smart contracts are ripping apart the complex paper driven contracts. A smart contract is a computer code running on top of a blockchain containing a set of rules under which the parties to that smart contract agree to interact with each other. If and when the pre-defined rules are met, the agreement is automatically enforced. The smart contract code facilitates, verifies and enforces the negotiation or performance of an agreement or transaction. An industry which is ripe for smart contract adoption is the legal industry, where everything is run by contracts. Other use cases run across financial transactions veracity, audit, supply chain legal documentation, etc. Marketing, and specifically Martech, is another area where there is possibility of blockchain disruption. Handling multi-million or even multi-billion online ad frauds is one. Influencer management and authenticity, content management, ICO like crowdsourcing for funding new products, piracy reduction, data protection, etc., are others. So is managing the retail supply chain and ensuring provenance and authenticity.

One of my favourite use cases is how blockchain can help ‘bank the unbanked’. Remember the kitty party analogy we discussed in the last chapter? Well, magnify the kitty party a million times in India and you get chit funds, which basically do the same thing, except on a very large scale. Chit funds in India have a bad name, though there are many respectable companies running the same. Conceptually, chit funds are a mechanism that democratizes banking and brings it to the unbanked. However, over the years, they have developed a bad reputation due to huge frauds and mismanagement. The sums involved are colossal—with scams being estimated to be around $10 billion! It is estimated that more than 10 per cent of savings in India are in chit funds. It is, in many ways, a parallel banking system where people trust the large community to hold and multiply their money rather than a single bank. However, there are many who come in as frauds and game the system and destroy the trust as well as the lives of millions of poor people who trusted in them. Imagine if the chit fund industry was based on a blockchain system of authentic distributed trust and massive cryptographic protection; this would lead to a real, parallel banking system.

There are some yet unexplored, fantastic use cases where blockchain intersects with other technologies—like IoT (BIoT) or AI. BIoT use cases range from e-commerce logistics to sensor data. AI and blockchain can add massive synergies to each other.

When do you use blockchain?

Refer to the tweet with which we began this chapter: ‘Blockchain is the answer, now tell me the question?’ In late 2017, a company in the US called Long Island Iced Tea Corporation decided to be clever—they changed their name, officially, to Long Blockchain Corporation! Well, it produces iced tea and lemonade under the Long Island brand and they changed the brand name to Long Blockchain too. Guess what, two things happened: initially, the stock price jumped up by 289 per cent confirming the view that stock markets are irrational and sometimes a bit deranged. The second thing that happened was that an embarrassed NASDAQ promptly delisted the company! You could call the above move a flash in the pan, but this reflects how we tend to climb on to the latest hype machine and try to ride it to untold riches.




In truth, all business problems cannot be solved by blockchain. The six rules I use for whether the problem is blockchainable or not are borrowed from PricewaterhouseCoopers (PwC):
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	When multiple parties share data, so multiple participants need views of common information.

	When multiple parties update data, so multiple participants take actions that need to be recorded and change the data.

	When there is a requirement for verification, so participants need to trust the actions that are recorded are valid.

	When there are intermediaries that add complexity, and the removal of intermediaries can reduce cost and complexity.

	When interactions are time-sensitive, and therefore reducing delay has business benefits.

	When transactions interact, and so transactions created by different participants depend on each other.



PwC says that if your project or business problem checks four of the above six boxes, go right ahead!

As an example, Mahindra Finance solved a thorny problem with blockchain, where some of the above conundrums were present. They executed a bill discounting PoC, along with IBM, on the Hyperledger fabric, which greatly solved the problem. One of Mahindra Finance’s (MMFSL) businesses are bill discounting, in which they discount supplier and vendors bills to Mahindra and Mahindra, their big sister company which makes and sells passenger and commercial vehicles and tractors. This is a good business, except that MMFSL could grow only at the rate of growth of M&M. Other OEMs like Hyundai, Maruti, etc., would hesitate to give their bill discounting business to MMFSL, since they would worry about the leakage of their data, even if inadvertently, to their arch competitor M&M! While MMFSL and M&M were legally separate and have highly ethical entities, there was always a needle of suspicion in their minds—Caesar’s wife, as they say, must always be above suspicion!

The solution was to design the bill discounting platform on a blockchain (a private one in this case), so that the vendor and pricing data would not belong to any one entity (MMFSL in this case), but would be shared and owned by every entity—the OEMs, the vendors, MMFSL, etc. Therefore, this data could not be ported or shared without a consensus being formed among all parties. Moreover, the data was super secure and could be private to the participants. This PoC served to demonstrate to the other OEMs that they could, therefore, trust MMFSL with their data. For MMFSL, this meant that the addressable market exponentially increased. Moreover, since blockchain runs in the cloud, it meant some substantial cost savings, as the in-premise hardware and software costs were saved. Bolstered by this solution, MMFSL has now built a robust product platform around this, becoming one of the first companies in the world to build a blockchain-based product at production scale.

Thus, the decentralized, trust-building, secure technology underpinning blockchain can be used to solve some big global problems. The technology, as we have seen, is in its early days and is maturing. It will take a decade or so before we start seeing the omnipresence of blockchain. In the next chapter, let us turn to something which is here and now, and has the potential for even bigger disruption—the technologies of AI, and the gargantuan volumes of data that underpin them.







[image: Penguin walking logo]


11

Data: Harnessing the ‘New Oil’



‘The world is one big data problem.’


Andrew McAfee


‘The temptation to form premature theories upon insufficient data is the bane of our profession.’


Sherlock Holmes, fictional detective



Ever wondered how Google Maps can give you such accurate estimation of traffic? Well, it is certainly about past trends to figure out what the traffic was at this hour every day, or this day every week, or this month every year, etc. Certainly, there are satellite feeds which feed into the algorithm its pictures of traffic jams, obstacles and detours. But the most accurate feed is neither of these—it is you, and your location. All Android phones on the road keep on sending a ‘I am OK, you are OK’ signal back to Google’s servers in the cloud with their exact GPS coordinates. The algorithm looks at the number of these signals coming in from almost every vehicle on that road and gauges the density of traffic and therefore the time taken to reach somewhere (based on how much it usually takes, with a density equivalent to this one). Thus, the red line you see on your route on Maps is thousands of Google’s Android phones pinging their presence up to the cloud—the traffic is an algorithmic summation of all your Android phones! Clever, isn’t it?

Let us consider the sensors we wear on ourselves—the activity trackers like Fitbit or the Apple Watch or even the omnipresent phone we clutch onto for dear life. Each one of them constantly monitors you and collects information on you. Fitbit and Apple Watch know your location, the number of steps you took, your heart rate and pulse rate, the routes you took and places you stopped by to have coffee, how much you slept and how much you did not, and many more details of your everyday life. All this information is sent to their home servers, and algorithms create profiles of you—your habits, your health and your personality. This can be further used to target products and services to you, all in the quest of making you a better person.

Each of the above real-life examples sounds like science fiction. To some it may look like the pinnacle of what technology can do for us, to others it may sound a little creepy. What is common to these use cases, and thousands of others, is this four-letter word called data. Today, it has become increasingly difficult to comprehend the enormous amounts of data being generated. A 2018 Domo report
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 has startling facts: Google processes 40,000 searches every second; every minute, four million YouTube videos are watched and half a million tweets sent. Every second, five new people lay their lives bare by creating a Facebook profile. Meanwhile, existing Facebook users upload 300 million pictures a day, and post half a million comments every minute! In the physical world, every minute there are 45,000 trips on Uber alone, 100,000 and more per minute on all ride-sharing apps! The above data is only when we consider that half the population (3.7 billion) of our overcrowded planet of 7 billion owns a phone. It is estimated that by the year 2020, there will be 200 billion devices, sensors and machines using, controlling, sensing and managing data.

This is the world of big data.

Big data

The most popular definition of big data was given by Gartner, where they first articulated the three Vs of volume, velocity and variety. Big data is high-volume, high-velocity and/or high-variety information assets that demand cost-effective, innovative forms of information processing that enable enhanced insight, decision-making and process automation. In big data, data flow is huge (the Google searches above), comes really fast (the sheer amount of data coming in every second in both public and private environments) and is of different kinds (text, numbers, video, voice).

People started defining three other ‘optional Vs’: validity, or the guarantee of data quality; veracity, which is the authenticity or credibility of data; and variability, the various inconsistencies in the data. As engineers started speaking better English, four more Vs emerged: vulnerability (which is prominent among data with privacy and security taking centre stage), volatility (how long do you need to keep data for), visualization (how to present big data analysis) and value (what value can it add to your business).

This data is popularly called the new oil. As oil became the driver of the global economy for the last century, it will be data that will drive and own this one. As oil created untold wealth and oil barons ruled the world, data is doing that now with the Googles and the Facebooks of the world. As oil eventually dominated geopolitics and built nations, so will data. And, unfortunately, as oil resulted in wars and bloodshed, so will data.

Oil, when it is drilled out, is muck or gunk. It has to be processed, distilled and fractionated to create usable gasoline and diesel and petroleum. So it goes with data. You need mining, analytics and AI to make sense of the spigots of raw data too. This is the discipline of data science.

Data science

There is this old joke about data scientists which goes, there are two kinds of data scientists: 1) Those who can extrapolate from incomplete data.

For those left scratching your heads for the punchline—that was it. Actually, there are lots of jokes about data scientists, most of them alluding to the fact that their job is to make sense out of incomplete data that does not make sense. Given the amount of data floating around the world, data science has become a much coveted specialization and profession for software engineers worldwide, with Harvard Business Review
 calling it the ‘sexiest job of the 21st century’!
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So, what is this sexy job? Data science is a complex subject, and good data scientists require a deep knowledge of mathematics, computer science and the business domain. The intersection of mathematics and computer science is ML, the intersection of mathematics and business is statistical research, and the intersection of computer science and business is data processing and business intelligence, but data science is present in all three.

Hemant Sharma, a prolific tech blogger, has given an excellent introduction to data science in an Edureka blog,
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 and I am excerpting some from that. As we have already seen, traditionally data analytics used structured data, which is the data available in a structured manner in tables or logs, usually inside companies. Now, unstructured data is far more prevalent and far more important—the Facebook posts, YouTube videos and the gusher from Twitter. In fact, most predictions point out that from virtually no unstructured data in 2000, 80 per cent of all data by 2020 will be unstructured. Given that around 1.7 MB of data will be created ‘every second for every person on earth’—that is an unimaginable amount of data to be mined.

This data, if rightly analyzed, can be used for some very important applications. Based on your customer’s browsing history married with her demographic details, you can personalize offers and products for them. Self-driving cars can use terabytes of data from the environment, roads, other cars, weather, etc., to actually self-drive. You can build models and figure out the future price of a commodity like soybean, for example. Based on past trends, global macroeconomic data, weather trends, etc., can be predicted to a surprisingly accurate estimation.

It is different, and more advanced from mere data analytics, in the sense that ‘a Data Analyst usually explains what is going on by processing the history of the data. On the other hand, Data Scientists not only do the exploratory analysis to discover insights from it, but also use various advanced machine learning algorithms to identify the occurrence of a particular event in the future. A Data Scientist will look at the data from many angles, sometimes angles not known earlier.’
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 Business Insight (BI) can usually be found from structured data, while data science can also be found from lots of unstructured data.

Use cases for data science

The number of uses and use cases for data science are infinite. They are broadly used for the following:


	Predictive analytics, e.g., using data to accurately predict the price of a commodity, the downtime of a machine, etc.

	Recommendation engines products a person will buy, sites she will visit based on, for example, purchase/browser history and other similar people’s histories



Some illustrative cross industry use cases are given below:

Retail

Figuring out the best location of a store using traffic data, geo-fencing, buyer behaviour, etc., is one use case of data science. Another is what to put on which shelf, where the most pick-up and buying can happen. In fact, taking a picture of a shelf and analyzing it can help build automatic inventories and ordering. Using data, both e-commerce and brick-and-mortar stores can predict customer behaviour and buying preferences when you walk into the store and personalize your buying experience. If, Ikea for example, could immediately figure out who you are the moment you entered their physical store, they could direct you to shelves which stock what you normally prefer and offer discounts on goods which they know you like. The technology is there: ‘beacons’ installed in stores can connect with your phone through Bluetooth or similar technologies (if you install the app and give them permission). The point of sale (PoS) terminal can then immediately pull up and flash your details for the store staff to welcome and guide you, and the back-end systems can immediately despatch a discount coupon to your phone.

Healthcare

This is a huge area for data science applications. Figuring out why patients get readmitted and ensuring corrective action is one. Reducing wait time for patients by mapping traffic flows and doctor location and availability is another. Using data to predict disease probabilities and medicine effectiveness is another huge area. An often cited example is IBM’s Watson (the AI engine), which can sift through terabytes of published data on, say, cancer and draw correlations with your specific systems. The amount of published data and case studies is very difficult for human doctors to keep up with, and so getting an AI to aid them can be very useful.

Banking and financial services

Perhaps no other sector uses data and analytics more effectively and intensively than the BFSI sector. The area is littered with data science use cases—predicting insurance premiums, loan defaults, credit card spends and histories, stock price movements and high/lows, algorithmic trading, fraud management and detection, are just a few among the many possibilities here.

E-commerce

This is the other area which thrives on data and uses data as its most significant competitive advantage. Nearly every step of a customer’s e-commerce journey is tracked and analyzed to ensure better targeting, pricing, customization of offering, delivery, satisfaction, return rates, payment mechanisms, etc. It is this availability and analysis of data that makes e-commerce such a potent disruptor of retail.

Search and social networks

Without data science there would be no Google and no Facebook. While it is debatable whether this is such a bad thing or not, the fact is that searching, social networking and e-commerce, which are the biggest blockbuster industries of this age, would not be possible without big data and its processing. There is a malevolent side to it, as we have seen in earlier chapters, but the fact remains that data is the enabler of searching, social media and e-commerce industries. This includes advertising, and sharply targeted display ads and search results have completely disrupted traditional advertising as we know it.

Logistics and supply chains

Logistics is an $18-trillion industry and supremely inefficient. Big data analytics and science are being effectively used to streamline logistics, the lifeblood of the global economy. FedEx, UPS, DHL and Amazon use big data for routing algorithms, cost savings, customer personalization, and multiple other things which would not have been possible without data. Uber and Ola use data and algorithms to run their entire fleets of third-party cars and drivers.

Image and speech recognition

Image recognition, or IR, is one of the most powerful uses of AI and has use cases across multiple industries. While a lot of data is in text, far more of it is in images and video. In fact, it is widely estimated that visual data (videos, images, etc.) comprises more than 90 per cent of all Internet data! Analyzing image is infinitely more difficult, and this is where AI shines (more on this in the next chapter). Use cases range across agriculture, e-commerce, retail, public safety (with CC camera image analysis) and many more. While we will discuss more of it in the next chapter, there are several examples: drones can ‘read’ grapes on vines and figure out which ones are ready for harvesting to make the best wine. Facial recognition is used as passwords, and can be used by authorities to detect known criminals in large crowds.

The same can be said of speech recognition. While we will discuss it more in the next chapter, analyzing megabytes of human speech, say in a call centre scenario, and figuring out tonal and emotional patterns behind it has multiple use cases across industry. This is especially true for customer care call centres—since it is not only what customers say, but how they say it (tone, emotion, volume, context) that matters more. Speech recognition software can detect this in scale, segment the results and then recommend solutions for specific customer issues.

Using data effectively

If you were to strip down the layers to unearth the secret ingredient of very successful digital companies like Amazon, Google, etc., the answer would probably be data. We have seen how powerful data and data analytics can be. What these companies have done exceedingly well is collect, organize and, above all, analyze data brilliantly. Consider the recommendation engines of Amazon or Netflix, traffic and route predictions in Google Maps, or matching algorithms in Uber or Ola—data is their superpower.

This is where legacy companies flail around and fail, and it’s actually quite incongruous that they do so. As we have seen, Ginni Rometty of IBM estimates that 80 per cent of the world’s valuable data lies behind the firewalls of all the corporations, most of them
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 with these legacy companies! ‘Twenty percent of the world’s data is searchable. Anybody can get to that 20,’ Rometty told Mad Money
 host Jim Cramer. ‘But 80 per cent of the world’s data, which is where I think the real gold is, whether it’s decades of underwriting, pricing, customer experience, risk in loans—that is all with our clients. You don’t want to share it. That is gold.’ So, according to her, the Amazons and Googles and Facebooks of the world are playing around with just 20 per cent of the valuable data, and they are creating this almost obscene value out of it. If the legacy companies were to get their ducks in a row and leverage the data assets that they have sitting with them, imagine the value they will create for themselves and for the world.

This is why data and data analytics has become such a sought-after industry. Every large and small strategy consultant, Big Four firm or technology services and product company promises to extract the gold buried beneath your company. Most large companies, especially the banking, insurance and retail behemoths, have developed massive practices around data management and data science. Literally thousands of specialist companies have come up, in India and across the world, which can help you do the same. Palantir is perhaps the most famous of them. Valued at tens of billions of dollars, this yet-private company set up by Peter Thiel and others is perhaps the most powerful and valued data analytics company on earth. Its primary customer is the US government—using its products like Gotham. ‘Palantir Gotham is a platform for “needle-in-haystack” analysis. It’s used primarily by government agencies that look for bad actors hiding in complex networks: terrorist cells, trafficking rings, money laundering schemes, vectors of foodborne illness, and so forth,’ explains Mark Elliott, the CTO of Palantir in a post on Quora.
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 The National Intelligence Agency (NIA) of the US is said to collect and analyze every phone call, text message and email sent by anybody to anybody else on the globe! And companies like Palantir help them complete this unimaginably colossal and complex task. While Palantir is a giant, there are multiple others in all shapes and sizes. Many have developed horizontal or vertical specializations and have different business models. Many work only on structured data, while a few work on unstructured data too.

So now the dilemma in the minds of CEOs is not whether to work on their data or not—but who to work with, and what to do in-house and what to outsource, given how valuable their internal data is!

Data privacy and general data protection regulation (GDPR)

All of these oceans of free-flowing data have obviously led to privacy and security concerns. Consider this: it is very possible for large social networks to scan the pupils in your iris, to determine which piece of content interests you more. As you scroll down the feeds and videos, the camera in your mobile phone has the ability to switch on and track your pupils. If your pupils dilate, that signals your excitement and therefore there is a high probability that you like what you are seeing. Less or no dilation indicates the reverse. Hence, theoretically, the social network can tailor your feed accordingly, and sell this engagement to an interested advertiser.

Search engine apps on your phone can use the phone functionalities to actually listen to you! They might not listen in the way a human being listens and comprehends, but they can figure out the words you have spoken and sift through them. It is something like Gmail claiming to ‘read your email’ without actually understanding it—the bots or algorithms ‘read’ it to find the right keywords to serve ads to you. Try this: keep your Android smartphone next to you as you animatedly talk to a friend about visiting Cambridge. After fifteen minutes or so, go to the search engine bar on your phone, and type or say, ‘I want to go to.’ You shouldn’t be surprised if Cambridge pops up as an auto-suggest!

The same is true for Maps; the map provider pretty much knows everywhere you have been and at what time. The calendar app knows why you went there. The Uber app knows how much you paid and the route you took. Your phone knows what you did on the way there. Your activity tracker knows how much of it you walked, how many steps you took, and your heart rate fluctuation. All of this data, literally all of it, is being uploaded to the cloud. Afterwards all this data is used to profile you—demographically, psychographically and sociologically—for a brand to ceaselessly target you.

The fun part is that this can happen even when your phone is off, on airplane mode or even has no SIM card! A viral video on YouTube talks about how you can be tracked obsessively through your phone, irrespective of whether it is on or off.
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 As the protagonist here says, ‘Every move you make, every step you take, Google is watching you…’

You would believe that all these services are free for you. But, as it is famously said, of the Internet: if it is free, YOU are the product. Alas, there are no free lunches.

Data privacy and protection

The whole outrage against irresponsible behaviour and free-data driven business models have led countries and companies to frame fairly strict data protection laws. The European Union’s GDPR is perhaps the most discussed among them.

GDPR is a legislation that will update and unify data privacy laws across the European Union. GDPR was approved by the EU Parliament on 14 April 2016 and went into effect on 25 May 2018. The regulation revolves around the idea of consent, more specifically express consent, which is permission for something that is given specifically, either verbally or in writing. This is opposed to implied consent, which was in use until now, where the person is supposed to have given consent unless she specifically said that she has not! Opt-in versus opt-out. There are other pillars in GDPR: right to be forgotten, right of access, right to object, right to rectification and the right of portability. The legislation is comprehensive, and some say, too strict. Many have gone around town claiming that it will stifle innovation. Large data-driven companies have taken away their servers from Europe and placed them elsewhere.

However, the truth is that this is going to become the rule rather than the exception. India, like many other nations, is working on its own GDPR-equivalent—the India data protection law—and already has its own privacy network. Murmurs have begun even in the bastion of free enterprise and zero-regulation in the US for its own law. The Googles and Facebooks of the world have seen the writing on the wall—the era of free data is drawing to a close. On the face of it, this might seem like welcome news to legacy companies struggling to compete with them. However, I believe this is a double-edged sword. This is the reason why these behemoths are now casting their eye to unconquered lands—newer businesses and business models to disrupt and dominate. Healthcare, insurance, retail, entertainment, and education and other services models are top of this list. Exhibit A: Amazon tying up with Berkshire Hathaway and JP Morgan and appointing a star doctor as the CEO to disrupt healthcare. Exhibit B: the strenuous efforts Google is making to get into retail. Exhibit C: Amazon and its foray into streaming video. There are many such examples.

The emergence of data brokers

I have often speculated that a very interesting consequence of all this will be the emergence of a new class of jobs—that of data managers or brokers. Much like you have wealth managers today, whom you trust to manage your finances, data brokers will be people or firms who will manage our data. Perhaps, we will ‘hand over’ the keys to all our personal and professional data to them, with our stated preferences around privacy, earnings, protection, etc. Based on that, these data managers will decide which data of yours to share or sell, to whom, when and to what extent. The data that you share or sell in this way will fetch you money—in the form of actual dollars, or tradable cryptocurrency, or equivalent goods. The broker will take a cut of the same.

However, the choices as well as the rules and regulations around this data will be very complex, and so will be the outlets, options and the customers for this data. Much like we have innumerable options for our financial investments today, we will have countless options and avenues to monetize data. Thus, the age of data brokers will dawn—whether individual experts or the JP Morgans of data.

Small data

This rebellion against the massive use or misuse of data has brought in new ways of analyzing and arriving at consumer insights and predictions. One of these is the concept of ‘small data’. Martin Lindstrom, the bestselling author of Small Data: The Tiny Clues That Uncover Huge Trends
 , says that ‘marketers should be spending time with real people in their own environments. That, combined with careful observation, can lead to powerful marketing insights’.
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 This approach is the human-centric alternative to big data. In each case, one is collecting information to gain insights into behaviour, interests, and so on. But Lindstrom’s approach relies on a mix of keen observation of small samples and applied intuition.

He cites a famous example of Lego. In 2002, their sales were in precipitous decline. A big data study of their customers revealed the apparent reason: the declining attention span of their customers. Creating castles and terminators from tiny blocks took lots of time and effort, so Lego introduced bigger blocks so that the children with low attention spans could build one in minutes rather than hours. However brilliant the insight and the solution seemed, the strategy did not work. Lego’s popularity further declined. Under Lindstrom’s directions, a Lego team visited the home of a young German boy. This is where Lindstrom got his small data epiphany. When asked about his most prized possession, ‘ . . . this young kid paused for a second and then he points at these sneakers, worn-down sneakers standing on the shelves. He says, “This is what I’m most proud of... This sneaker is the evidence that I’m the best skater in town. You see, when I’m skating, I slide down at an angle of twelve and a half degrees. That generates exactly that worn-down sole you have on this sneaker. This is my evidence for me being number one in my city.”’
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 The team grasped the fact that while customers wanted instant gratification, they actually wanted to spend time on their passion, and wanted to be in control. Lego’s strategy changed: the smaller blocks were back, they put the kids back in the driver’s seat, and created the Lego movie. The rest is history.

The whole concept of design thinking and the ethnographic insights and tools we saw earlier in Chapter 5 are about this.

Data is NOT the new oil

In the beginning of the chapter, we talked of how data is the new oil. As we have learnt of the ramifications and possibilities around data, there is a school of thought that believes this comparison is absurd—in fact data is not the new oil. Bernard Marr,
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 a futurist and writer, explains it the best in a Forbes
 article written in March 2018.
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 Oil, he says, is a finite resource and is stored in silos and tanks. Data is infinite, with more and more of it being generated every day, and hoarding it has little benefit. Oil requires huge amounts of energy (itself) and large tankers to transport it; data, on the other hand, can be transported around the world in nanoseconds through fibre optic cables. The more oil is used, the more of it is lost to heat or wastage; the more data is used, the more insights it gives and the more useful it is. As reserves dwindle, extracting oil becomes more and more difficult (fracking, tar sands, under sea, etc.); data is becoming more available due to rise in computing power and storage. Oil is oil, it looks the same when extracted; data has massive variety—text, pictures, videos, sounds, ideas, facts, stories. Oil extraction degraded the environment; data farms do some of that, but do not compare.

Therefore, Marr suggests that data should be compared to the newer energy sources—solar, wind or tidal. ‘There is an abundance of it,’ he says, ‘more than we can ever use, and rather than fencing it off and reducing the supply, we should think about how we can make it more widely available to everyone.’
12

 Rather than concentrating it in the hands of the few as it is now.

I cannot think of a better quote to end this chapter. In the next, we will talk about the immense power and promise of that one technology that lives off all this data: AI.
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AI: Man’s Final Invention?



‘Some people worry that artificial intelligence will make us feel inferior, but then, anybody in his right mind should have an inferiority complex every time he looks at a flower.’


Alan Kay


‘A computer once beat me at chess, but it was no match for me at kick boxing.’


Emo Philips



This wry ‘engineer’s joke’ that I recently read best describes my feelings about Al: ‘If it is written in R, it is probably Data Science. If it is written in Python, it might be Machine Learning. However, if it is written in PowerPoint, it is AI.’

Admittedly, AI has gone much beyond PowerPoint. However, many of us fail to understand it before we start expounding upon its almost miraculous benefits or its potential world-destroying malevolence. In this chapter, let us delve a little deeper to understand what AI is before we discuss the possibilities around it.

Al entered public consciousness for the first time in the aftermath of the much publicized episode of Jeopardy
 in which Watson, IBM’s Al engine, defeats the two reigning human champions Ken Jennings and Brad Rutter. This was in 2011. Almost fifteen years ago, Deep Blue, another IBM computer, had defeated Gary Kasparov, the then reigning chess world champion. This was quite a surprise considering Kasparov had defeated Deep Blue the year before. However, the chess match win was seen as how a computer
 could defeat a human being; it was still about a machine performing lightning fast calculations and winning through ‘brute force’ and not necessarily through any kind of intelligence. It was with the Jeopardy
 episode that AI entered the common lexicon. As a breathless New York Times
 wrote the following day, ‘From now on, if the answer is “The computer champion on Jeopardy
 !” the question will be, “What is Watson?”’

The newspapers got more breathless, and perhaps rightly so when five years later, AlphaGo, an AI developed by Google Deepmind, defeated Lee Sedol—the eighteen-time world Go champion! Go is different from chess. While chess is more deterministic, Go requires a deep understanding of strategy, forming of judgement and an ability to learn from past moves—classically very human traits. Supposedly, this makes it much more difficult for machines to master, and even Elon Musk thought that an AI would only become capable of defeating a human Go champion by 2026! Go is considerably more complex than chess, and one of the techniques used by Deepmind was deep learning, which is a very new kind of AI ability. However, we are getting ahead of ourselves, we will return to deep learning and Go a little later in the chapter.

Let us first dip into AI’s murky past.

History of AI

Gil Press contends in an article in Forbes
 that AI’s history goes back to 1308, when ‘Catalan poet and theologian Ramon Llull published Ars Generalis Ultima
 (The Ultimate General Art) further perfecting his method of using paper-based mechanical means to create new knowledge from combinations of concepts.’
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If we hark back 300 years to the late eighteenth century, people witnessed an interesting demonstration of AI with something called the Mechanical Turk. The Turk was an elaborately carved and painted machine which could play chess with you and would often end up defeating you! This automaton created quite a stir as it travelled the world, until one day, eighty years later, it was discovered that there was an actual human being hidden inside this contraption, who mechanically manipulated the Turk’s arms to play chess! Until this anticlimactic discovery, the Turk had managed to fool many illustrious people, including Napoleon and Benjamin Franklin. Rather poetically, its soul is still alive though, with Amazon’s Mechanical Turk, which is ‘a crowdsourcing Internet marketplace enabling individuals and businesses (known as Requesters) to coordinate the use of human intelligence to perform tasks that computers are currently unable to do’.
2

 These are tasks like artistic and creative research, missing person searches, human-annotated data, etc.

A more realistic history of AI dates back to the 1950s and Alan Turing. Many of us would have seen Benedict Cumberbatch play Turing in The Imitation Game
 . The eponymous Turing test first published in Computing Machinery and Intelligence
 in 1950 became the logical starting point of AI. The Turing test could theoretically determine whether a machine was intelligent or not. Turing’s great work gave rise to Enigma, the legendary code-breaking machine of World War 2, which played a pivotal role in the allies defeating Germany. Coincidentally, the same year, Claude Shannon wrote the first article on how a computer could play chess. Six years later, the famous Dartmouth conference was held where the founding fathers—John McCarthy, Marvin Minsky, Nathaniel Rochester and Claude Shannon—officially defined and started the field of AI. ML as a concept came a year later where Arthur Samuel developed it to play checkers (it seems that board games are a great inspiration for AI!). Four years later, the first industrial robot, Unimate, was debuted in a GM plant in New Jersey in 1961.

We knew that AI was going to be a ‘thing’ when Hollywood adopted it. First, in 1968, with the cult film 2001: A Space Odyssey
 and then later, in 1984, with Electric Dreams
 , which featured a love triangle between a woman, a man and a PC! The mid-1980s were also the onset of the ‘AI winter’ where investments slowed down, research waned and people predicted that the AI bubble had burst. Nevertheless, the Al optimists persisted, and soon Mercedes introduced the world’s first driverless car which drove around 75 kilometres on the empty streets of Munich. The term singularity debuted in 1993, with its creator Vernor Vinge prophesying that superhuman intelligence will become a phenomenon in thirty years from then.

In 2009, AI savant Andrew Ng along wtih Rajat Raina and Anand Madhavan published ‘Large-scale Deep Unsupervised Learning Using Graphics Processors’, arguing that ‘modern graphics processors far surpass the computational capabilities of multicore CPUs and have the potential to revolutionize the applicability of deep unsupervised learning methods.’
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 This is possibly where the term ‘deep learning’ originated from. As we already know, 2011 was the year of Watson and Jeopardy. The following year brought in an important landmark for AI, when a convolutional neural network designed by researchers at the University of Toronto achieved an error rate of only 16 per cent in the ImageNet Large Scale Visual Recognition Challenge. This was a significant improvement over the 25 per cent error rate which was achieved by the best entry the year before. However arcane this sounds, it opened up the world of neural networks and deep learning to the world, and five years later, these technologies burst into public prominence when in March 2016, Google DeepMind’s AlphaGo defeated Go champion Lee Sedol.

Defining AI

While we endeavour to define Al, we are constantly reminded that it is not something which is easily definable; it is so vast and general an area that many times it can mean different things to different people.

As early as 1956, John McCarthy of MIT coined the term ‘artificial intelligence’ and proceeded to give it this rather chilling definition: ‘Artificial intelligence is the branch of computer science concerned with making computers behave like humans.’
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 Interestingly, he chose the term artificial intelligence because it sounded neutral and relatively harmless. Kaplan and Haenlein gave a more modern definition, which is more oriented to the field of computer science: ‘A system’s ability to correctly interpret external data, to learn from such data, and to use those learnings to achieve specific goals and tasks through flexible adaptation.’
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The Oxford English Dictionary
 gives a more descriptive and precise definition of AI: ‘The theory and development of computer systems able to perform tasks normally requiring human intelligence, such as visual perception, speech recognition, decision-making, and translation between languages.’ The definition which I personally like best is the one in the Encyclopaedia Britannica
 . Their definition brings AI slightly closer to Asimov and science fiction: ‘Artificial intelligence (AI), the ability of a digital computer or computer-controlled robot to perform tasks commonly associated with intelligent beings.’ Google, Amazon, IBM and Microsoft have their own definitions, which seem to reflect their own vision and business better. For example, IBM has now started defining AI as augmented intelligence, rather than artificial intelligence, since they believe that AI will ‘augment human intelligence’ rather than replace it. There have been forums where AI has also been called assimilated (or collective) intelligence, since it collects various data (human and otherwise) in the world and then derives some intelligence from it.
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It is difficult to precisely define AI, since it is more a comprehensive set of technologies, rather than a technology in itself, and in some sense, closer to a philosophy than a technology.

Types and subsets of AI

Given its vastness and complexity, it is a bit of a struggle to typify or classify Al. Having said that, let’s attempt it here

One way to segment AI is to classify it as weak or narrow AI and strong or general AI. As the name suggests narrow AI focuses on one thing—chess, poker or voice recognition for example. Here every rule and scenario are entered manually, and this is a rules-based, brute force AI. Every narrow AI helps to develop a strong AI. This develops the real AI where the machine starts to think, react and perform like a human being. We have not yet arrived at general Al, where AI can be used to solve every problem much like humans do, but we are getting closer every year.

Another good way to classify AI is to do so functionally. The four ways which I have found to be the most popular are: reactive machines, limited memory, theory of mind and self-awareness.


	Reactive machines AI: This is what Deep Blue or Watson or even Alpha Go uses—where the AI is reactive and not able to form memories or even use past experiences. Alpha Go is certainly more advanced than the others and uses neural networks. But it is still reactive and cannot evaluate all potential future moves, for example.

	Limited memory AI: This is what autonomous or self-driving cars do. A lot of instructions like road signs, lane markers, etc., are pre-fed into its limited memory. But it goes beyond that to detect the movement of vehicles around them constantly. However, these are transactional and are not saved into its memory to learn from.

	Theory of mind AI: This is derived from a term of psychology called theory of mind—the understanding that people, creatures and objects in the world can have thoughts and emotions that affect their own behaviour. This is how humans partake in social interactions, understand motives and intentions and form societies. This type of AI has not yet been developed. However, there is promising research that is being conducted which is advancing this AI by the development of robots that are able to identify eye and face movements and react based on the looks and facial features of individuals.

	Self-aware AI: This is where AI gains consciousness, and perhaps a soul, which is the final frontier of the development of AI. As Arend Hintze
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 explains, consciousness is similar to self-awareness—‘I want that item’ is a very different statement from ‘I know I want that item’. Conscious beings are aware of themselves, know about their internal states and are able to predict feelings of others. This type of AI has not yet been developed, but when it does, it can configure representations about themselves. It means particular devices are tuned into cues from humans like attention spans, emotions and also able to display self-driven reactions.



Apart from the types of AI we discussed above, AI also has several subsets. Chethan Kumar GN, in his excellent Medium
 blog,
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 gives us this wonderful tree diagram below:




Some of these terms would be familiar to you—we joked about ML as we started the chapter, and natural language processing (NLP) has become another buzzword. So have deep learning and image recognition.

According to Chethan, the important ones as defined by him are as follows:


ML
 : It is a method where the target (goal) is defined and the steps to reach that target are learned by the machine itself by training, or through gaining experience. Let us take the instance of the identification of a simple object such as an apple or orange. The target is achieved not by explicitly specifying the details about it and coding it, but it is just as we teach a child by showing multiple different pictures of it and therefore allowing the machine to define the steps to identify it like an apple or an orange.


NLP
 : It is broadly defined as the automatic manipulation of natural language, like speech and text, through software. One of the well-known examples of this is email spam detection as we can see how it has improved our mail system.


Vision:
 It can be defined as a field which enables the machines to see. Machine vision captures and analyzes visual information using a camera, analog-to-digital conversion, and digital signal processing. It is usually achieved through ML to get the best possible results, so we could say that these two fields are interlinked.


Robotics
 : It is a field of engineering focused on the design and manufacturing of robots. Robots are often used to perform tasks that are difficult for humans to perform or perform consistently. Being paraded in every reputable Al conference, Sophia is a recent example of what the field of robotics has to offer.

There are many more ways of defining, typifying and sub-segmenting AI, the ones above only skim the surface. Let us now move to why AI is important.

How AI can impact business

While there is a lot of commotion around AI and how it can ‘change the world’, it is complex to try and quantify this change. This is because AI is an all-pervading technology; Andrew Ng famously called it ‘the new electricity’. Much like electricity, AI affects every industry and sphere of activity. Similar to how everything which was once manual could potentially be electrified, everything which has no ‘intelligence’ can potentially be AI-fied. One of the best efforts to quantify the gains of AI is PwC’s landmark report last year called ‘Sizing the Prize: What’s the Real Value of AI for Your Business and How Can You Capitalise?’
9



As per this widely quoted report, AI can cause a 14-per cent increase in global GDP by 2030, amounting to a $15.7-trillion uptick.
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 And 60 per cent of this increase will come through consumption side effects (personalization and quality), and the rest through productivity gains (labour productivity and time saved). If true, this is a humongous gain, greater than the current GDPs of China and India combined! The countries which will gain the most are China and the US, comprising $7 trillion and $3.7 trillion of the pie. India will share $1.2 trillion with other developing Asian markets, Africa and Oceania. China is clearly an outlier capturing half the gain. Part of this will come in productivity gains in its massive, growing manufacturing sector. However, a larger portion of the gains will be due to innovation. As we will see later, China is laser focused on AI, and the maximum number of AI patents are now emerging from China.

In terms of sectors, the biggest gainers will be healthcare, automotive, financial services, logistics and transportation, technology, retail, manufacturing and energy in that order.

Let us now look at use cases across these sectors.

Use cases of AI

As I earlier shared in the book, in the early days of electricity, some firms appointed the equivalent of chief electricity officers in the late nineteenth century. Their job was to literally electrify all that could be done in their operations and businesses. AI, as we learn, is the new electricity. Much like electricity, it can be theoretically applied to pretty much every aspect of operations in pretty much every industry. In this section, I will attempt to describe a few larger use cases, keeping the above PwC sectors in mind.

Healthcare

There are many use cases of AI in the field of healthcare. The top three as per PwC are: more accurate diagnostics, image recognition-based diagnostics of X-rays and other scans, and early identification of potential pandemics. With the massive real-time data trove of Google and Facebook, they have already started doing the pandemic identification part in a rudimentary manner. AI will touch many other aspects of healthcare—from something as seemingly mundane as better scheduling of surgeries and appointments to virtual drug development and robotic surgery. Big pharma has lapped up AI and started using it to cut their enormous drug development costs. IBM Watson has ingested the thousands of papers produced on cancer diagnostics and is helping oncologists around the world in better cancer diagnosis and detection.

Automotive

Perhaps one of the most popular use case of AI is driverless cars. Reams can be written on them, and how they will change the world; suffice to say, they will change mobility and logistics fundamentally. AI is used in automotive for predictive and autonomous maintenance, ride-sharing, routing and managing companies like Uber and Ola and will soon be managing autonomous fleets. It is currently being used for parking assist, lane-centering, etc. As it further evolves, it has the potential to radically reshape the auto industry. The current industry structure of driver-driven, individually owned cars is giving way to fleet-owned cars with no drivers. In fact, I have to argue that no other industry is being transformed by technology as drastically as the auto industry is—with autonomous, fleets and electric; and AI has a role to play in all of them.

Financial services

AI in financial services can be a take up an entire book in itself, such is the potential of AI across this industry. However, as per PwC, the three areas of maximum impact are personalized financial planning, fraud detection and anti-money laundering, and process automation of back office and customer facing operations. Robo-advisories are already popular these days, and as they grow, customers can expect highly personalized and efficient financial planning executed by AI. This is a highly regulated sector, which will prove to be a barrier, but fintechs are burgeoning across the world, chipping away at the old ways of doing things—primarily with AI as a weapon.

Retail

AI and data analytics have been the mainstay of e-commerce. Amazon’s famous reccomendation engine uses AI to analyze your buying behaviour and other data to personalize recommendations for you and create your ‘My Amazon’ page. However, AI is muscling into physical retail in multiple ways as well. We can use image recognition on shelves to figure out stocking levels and inventory, and auto-order replenishment stock. Personalized designs in apparel and other goods is another use case. Deep learning is primarily used by online retailers to anticipate what you might like and deliver it. Soon, consumers could have personalized products designed for their own individual preferences—the much-desired segment-of-one, where a customer segment is not a group of customers, but is one single individual customer

Technology, media and entertainment

The creators of AI perhaps use AI the most—Google, Facebook, Microsoft. Search results, content and media served to you is sharply personalized and designed for each customer based on her demographics, psychographics and past behaviour. While this is largely true for online content and more about recommending the existing content now, there will come a time when entire videos and perhaps movies will be created for you individually, not by humans, but by AI. Currently, a lot of AI is being used to serve tailored advertisements and content recommendations to you—leading to the oft-lamented fact that the best engineering minds are working on how to increase the number of clicks on an ad, rather than, let’s say, creating flying cars. As an example, you would have surely seen the personalized videos that Facebook sends you on your birthday, or a Facebook anniversary—they have been put together by AI, not by an engineer sitting in a Facebook office somewhere.

Manufacturing

Much like financial services, manufacturing is another area of infinite applicability of AI. Robots have now been used for many decades in manufacturing; now they are getting more intelligent with AI. In fact, now manufacturing is adopting cobots—robots along with humans, the former doing the heavy lifting to help their human cousins. Predictive maintenance using analytics and AI is another huge use case for manufacturing. On-demand production and making personalized products is a holy grail in manufacturing, and AI helps here as well. AI makes production lines more flexible and responsive, optimizes production and supply chains, and helps deliver a cheaper product on-time for the end customer.

Energy

As per PwC, the three big use cases of AI in energy are smart metering—real-time information on energy usage which helps to reduce bills; more efficient grid operation and storage; predictive infrastructure maintenance. Smart meters and home automation are already in use, and so is optimized power management. Using AI to reduce cost and optimize alternate, greener energy sources is the future. This is especially true of solar power where powerful AIs optimize the solar pane settings, operational efficiencies and transmission to achieve substantially increased yields.

Transport and logistics

We have already seen how AI drives autonomous cars. Soon, it will drive autonomous trucks, ships and planes; in fact, the first prototypes are being tested already. Mahindra, in India, is building an autonomous tractor! But even in the near term, AI will show great impact on logistics and transportation—reducing traffic congestion through smart traffic lights and grid management, enhanced security, robots in warehouses (Kiva, GreyOrange), and helping the vast taxi fleets of the Ubers of the world.

While AI can be hugely beneficial across industries, there is this lurking fear that it will do so at the cost of human jobs and even human superiority. Let us explore this more in the rest of the chapter, and move beyond the practicality of AI to its philosophy.

AI and the boiling frog

In fact, this debate is raging furiously even among the doyens of the technology world. On one side of the debate are veterans like Elon Musk and Bill Gates. ‘If you’re not concerned about AI safety, you should be. Vastly more risk than North Korea,’ tweeted Musk a couple of years back, with a picture which had a caption: ‘In the end, the machines will win.’
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 He went on further to say that: ‘AI is a fundamental risk to the existence of human civilization!’ On the other side are the younger and more optimistic billionaires like the Google founders and Mark Zuckerberg, with the latter waxing eloquent on how AI would ‘bring so many improvements to our quality of life’ and calling Musk’s assertions as ‘pretty irresponsible’.
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 Musk had the last word in this particular episode, when he tweeted back that ‘his [Zuckerberg’s] understanding of the subject is pretty limited’.
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The real question, however, is that who will have the final last word—us humans, or our AI creations?

Most of us have heard these doomsday scenarios before. The advent of the automobile was supposed to put the horse-and-buggy drivers out of work. Long distance aircraft were supposed to decimate ships and ocean liners. When computers came in, for instance, millions of people were supposed to lose their jobs. Instead, millions of new jobs were generated, and entire new industries created.

A definition says AI are software technologies that makes a computer or robot perform equal to or better than normal human computational ability in accuracy, capacity, and speed. So, unlike planes, cars or even PCs, this whole AI thing smells different. It is not about inventing something that moves without a horse, or flies in the air, or even performs mathematical calculations at blinding speed; this is about our basic differentiation as human beings—intelligence, perception, creativity—being replaced by inorganic entities which could be self-created, rather than being created by a human being.

In the AI world, there is a concept called singularity. The well-known futurist Ray Kurzweil, ‘with acclaimed accuracy rate of 86 per cent in the 147 predictions he has made’, defines singularity as the time when machine intelligence will be infinitely more powerful than all human intelligence combined.
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 Singularity is also the point at which machine intelligence and humans would merge. According to him, 2029 will be the year when computers will have human level intelligence, and 2045 will be the year when singularity will be achieved.

However, my belief is that we do not need to wait until 2045, or even 2029: AI has already started taking over our world, but in a gradual and insidious way. Humankind will not wake up one morning in 2045 and find that the machines have taken over. It will creep as it does to the mythical frog in a vessel of slowly boiling water. The water heats up slowly and gradually, and the frog is lulled into warm comfort. The water heats up gradually to boiling point, and before it realizes the frog starts boiling too. So, what is this slowly boiling water of AI around us? Ten years back, we remembered everyone’s phone numbers. Now, our phones remember them for us, and it is a rare human who remembers his spouse’s or child’s number. Even three years back, we used to remember routes, and how to get from place A to place B. If we did not, we opened a map and figured that out using our own intelligence. Or, if we were in India, we interacted with other human beings who told us how to get there. This is a thing of the past. Google and its ilk tell us exactly where to go, how to get there, how much time it will take and how much traffic we will encounter on the way. We consider this to be a great blessing, which it is, and stupidly allow the machine to guide us. For some reason if the GPS or the map does not work, we get frustrated and literally do not know how to proceed.

Google Now sits on the super-intelligent Android devices we call phones, reads our calendar and our emails and our texts, and then tells us where we are supposed to go next, and when we should leave. At 6 p.m. every evening, my phone pops up the directions and the time to leave for my badminton courts. If I am not in my hometown that day, it knows, and tells me to go elsewhere instead, and I obediently follow.

Next, we will lose our ability to drive, to control our car as per our wishes. My phone will summon my autonomous car at around 6 p.m., depending on traffic, and the car will take me to the courts. It will make sure that I am hydrated (my wristband will let it know), the rear-view mirror will ensure I am dressed for playing, and this human vegetable will be deposited at exactly the right time to start his game. I would not be surprised to find that when I reach there, my AI robot clone will be the one that actually plays, but I digress.

Then there are intelligent homes powered by AI and IoT. The mixer has made my protein shake when I come home, the AC is on, the shower heated and ready to go. My fridge and microwave have conferred with each other and prepared my meal . . . you get the picture. What if the machines we create are, or become, more intelligent than us, and then start thinking of their welfare instead of ours. Machines defeat us at chess and Go, ask Gary Kasparov and Lee Sedol. Recently, the world Go champion was defeated by a machine; and Go is a very ‘human’ game, with more permutations and patterns than chess. It is now widely believed that the 2016 American elections were won more through the efforts of intelligent networks and bots on Facebook and Twitter, rather than by Trump and the Republicans.

This is where it starts to get frightening. This is why Musk and Gates are worried, and someone like Russian President Vladimir Putin has weighed in saying that the country which controls AI will own the world. Musk has gone as far as to say that AI should be the one thing which should be regulated by government and countries. Recently, due to a disagreement with the others in the Open Al Alliance founded by Musk, he found himself compelled to exit the alliance.

Personally, I do tend to swing between the optimistic and dark future of AI, though I lean towards the Musk camp in this debate; my faith in human beings making the right choices is currently at an all-time low. We still have time for us to rise above the giddy excitement and thrill surrounding this new technology, and the pride of creating something as gee-whiz as this and take a clear-eyed view of what it means for us. We need to be more educated and aware of the far-reaching consequences of AI, and if needed, we need regulation to come in. Otherwise, I fear, we will be the human-shaped frog in the vessels we made, slowly getting cooked to death by the forces we ourselves unleashed to make us immortal.

AI and jobs

The moment you hear about AI, the first question that people tend to ask is: what will it do to jobs? Will robots take all our jobs? The truth is that there is no one right answer, and there is a great debate happening over this specific issue. There is a whole bunch of statistics around this doing the rounds. The WEF predicts that by 2022, AI will create 133 million new jobs, but will also cause 75 million of them to be displaced!
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 It also says that from a 30/70 ratio of division of labour between a machine and human, it will become 42/58 in 2022, and will eventually cross over each other to become 52/48 in 2025. Well, 2022 and 2025 are not too far off, so we will see how much of this happens.

The key is which jobs get created, replaced or lost. I have a simple way to think about it: most of our jobs can be rudimentarily divided into English and arithmetic. English is the creative part—strategy, communication, messaging; arithmetic is the analytical part—excel sheets, number crunching, financial planning. In my simplistic thinking, the arithmetic bit will get taken away by robots first (case in point: RPA, or robotic process automation) and humans will still own the English bit. However, it is when the English part starts getting chipped away by AI, we will be in trouble!

Kai Fu Lee, the acclaimed AI thinker and practitioner, explains it much better. His famous matrix has optimization-to-strategy on one axis and no compassion to full compassion on another. High optimization—low compassion jobs (like telesales, customer support, dishwashing, radiologist, truck driver, etc.) will be the first to go and high compassion jobs (like CEO, M&A expert, teacher, elderly care worker, etc.) will be last. The jobs which will always be there for humans will have the need for communication skills, empathy, compassion, trust, creativity and reasoning. In fact, he has a ready-reckoner list of the ten safest jobs, which I reproduce below:


	Psychiatry

	Therapy

	Medical care

	AI-related research and engineering—ironically, more AI requires more AI engineers and researchers!

	Fiction writing

	Teaching

	Criminal law

	Computer science and engineering

	Science

	Management



AI and India

It is unfortunate to see that as per how things stand today, India is a comparative laggard in AI. Whether counting the number of patents or jobs created or companies adopting it or AI start-ups or even government policy and support, India is nowhere close to where it can, and should, be. This is quite evident in the PwC report, where India is lumped together with other countries of Developing Asia and Oceania. India only has 386 of a total 22,000 PhD-educated AI researchers worldwide. In terms of conference presenters, India was ranked thirteenth globally, with just forty-four top-notch presenters. In terms of the citable documents published in the field of AI from 2010 to 2016, India is a distant fifth despite the number of engineers it produces.
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Having said that, the Government of India has made some recent moves to prioritize AI, especially in view of how China is emerging as a clear leader of the AI future. Niti Aayog brought out a discussion paper on ‘National Strategy for Artificial Intelligence’
17

 christened ‘AI for All’. The paper focuses on how AI can help the common man of India across healthcare, education, agriculture, infrastructure and mobility. It talks of how AI can be leveraged for the greater good, and how India can have an ‘AI Garage for 40 per cent of the world’. According to the paper, AI has the potential to boost India’s GDP by 1.3 per cent by 2035.

There are some edifying examples of AI work happening in the country, e.g., the 3Nethra device made by Forus, along with Microsoft’s AI technology, enabling early detection of diabetic retinopathy and an imaging biobank for cancer. We have seen the challenges agriculture is facing in India. There are AI start-ups like Intello Labs, using image-recognition software to monitor crops and predict farm yield; Aibono is using agridatascience and AI to provide solutions to stabilize crop yields, Trithi Robotics is using drone technology to allow farmers to monitor crops in real time and provide precise analysis of their soil. AI can be used to create ‘smart content’, use predictive technology to prevent primary school dropouts, AI software can even be used to learn writing and English. There are tremendous use cases in infrastructure and smart cities, and as we have seen, in mobility and transportation.

Niti Aayog has looked at how other countries are pump-priming AI and proposed a dual layer structure of Centres of Excellence (CORE) and International Centres for Transformational Artificial Intelligence (ICTAIs) to capitalize on this sector and make it more robust. It has also proposed upskilling India’s large workforce with AI. There are some very clear set of recommendations for the government, and we hope that some of those will be put into action to make India a force to be reckoned with in the field of AI.

‘The ruler of the world’

The US and the erstwhile Soviet Union fought a Cold War for many years in the twentieth century. A new and more chilling Cold War is now underway between the US and China, and the war is over AI. Vladimir Putin, who was previously the KGB chief, declared: ‘The one who becomes the leader in this sphere will be the ruler of the world.’
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Cut to 25 May 2017: AlphaGo dramatically wins in Go over the world champion Lee Sedol.

In the White House, Terah Lyons, one of Barack Obama’s science and technology policy advisers, remembers her team cheering on the fourth floor of the Eisenhower Executive Building. ‘We saw it as a win for technology,’ she says. ‘The next day the rest of the White House forgot about it.’

In China, by contrast, 280 million people watched AlphaGo win.
19



In 2017, China’s president, Xi Jinping, addressed more than 2000 communist party members about the country’s future and how the Party could play a role in it. In this plenary, he cited AI, big data, and the Internet as core technologies that would help transform China into an advanced industrial economy—this was the first time any technology had made it into a speech like this. ‘If AlphaGo was China’s Sputnik moment, the government’s AI plan was like President John F. Kennedy’s landmark speech calling for America to land a man on the moon,’ Kai-Fu Lee wrote in his book, AI Superpowers
 .
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The Chinese have a very clear and extremely well-funded commitment to AI. It is estimated that the total spending on AI systems in China in 2017 was $12 billion and is expected to grow to at least $70 billion by 2020. According to an Obama White House Report in 2016, China publishes more journal articles on deep learning than the US and has increased its number of AI patents by 200 per cent. China is determined to be the world’s leader in AI by 2030.

Kai Fu Lee gives a couple of good reasons, beyond the government’s commitment as to why China will win over the US:


	Scrappy entrepreneurs are China’s secret weapon in AI.

	China has an advantage in data, and that’s what will matter most in AI: exabytes of data collected over Baidu and Tencent and WeChat.



What is most important is that this data is widely available for AI, there are no real privacy laws and the government can pretty much collect anything. Where you are located, whose side you took in social media over a contentious political issue, what kind of stuff you bought, who do you talk to more often than others—everything is visible and analyzable by the Chinese government. In contrast to this, US advancements in AI are being driven by the big technology giants—Google, Facebook, Amazon, Apple and Microsoft. They are much more democratic, and, in a good way, that is actually posing problems! Last year, for example, employees at Google demanded that the company pull out of a Pentagon collaboration called Project Maven. The idea behind the project was to use AI for image recognition in US defence department missions. Google’s management caved. Added to this is the fact that the US government is far more sanguine than their Chinese counterparts. In early 2017, US treasury secretary Steven Mnuchin said that the idea of humans losing jobs because of AI ‘is not even on our radar screen.’ Later, he added that it might be a threat in ‘50 to 100 more years.’
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Although China is leading the AI onslaught, there is a dark sheen to the success story. In many cities across China, authorities
22

 are trying out facial-recognition software and other AI-powered technologies for security. Famously, facial-recognition cameras at a sports stadium in Zhejiang led to the arrest of a criminal who was there and had been wanted by the police for the past three years!
23

 China is also developing a police cloud system, and more worryingly, a social credit score. This is like a financial credit score like CIBIL or Experian, but with inputs regarding your driving habits, your political leanings, the places you frequent and your shopping frequency and habits. There have been recent reports of Chinese citizens being offloaded from flights because of low social scores, or dating sites incorporating these scores, higher scores’ lending prospects are more attractive!
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The humanizing of AI

We are getting all serious, so let’s go to an apocryphal interview of a ML engineer. After being told that the candidate is an expert in ML, the interviewer asks him, ‘What is six plus ten?’ ‘Zero,’ answers the candidate. ‘Nowhere close,’ exclaims the interviewer. ‘It is sixteen. Now, what is ten plus twenty?’ ‘Sixteen,’ answers the candidate.

I am not sure how funny you found it, but the deeper meaning is how limited and shallow ML and current AI can be, with a total dependence on how it is trained by humans.

But what happens if the AI starts training itself, as it does in neural networks and deep learning. Let us go back yet again to the famous AlphaGo–Lee Sedol battle. A Forbes
 article by Paul Harmon describes this battle vividly: ‘What was impressive about AlphaGo’s games with Ke Jie was not the wins,’ he says, ‘but the buzz around the innovations that AlphaGo introduced into its play . . . AlphaGo learned to play Go by playing human players. Then it improved its skills by playing millions of games against itself. In the process AlphaGo developed new insights into what worked and what didn’t work. AlphaGo has now begun to develop approaches—sequences of moves—that it uses over and over again is similar situations. Students of Go have noticed these characteristic sequences of moves, given them names, and are now beginning to study and copy them.’
25

 It started innovating new moves and ‘grandmasters were shocked when AlphaGo introduced a new approach to corner play—a slight variation on an approach that was universally thought to be ineffective—and proceeded to use it several times, proving that it was powerful and useful. It isn’t just doing what human grandmasters have been doing; it’s going beyond them and introducing new ways of playing Go’.
26



So, AlphaGo is being creative and innovative, both thought to be unassailable human traits! Kai Fu Lee talked about compassionate nurse jobs to be uniquely human but supposed if ‘Google DeepMind develops a patient-diagnostic assistant, and after that assistant has studied the data on thousands or millions of patients it will begin to suggest insights that are beyond or better than those currently achieved by human doctors.’

Paul Harmon posits that these powerful neural network and deep learning ‘systems promise to not only automate human performance, but to automate innovation.’
27



Singularity and man’s last invention

The Advaita (that which cannot be divided) philosophy in Hinduism might obliquely refer to single, indivisible entity or singularity. The Big Bang, which gave birth to the universe according to a theory, was supposedly preceded by a singularity, that one point or particle of infinite density, that contained all the mass and space-time of the universe, which then expanded violently to create us and the Earth and the universe today.

As referred to earlier, technology singularity is an upgradeable intelligent agent,
28

 (such as a computer running software-based artificial general intelligence) and can enter ‘a runaway reaction
 ’ of self-improvement cycles with each new and more intelligent generation appearing more and more rapidly, causing an intelligence explosion and resulting in a powerful superintelligence that would, qualitatively, far surpass all human intelligence. Another definition is simpler, and defines singularity as ‘when ordinary human intelligence were enhanced or overtaken by artificial intelligence’.
29

 As per Ray Kurzweil, the popular inventor of the term, this is expected to occur approximately around the year 2045.

James Barrat in his seminal book, Our Final Invention
 , called AI the last thing that man would ever invent. Post that, the AI itself will become more intelligent and capable than humans in inventing stuff and will take over that mantle! Max Tegmark talked about the same in Life 3.0: Being Human in the Age of AI
 and, more recently, Yuval Harari carried this thought forward in Homo Deus
 . Harari’s hypothesis is that homo sapiens will mutate to become homo deus, a species and intelligence augmented by AI—a human god with eternal life.

What happens to us will be based on how we well we build our last invention, whether it will be tamed by us, helping us live better, more fulfilled lives or whether we will be tamed by it, allowing it to eventually become the new species dominating our mother planet.
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An AI Writes On AI

How did an AI write its biography?

Computers have played chess against humans and defeated the world champion (Deep Blue v/s Gary Kasparov). AIs have played difficult quiz games against humans on TV and won (Watson in Jeopardy
 ). An AI (again Watson Debating Engine) has indulged in spirited debates with human beings and lost—as of now at least. AIs have painted remarkable, and mostly forgettable, art, created music, even written books.

But what an AI has not perhaps done yet is to write about itself, a sort of autobiography or a biography of the AI ‘species’. As I was writing about AI for this book, I started thinking of if and how an AI could write about itself. Would it ‘think’ of itself and its ilk differently than how I thought of it? Would it have an opinion, or a way of structuring the description in a more ‘logical’, ‘machine-like’ manner? Will there be emotion in the writing, will there be soul?

To find out, I got in touch with my good friend Anand Mahurkar, the founder–CEO of Findability Sciences, a Boston, Massachusetts-based AI company. I have known Anand and Findability for a few years now, and, in fact, serve as an adviser to them. They do some brilliant work in AI for enterprises and have lately attracted an investment and JV with Softbank, Japan. Anand immediately ‘got’ my crazy idea and jumped on the opportunity to quickly cobble together an AI, using Findability’s existing platforms, which could attempt to write a chapter on itself.

The more we thought of it, the more excited we became, since this would perhaps be a first in publishing history—and AI writing a chapter on AI in a book.

We had less than six months to do it, and so the tech folks at Findability, led by Suresh Shakkarwar, built an AI engine which could write a story about itself. For all of you who are curious about how it was done, and do not mind some tech arcana, here is how:

We used a product called FP-Summary™ an innovative unsupervized method for automatic sentence extraction using graph-based ranking algorithms used in FP-Cognition™, a graph-based ranking algorithm for creating text summaries. Using this method Findability Sciences Platform has ‘written’ a chapter for The Tech Whisperer
 .

FP-Summary™, an extractive type of algorithm, a graph based ranking algorithm. Graph-based ranking algorithms decide the importance of a vertex within a graph, based on global information recursively drawn from the entire graph. The graph-based ranking algorithm works with a concept of ‘voting’ or ‘recommendation’. The score associated with a vertex is determined based on the votes that are cast for it, and the score of the vertices casting these votes.

FP-Summary™ first builds a graph associated with the text, where the graph vertices represent sentences from the text. The edges are established based on the ‘similarity’ relation between the connecting sentences. The similarity is measured as a function of their content overlap. Such a relation between two sentences represents a process of ‘voting’ or ‘recommendation’.

The resulting graph is highly connected, with a weight associated with each edge, indicating the strength of the connections established between various sentence pairs in the text. The text is therefore represented as a weighted graph, and consequently FP-Summary™ uses weighted graph-based ranking algorithm to score each of the vertices. After the ranking algorithm is run on the graph, sentences are sorted on the score, and the top-ranked sentences are selected for inclusion in Summary.

For The Tech Whisperer
 , we connected FP-Summary™ to a repository of open-source text content related to AI, ML, Deep Learning, etc., and then it ‘wrote’ the chapter ‘AI on AI’ without any human intervention or review.

In the limited time we had, we worked together and went through several iterations to have this done. Could we have made a better, more capable and ‘human’ AI? Definitely, yes—with more time, many more engineers and unlimited resources—we could have designed and built an AI which would have written a more flawless and complete chapter. What our narrow AI has achieved, however, is quite remarkable—given a bank of open-source content, it has actually strung together a very credible story of itself.

Does it have the emotion, the completeness and the ‘soul’ that a human being can put in? In my estimation, not yet. How does it compare to a mortal human writing something on it, as I did in chapter twelve?

Make your own judgement, as you read the fascinating biography of AI, penned by an AI.

1. What is AI—history and description


Description


Artificial intelligence (AI) is the simulation of human intelligence processes by machines, especially computer systems. These processes include learning (the acquisition of information and rules for using the information), reasoning (using rules to reach approximate or definite conclusions) and self-correction. Particular applications of AI include expert systems, speech recognition and machine vision. Strong AI, also known as artificial general intelligence, is an AI system with generalized human cognitive abilities. When presented with an unfamiliar task, a strong AI system is able to find a solution without human intervention. AI as a service allows individuals and companies to experiment with AI for various business purposes and sample multiple platforms before making a commitment. While AI tools present a range of new functionality for businesses, the use of artificial intelligence raises ethical questions. This is because deep learning algorithms, which underpin many of the most advanced AI tools, are only as smart as the data they are given in training. Because a human selects what data should be used for training an AI program, the potential for human bias is inherent and must be monitored closely. Researchers and marketers hope the label augmented intelligence, which has a more neutral connotation, will help people understand that AI will simply improve products and services, not replace the humans that use them.

Back in the 1950s, the fathers of the field Minsky and McCarthy, described artificial intelligence as any task performed by a program or a machine that, if a human carried out the same activity, we would say the human had to apply intelligence to accomplish the task.

AI systems will typically demonstrate at least some of the following behaviors associated with human intelligence: planning, learning, reasoning, problem solving, knowledge representation, perception, motion, and manipulation and, to a lesser extent, social intelligence and creativity.

This approach could lead to the rise of semi-supervised learning, where systems can learn how to carry out tasks using a far smaller amount of labelled data than is necessary for training systems using supervised learning today. The algorithm isn’t setup in advance to pick out specific types of data, it simply looks for data that can be grouped by its similarities, for example Google News grouping together stories on similar topics each day. In reinforcement learning, the system attempts to maximize a reward based on its input data, basically going through a process of trial and error until it arrives at the best possible outcome.

An example of reinforcement learning is Google DeepMind’s Deep Q-network, which has been used to best human performance in a variety of classic video games. Discussions of artificial intelligence (AI) have created a certain amount of unease by those who fear it will quickly evolve from being a benefit to human society to taking over. Let’s look at 6 definitions of artificial intelligence and see how some of the industry’s leaders are focusing their AI research efforts.


Definitions


McCarthy is said to have picked the name artificial intelligence for its neutrality; to avoid highlighting one of the tracks being pursued at the time for the field of “thinking machines” that included cybernetics, automata theory and complex information processing. ”Today, modern dictionary definitions focus on AI being a sub-field of computer science and how machines can imitate human intelligence (being human-like rather than becoming human).The English Oxford Living Dictionary gives this definition: ‘The theory and development of computer systems able to perform tasks normally requiring human intelligence, such as visual perception, speech recognition, decision-making, and translation between languages.’

Definitions of artificial intelligence begin to shift based upon the goals that are trying to be achieved with an AI system. Generally, people invest in AI development for one of these three objectives:


	Build systems that think exactly like humans do (‘strong AI’)

	Just get systems to work without figuring out how human reasoning works (‘weak AI’)

	Use human reasoning as a model but not necessarily the end goal



Turns out that the bulk of the AI development happening today by industry leaders falls under the third objective and uses human reasoning as a guide to provide better services or create better products rather trying to achieve a perfect replica of the human mind.

Amazon builds a lot of its business on machine-learning systems (as a subset of AI) and defines AI as “the field of computer science dedicated to solving cognitive problems commonly associated with human intelligence, such as learning, problem solving, and pattern recognition.

Machine and deep learning are the priority for Google AI and its tools to ‘create smarter, more useful technology and help as many people as possible; from translations to healthcare to making our smartphones even smarter. Facebook AI Research is committed to “advancing the file of machine intelligence and are creating new technologies to give people better ways to communicate. In 2016, several industry leaders including Amazon, Apple, DeepMind, Google, IBM and Microsoft joined together to create Partnership on AI to Benefit People and Society to develop and share best practices, advance public understanding, provide an open platform for discussion and to identify aspirational effort in AI for socially beneficial purposes.

Those working with AI today make it a priority to define the field for the problems it will solve and the benefits the technology can have for society. It’s no longer a primary objective for most to get to AI that operates just like a human brain, but to use its unique capabilities to enhance our world.

In 2016, several industry leaders including Amazon, Apple, DeepMind, Google, IBM and Microsoft joined together to create Partnership on AI to Benefit People and Society to develop and share best practices, advance public understanding, provide an open platform for discussion and to identify aspirational effort in AI for socially beneficial purposes.


History


1308 Catalan poet and theologian Ramon Llull publishes Ars generalis ultima (The Ultimate General Art), further perfecting his method of using paper-based mechanical means to create new knowledge from combinations of concepts.

1726 Jonathan Swift publishes Gulliver’s Travels, which includes a description of the Engine, a machine on the island of Laputa (and a parody of Llull’s ideas): a Project for improving speculative Knowledge by practical and mechanical Operations. By using this Contrivance, the most ignorant Person at a reasonable Charge, and with a little bodily Labour, may write Books in Philosophy, Poetry, Politicks, Law, Mathematicks, and Theology, with the least Assistance from Genius or study.

It could change its facial expression and move its head and hands via an air pressure mechanism. This influential paper, in which they discussed networks of idealized and simplified artificial “neurons” and how they might perform simple logical functions, will become the inspiration for computer-based “neural networks” (and later “deep learning”) and their popular description as “mimicking the brain.

”1949 Edmund Berkeley publishes Giant Brains: Or Machines That Think in which he writes: “Recently there have been a good deal of news about strange giant machines that can handle information with vast speed and skill…. These machines are similar to what a brain would be if it were made of hardware and wire instead of flesh and nerves… A machine can handle information; it can calculate, conclude, and choose; it can perform reasonable operations with information. A machine, therefore, can think.

1950 Claude Shannon’s “Programming a Computer for Playing Chess” is the first published article on developing a chess-playing computer program.

1950 Alan Turing publishes “Computing Machinery and Intelligence” in which he proposes “the imitation game” which will later become known as the “Turing Test.

1952 Arthur Samuel develops the first computer checkers-playing program and the first computer program to learn on its own.

1957 Frank Rosenblatt develops the Perceptron, an early artificial neural network enabling pattern recognition based on a two-layer computer learning network. The New York Times reported the Perceptron to be the embryo of an electronic computer that [the Navy] expects will be able to walk, talk, see, write, reproduce itself and be conscious of its existence. The New Yorker called it a “remarkable machine… capable of what amounts to th.

1958 John McCarthy develops programming language Lisp which becomes the most popular programming language used in artificial intelligence research.

1959 Arthur Samuel coins the term “machine learning,” reporting on programming a computer “so that it will learn to play a better game of checkers than can be played by the person who wrote the program.

”1959 Oliver Selfridge publishes “Pandemonium: A paradigm for learning” in the Proceedings of the Symposium on Mechanization of Thought Processes, in which he describes a model for a process by which computers could recognize patterns that have not been specified in advance.

1959 John McCarthy publishes “Programs with Common Sense” in the Proceedings of the Symposium on Mechanization of Thought Processes, in which he describes the Advice Taker, a program for solving problems by manipulating sentences in formal languages with the ultimate objective of making programs “that learn from their experience as effectively as humans do.

1964 Daniel Bobrow completes his MIT PhD dissertation titled “Natural Language Input for a Computer Problem Solving System” and develops STUDENT, a natural language understanding computer program.

1965 Herbert Simon predicts that machines will be capable, within twenty years, of doing any work a man can do.

1965 Hubert Dreyfus publishes Alchemy and AI, arguing that the mind is not like a computer and that there were limits beyond which AI would not progress.

1965 IJ Good writes in Speculations Concerning the First Ultraintelligent Machine that “the first ultraintelligent machine is the last invention that man need ever make, provided that the machine is docile enough to tell us how to keep it under control.

1965 Joseph Weizenbaum, who wanted to demonstrate the superficiality of communication between man and machine, was surprised by the number of people who attributed human-like feelings to the computer program.

The first expert system, it automated the decision-making process and problem-solving behavior of organic chemists, with the general aim of studying hypothesis formation and constructing models of empirical induction in science.

1966 Shakey the robot is the first general-purpose mobile robot to be able to reason about its own actions. In a Life magazine 1970 article about this “first electronic person,” Marvin Minsky is quoted saying with “certitude”: “In from three to eight years we will have a machine with the general intelligence of an average human being.

1968 Terry Winograd develops SHRDLU, an early natural language understanding computer program.

A learning algorithm for multi-layer artificial neural networks, it has contributed significantly to the success of deep learning in the 2000s and 2010s, once computing power has sufficiently advanced to accommodate the training of large networks.

In an expanded edition published in 1988, they responded to claims that their 1969 conclusions significantly reduced funding for neural network research: “Our version is that progress had already come to a virtual halt because of the lack of adequate basic theories… by the mid-1960s there had been a great many experiments with perceptrons, but no one had been able to explain why they were able to recognize certain kinds of patterns and not others.

It consisted of a limb-control system, a vision system and a conversation system.

1973 James Lighthill reports to the British Science Research Council on the state artificial intelligence research, concluding that in no part of the field have discoveries made so far produced the major impact that was then promised, leading to drastically reduced government support for AI research.

1976 Computer scientist Raj Reddy publishes “Speech Recognition by Machine: A Review” in the Proceedings of the IEEE, summarizing the early work on Natural Language Processing (NLP).

1978 The XCON (eXpert CONfigurer) program, a rule-based expert system assisting in the ordering of DEC’s VAX computers by automatically selecting the components based on the customer’s requirements, is developed at Carnegie Mellon University.

1979 The Stanford Cart successfully crosses a chair-filled room without human intervention in about five hours, becoming one of the earliest examples of an autonomous vehicle.

1980 Wabot-2 is built at Waseda University in Japan, a musician humanoid robot able to communicate with a person, read a musical score and play tunes of average difficulty on an electronic organ.

1981 The Japanese Ministry of International Trade and Industry budgets $850 million for the Fifth Generation Computer project. The project aimed to develop computers that could carry on conversations, translate languages, interpret pictures, and reason like human beings.

1984 ­Electric Dreams is released, a film about a love triangle between a man, a woman and a personal computer.

October 1986 David Rumelhart, Geoffrey Hinton, and Ronald Williams publish ”Learning representations by back-propagating errors,” in which they describe “a new learning procedure, back-propagation, for networks of neurone-like units.

”1987 The video Knowledge Navigator, accompanying Apple CEO John Sculley’s keynote speech at Educom, envisions a future in which “knowledge applications would be accessed by smart agents working over networks connected to massive amounts of digitized information.

This work not only revolutionized the field of artificial intelligence but also became an important tool for many other branches of engineering and the natural sciences.

It is an early attempt at creating artificial intelligence through human interaction.

1988 Members of the IBM T. J. Watson Research Center publish “A statistical approach to language translation,” heralding the shift from rule-based to probabilistic methods of machine translation, and reflecting a broader shift to “machine learning” based on statistical analysis of known examples, not comprehension and “understanding” of the task at hand (IBM’s project Candide, successfully translating between English and French, was based on 2.

Given the hardware limitations at the time, it took about 3 days (still a significant improvement over earlier efforts) to train the network.

1990 Rodney Brooks publishes “Elephants Don’t Play Chess,” proposing a new approach to AI—building intelligent systems, specifically robots, from the ground up and on the basis of ongoing physical interaction with the environment: “The world is its own best model… The trick is to sense it appropriately and often enough.

”1995 Richard Wallace develops the chatbot A. L. I. C. E (Artificial Linguistic Internet Computer Entity), inspired by Joseph Weizenbaum’s ELIZA program, but with the addition of natural language sample data collection on an unprecedented scale, enabled by the advent of the Web.

1997 Sepp Hochreiter and Jürgen Schmidhuber propose Long Short-Term Memory (LSTM), a type of a recurrent neural network used today in handwriting recognition and speech recognition.

”2006 Geoffrey Hinton publishes “Learning Multiple Layers of Representation,” summarizing the ideas that have led to “multilayer neural networks that contain top-down connections and training them to generate sensory data rather than to classify it,” i. e., the new approaches to deep learning.

2007 Fei Fei Li and colleagues at Princeton University start to assemble ImageNet, a large database of annotated images designed to aid in visual object recognition software research.

2009 Computer scientists at the Intelligent Information Laboratory at Northwestern University develop Stats Monkey, a program that writes sport news stories without human intervention.

2010 Launch of the ImageNet Large Scale Visual Recognition Challenge (ILSVCR), an annual AI object recognition competition.

2011 Watson, a natural language question answering computer, competes on Jeopardy!

June 2012 Jeff Dean and Andrew Ng report on an experiment in which they showed a very large neural network 10 million unlabeled images randomly taken from YouTube videos, and “to our amusement, one of our artificial neurons learned to respond strongly to pictures of.

”October 2012 A convolutional neural network designed by researchers at the University of Toronto achieve an error rate of only 16% in the ImageNet Large Scale Visual Recognition Challenge, a significant improvement over the 25% error rate achieved by the best entry the year before.

2. Kinds and classification

Narrow AI is what we see all around us in computers today: intelligent systems that have been taught or learned how to carry out specific tasks without being explicitly programmed how to do so.

This type of machine intelligence is evident in the speech and language recognition of the Siri virtual assistant on the Apple iPhone, in the vision-recognition systems on self-driving cars, in the recommendation engines that suggest products you might like based on what you bought in the past. Unlike humans, these systems can only learn or be taught how to do specific tasks, which is why they are called narrow AI.


What can narrow AI do.


There are a vast number of emerging applications for narrow AI: interpreting video feeds from drones carrying out visual inspections of infrastructure such as oil pipelines, organizing personal and business calendars, responding to simple customer-service queries, co-ordinating with other intelligent systems to carry out tasks like booking a hotel at a suitable time and location, helping radiologists to spot potential tumors in X-rays, flagging inappropriate content online, detecting wear and tear in elevators from data gathered by IoT devices, the list goes on and on.


What can general AI do.


Artificial general intelligence is very different, and is the type of adaptable intellect found in humans, a flexible form of intelligence capable of learning how to carry out vastly different tasks, anything from haircutting to building spreadsheets, or to reason about a wide variety of topics based on its accumulated experience. Deep Blue can identify pieces on the chess board and make predictions, but it has no memory and cannot use past experiences to inform future ones. Deep Blue and Google’s AlphaGO were designed for narrow purposes and cannot easily be applied to another situation. These AI systems can use past experiences to inform future decisions.

Machines with self-awareness understand their current state and can use the information to infer what others are feeling. Machine Learning is a broad body of research in AI, much of which feeds into and complements each other. Currently enjoying something of a resurgence, machine learning is where a computer system is fed large amounts of data, which it then uses to learn how to carry out a specific task, such as understanding speech or captioning a photograph. These are brain-inspired networks of interconnected layers of algorithms, called neurons, that feed data into each other, and which can be trained to carry out specific tasks by modifying the importance attributed to input data as it passes between the layers.

During training of these neural networks, the weights attached to different inputs will continue to be varied until the output from the neural network is very close to what is desired, at which point the network will have ‘learned’ how to carry out a particular task. A subset of machine learning is deep learning, where neural networks are expanded into sprawling networks with a huge number of layers that are trained using massive amounts of data. It is these deep neural networks that have fueled the current leap forward in the ability of computers to carry out task like speech recognition and computer vision. The design of neural networks is also evolving, with researchers recently refining a more effective form of deep neural network called long short-term memory or LSTM, allowing it to operate fast enough to be used in on-demand systems like Google Translate.

This approach has even been used to help design AI models, effectively using AI to help build AI. This use of evolutionary algorithms to optimize neural networks is called neuroevolution, and could have an important role to play in helping design efficient AI as the use of intelligent systems becomes more prevalent, particularly as demand for data scientists often outstrips supply. The technique was recently showcased by Uber AI Labs, which released papers on using genetic algorithms to train deep neural networks for reinforcement learning problems. Finally there are expert systems, where computers are programmed with rules that allow them to take a series of decisions based on a large number of inputs, allowing that machine to mimic the behavior of a human expert in a specific domain. An example of these knowledge-based systems might be, for example, an autopilot system flying a plane. What are the elements of machine learning. As mentioned, machine learning is a subset of AI and is generally split into two main categories: supervised and unsupervised learning.


Supervised learning


A common technique for teaching AI systems is by training them using a very large number of labeled examples. These machine-learning systems are fed huge amounts of data, which has been annotated to highlight the features of interest. This process of teaching a machine by example is called supervised learning and the role of labeling these examples is commonly carried out by online workers, employed through platforms like Amazon Mechanical Turk. Training these systems typically requires vast amounts of data, with some systems needing to scour millions of examples to learn how to carry out a task effectively -- although this is increasingly possible in an age of big data and widespread data mining. In the long run, having access to huge labelled datasets may also prove less important than access to large amounts of compute power.

In recent years, Generative Adversarial Networks ( GANs) have shown how machine-learning systems that are fed a small amount of labelled data can then generate huge amounts of fresh data to teach themselves.

3. How will AI can make life better.

Artificial intelligence (AI) has the potential to help tackle some of the world’s most challenging social problems. To analyze potential applications for social good, we compiled a library of about 160 AI social-impact use cases. They suggest that existing capabilities could contribute to tackling cases across all 17 of the UN’s sustainable-development goals, potentially helping hundreds of millions of people in both advanced and emerging countries.

Real-life examples of AI are already being applied in about one-third of these use cases, albeit in relatively small tests. AI is only part of a much broader tool kit of measures that can be used to tackle societal issues, however. For now, issues such as data accessibility and shortages of AI talent constrain its application for social good. It looks at domains of social good where AI could be applied, and the most pertinent types of AI capabilities, as well as the bottlenecks and risks that must be overcome and mitigated if AI is to scale up and realize its full potential for social impact.

The article is divided into five sections:

Mapping AI use cases to domains of social good.

AI capabilities that can be used for social good.

Overcoming bottlenecks, especially around data and talent

Risks to be managed.

Scaling up the use of AI for social good.

Mapping AI use cases to domains of social good.

For the purposes of this research, we defined AI as deep learning. We grouped use cases into ten social-impact domains based on taxonomies in use among social-sector organizations, such as the AI for Good Foundation and the World Bank. Each use case highlights a type of meaningful problem that can be solved by one or more AI capability. Nonetheless, employing usage frequency as a proxy, we measure the potential impact of different AI capabilities.

For about one-third of the use cases in our library, we identified an actual AI deployment (Exhibit 1). Since many of these solutions are small test cases to determine feasibility, their functionality and scope of deployment often suggest that additional potential could be captured. For three-quarters of our use cases, we have seen solutions deployed that use some level of advanced analytics; most of these use cases, although not all, would further benefit from the use of AI techniques.

Crisis response These are specific crisis-related challenges, such as responses to natural and human-made disasters in search and rescue missions, as well as the outbreak of disease.


Economic empowerment


With an emphasis on currently vulnerable populations, these domains involve opening access to economic resources and opportunities, including jobs, the development of skills, and market information.

For example, adaptive-learning technology could base recommended content to students on past success and engagement with the material.

One use case, based on work by Affectiva, which was spun out of the MIT Media Lab, and Autism Glass, a Stanford research project, involves using AI to automate the recognition of emotions and to provide social cues to help individuals along the autism spectrum interact in social environments.


Health and hunger


This domain addresses health and hunger challenges, including early-stage diagnosis and optimized food distribution. AI-enabled wearable devices can already detect people with potential early signs of diabetes with 85 percent accuracy by analyzing heart-rate sensor data. These devices, if sufficiently affordable, could help more than 400 million people around the world afflicted by the disease.


Infrastructure management


This domain includes infrastructure challenges that could promote the public good in the categories of energy, water and waste management, transportation, real estate, and urban planning. AI can also be used to schedule predictive maintenance of public transportation systems, such as trains and public infrastructure (including bridges), to identify potentially malfunctioning components.


Public and social-sector management


Initiatives related to efficiency and the effective management of public- and social-sector entities, including strong institutions, transparency, and financial management, are included in this domain. For example, AI can be used to identify tax fraud using alternative data such as browsing data, retail data, or payments history.

It focuses on security, policing, and criminal-justice issues as a unique category, rather than as part of public-sector management. An example is using AI and data from IoT devices to create solutions that help firefighters determine safe paths through burning buildings.

Our use-case domains cover all 17 of the UN’s Sustainable Development Goals

The United Nations’ Sustainable Development Goals (SDGs) are among the best-known and most frequently cited societal challenges, and our use cases map to all 17 of the goals, supporting some aspect of each one (Exhibit 3). Our use-case library does not rest on the taxonomy of the SDGs, because their goals, unlike ours, are not directly related to AI usage; about 20 cases in our library do not map to the SDGs at all.

Instead of assuming we’re all automatically out of jobs, let’s consider the value of being human.

The utility company implements a new system, and instead of prompting customers to press 1 and wait for more automated prompts, your pleasant voice greets them on the first ring with how can I help.

One customer states she wants to pay her bill, and you oblige and conclude the call. Another customer calls at the same time for a different reason and you deal with that request with ease and accuracy. The customer isn’t startled by the change in voice or tone, and you resolve the problem because you see the details of his call already on your device. Being human becomes a premium asset

In our example, the customer feels like he is important to the utility company because they are providing a human to help him. Yes, the utility company could have spawned instances of the same voice and personality to answer all calls. They are now focused on managing the utility network from a control centre, with new responsibilities to use analytics and machine learning to expand and maintain the network.

Therefore, AI can help to increase job satisfaction

You hired out your voice to the utility company to answer calls and provide the human touch to their brand. You are paid through new usage terms and conditions that give you flexibility and increase work/life balance.

The customer service scenario may sound preposterous, but the technologies already exist.


	Microsoft is making it easy to integrate artificial understanding into nearly any software application with Cognitive Services.

	Large consultancies, like Avanade, are stitching emerging technologies together and helping customers use them to increase revenue or drive down cost.



Despite the challenges, organizations are digitally transforming to compete for customers and AI promises a way forward. With investment in AI expected to grow from $640m in 2016 to $37bn by 2025, the scenario I describe is coming – and humans will likely accept the change as business as usual

4. Will AI take jobs.

“The adoption of thoughtful policies coupled with sober adaptation to a world in which AI will actually feature in every aspect of our life is our big challenge,” Irakli Beridze, who is heading the Centre for Artificial Intelligence and Robotics, United Nations, UNICRI, told me in an interview for the upcoming book I am co-writing with Neil Sahota, Uber Yourself Before You Get Kodaked: A Modern Primer on AI for the Modern Business.

Beridze is one of the world’s leading experts on this subject.

Fear surrounding AI also concerns the likelihood our creations won’t literally take our lives; they’ll take our livelihoods.

“AI-enhanced technological unemployment is one of the major issues of our time,” said Beridze. Almost weekly I see new reports coming out suggesting something to the effect that between 20% to 70% of jobs will be wiped out because of AI” A 2017 report by the McKinsey Global Institute sought to quantify this possibility by researching 20 countries and 30 industries regarding six themes: “productivity and growth, natural resources, labor markets, the evolution of global financial markets, the economic impact of technology and urbanization.” What they found was that, “while few occupations are fully automatable, 60 percent of all occupations have at least 30 percent technically automatable activities.”

Though there is undoubtedly cause for concern that our economic way of life is changing — and faster than we can imagine — there is also very good reason to believe we have a bright future ahead. “Still, I have also seen reports which say that actually the contrary is true: that AI will create more jobs than people will lose,” said Beridze. In a recent interview with my coauthor and I, social entrepreneur and futurist Stephen Ibaraki pointed to just such a possibility occurring in what he views as the “Fourth Industrial Revolution.”

Certainly, the human race desires a world without autonomous weapons, one of vast abundance in which people are free to pursue happiness. But while the public has been subjected to countless reports and popular entertainment foretelling the dark side of AI, there has been little conversation about how things might improve in the years to come.

Positive vision is greatly lacking in our public and private discourse. “We choose to go to the moon in this decade and do the other things, not because they are easy, but because they are hard, because that goal will serve to organize and measure the best of our energies and skills, because that challenge is one that we are willing to accept, one we are unwilling to postpone, and one which we intend to win, and the others, too.”

Now, pessimists and realists alike may contend it’s not possible to wrangle mass support around such a hopeful ideal, certainly not in today’s cynical public sphere. These critics could reasonably doubt the chances for developing a strong global coalition to face what is coming — or more accurately, what is already here.

But for those who think that mankind’s biggest problem is that our technology has outstripped our morality — that we have a long way to go before we are capable of responsibly handling the AI revolution, Beridze encourages considering the historical record. We have come a long way toward building a just society, one capable of facing the biggest technological leap in history.

“Of course, we have way more to go — we’re nowhere near an ideal world, but if we look at the trajectory of positive change in the last few centuries, it’s astonishing! If you go back a bit, at the start of the twentieth century, we had completely different ideas of human rights.

Rather than fear there won’t be enough to go around, let’s steer the cultural conversation toward ways in which we can include everyone in the bounty to come.

Defying concerns about the rise of nationalism, author and historian Yuval Noah Harari recently offered similar hopeful thoughts on Sam Harris’s Podcast, Waking Up. Nationalism demands something almost impossible … for us to feel loyal to millions of strangers we have never met before — that we know nothing about — and are never likely to meet. And if we can do that I think the distance from there to caring about 8 billion people you’ve never met is much smaller than the distance already covered. ”

This is an exponential way of considering our relations to others. Many famous leaders have joined Elon Musk to start something called Open AI, a non-profit artificial intelligence (AI) research company that aims to promote and develop friendly AI in such a way as to benefit humanity as a whole.

I have read many books on the subject, and the level of pessimism varies.

I found Ford’s version of the future to be frankly terrifying. The thing is no one knows for certain what will happen in the future, but there are a number of ways displaced workers could survive.

Robots need to do jobs that can be automated, and humans need to do the jobs that require a personal or creative touch. Displaced workers could potentially get re-trained to apply their skills elsewhere.

They could potentially re-skill to build on their existing skills and work in a different area.

Even employees who aren’t at risk for being displaced should expand their skills. People move between jobs more often these days, and that provides opportunities to expand their skillsets. Many companies already provide training and re-skilling for their employees.

Move Them To Other Jobs Bill Gates recently said that AI is a positive for society and that displaced workers could fill gaps that currently exist elsewhere in the labor market—like elder care, teaching and support for special needs children.” Instead of learning new skills, this solution encourages workers to use their existing skills in a new industry.

While it’s true there are often plenty of jobs available in these areas, unfortunately these important jobs often don’t pay well. In large cities, like where I live in the Bay Area, working in these jobs simply wouldn’t give people enough money to live without a universal basic income.

However, these positions are fairly safe from being displaced by robots and can provide job security.

The Technologies Create New Jobs For Both The Short And Long-Term The displacement problem is difficult to solve because we can’t see the future.

We don’t know what skills will be the most useful in the future or what technology will be the most prevalent.

Not Everyone Will Work Another potential idea is that not everyone will work.

It could be that displaced human workers can’t re-skill and don’t have it in them to fill the more human-driven roles. This would obviously lead to higher unemployment numbers, which would have a large impact on society and the economy. The impacts of this possibility are far-reaching.

All other tasks will be done by robots, and those who choose not to work can enjoy other activities. That extreme possibility is definitely a long way off, though it can still be considered.AI and robots are the inevitable future.

We need to have conversations now about what to do with displaced workers so we can be prepared when the time comes.

And though it may not yet be able to read the blur on the film as tuberculosis, in five years, AI could make that interpretation as well.

With the ‘Deep Learning’, ‘Machine Learning’, ‘Data Science’ or ‘AI Revolution’ hype, there a few common repetitive concerns in our society, that keep appearing in different forms: Will AI take over our jobs? Will Robots steal my income streams? Will there be a massive ‘job-depression’? I’m a driver, will a Self Driving Car replace me? (For an extreme) Will Robots rule over us in the Future? I will try to state my viewpoint as an AI enthusiast (Sorry humans J).Will AI take over our jobs? First, that would require a General and robust Intelligence, which is atleast a few decades away.

We’re truly close to building a Perfect- Smart Washing Machine- Fei Fei LiAI seems to excel in very specific tasks as of 2018, the systems are extremely brittle and can be, under very limited cases be applied to different domains.

The tasks by themselves, are extremely specific to given conditions.

In the real world, with constraints out of the equations, I’m skeptical if a General Intelligence variable will hold (anytime soon).How Far Are We from a Fully Autonomous Driving World? Will there be a mass ‘job-depression’?T his seems to be the biggest concern, since AI can do our tasks better, what would we do? I firmly disagree with this general opinion, Firstly because such a system is not near for the following reasons:The systems are extremely brittle as of now. The tasks are not fully automated: Hyperparameter tuning is to be done manually. Lack of Understanding: ‘Deep’ Neural Networks are mostly blackboxes (even after we visualise the under the hood processes).Edge cases: DL is not good at dealing with edge cases. (Specially when it comes to Autonomous driving).Secondly, Throughout the history of Humanity, whenever we have always witnessed technology that does our jobs in an efficient manner replacing humans in the field, it has enabled us to worry about greater tasks. Did Automated Call Routing, replace the workers at Telecommunication Exchange? YES, They ‘took’ their jobs (or replaced them).

Or freedom of doing whatever you want when you are on the road? What about not owning a car and just being able to summon one when you need to commute? What about Solving the issues of car parking, by making it figure that out autonomously? I think the Pros always outweigh the Cons for every Technology that affects the world on a massive scale.

After all, there’s a reason why we call it ‘innovating’.

I am a firm believer of Sebastian Thrun’s vision: AI well let us do better tasks, it will allow humans to work at innovative tasks. Ones at which, we are naturally good at.

AI will replace all of our ‘boring’ tasks with automation and allow us to work on better, more important tasks. Sebastian, in his Ted Talk argues that our jobs, for most of our lifetimes include working on variations of the same task.

5. The wars being fought over AI

This has a startling story to tell: for the first time since the industrial revolution, he argues, China will be at the forefront of a huge economic transformation — the revolution in artificial intelligence.He starts his book by talking about China’s “Sputnik moment”, when Google DeepMind’s AlphaGo defeated Ke Jie, the world’s leading player of the ancient Chinese game of Go. Here China has, he writes, many advantages.First, the work of leading AI researchers is readily available online. Mr Lee describes a world of cut-throat business activity and remorseless imitation, which has already allowed Chinese businesses to defeat leading western rivals in their home market. So China has been able to jump to universal digital payment systems, while western businesses still use outdated technology.Fifth, China has scale. One of the things China can do more easily than anywhere else is build complementary infrastructure.Finally, writes Mr Lee, the Chinese public is far more relaxed about privacy than westerners. Chinese leaders, I would argue, see no justification for individual privacy at all (except for their own).

So where is this supposed “race” between the US and China today? But five years from now, he thinks, China might be a little ahead in the first, less far behind in the second, well ahead in the third and equal in the last. China is far behind the US in production of semiconductors, ahead in the number of potential users and has about half the number of AI experts and roughly half the number of AI companies. Yet Mr Ding is looking at AI overall, while Mr Lee focuses on commercial applications.Historical experience suggests that the rents created by a lead in an important technology are valuable, though often impermanent. But the economic and social impact of AI is a bigger issue and one that is relevant to every countryAs Mr Lee stresses, advances in AI offer gains. It seems reasonable to fear that AI will accelerate the hollowing out of the middle of the earnings distribution, possibly even the upper middle, while increasing concentrations of private wealth and power at the top.Yet perhaps the most important consequence will be in the intensity of influence and surveillance made possible by AI-monitored mobile devices and sensors. But we may in the end conclude we have birthed a monster.

China and the United States are ahead of the global competition to dominate artificial intelligence (AI), according to a study by the U.N. World Intellectual Property Organization (WIPO) published on Thursday. The study found U.S. tech giant IBM had by far the biggest AI patent portfolio, with 8,920 patents, ahead of Microsoft with 5,930 and a group of mainly Japanese tech conglomerates.

China accounted for 17 of the top 20 academic institutions involved in patenting AI and was particularly strong in the fast growing area of “deep learning” - a machine-learning technique that includes speech recognition systems.

“The U.S. and China obviously have stolen a lead. U.S. President Donald Trump has accused China of stealing American innovations and technology and has slapped trade tariffs on $234 billion of Chinese goods to punish Beijing.

China said in December it resolutely opposed “slanderous” accusations from the United States and other allies criticizing China for economic espionage and stealing intellectual property and company secrets.

Gurry acknowledged there were accusations about China’s behavior but there was no doubt it had embraced the global intellectual property system, with the world’s largest patent office and the largest number of domestic patent applications.

“They are serious players in the field of intellectual property,” he said.

The WIPO study analyzed international patent filings, scientific publications, litigation filings and acquisition activity, and found there had been as many patent applications for AI since 2013 as in the half century since the term was coined in the 1950s.

Patent applications in machine learning, which includes techniques used by ride-sharing services to minimize detours, averaged annual growth of 28 percent between 2013 and 2016, the last year for which data is available, because of an 18-month period before confidential applications are publicly disclosed.

“If you did, you wouldn’t need a venture capital industry,” he said.

The US-China trade war has dominated headlines for months now — but apparently, there is a completely different conflict between the superpowers that’s even more urgent.

That’s according to renowned economic historian Niall Ferguson, who told guests at the Australian Financial Review’s business summit yesterday, the more important battle was being waged over technology and artificial intelligence.

He said China’s quick rise as a tech force to be reckoned with was a concern for America, which has long dominated the field.

“The AI arms race is like the nuclear arms race of the original Cold War, but it doesn’t sound so scary because there’s no nuclear warheads, only data and how to use it,” he said.

“But it has dawned on the US that China is catching up, certainly in terms of the volume of research on AI, even if the US retains the lead on quality frontier research.

”Mr Ferguson, a senior fellow at the Hoover Institution, said if China were to win the technological “arms race” it could threaten America’s global dominance, but said the Chinese government faced an uphill battle.

“Beijing has to ramp up stimulus as the trade and tech wars hit the Chinese economy — they have to work hard to keep the economic show on the road,” he said.But suddenly, kabam, in 2018 Trump starts ratcheting up tariffs and escalating the tech wars and China is on the back foot at the moment,” he said.

Meanwhile, London School of Economics professor Keyu Jin, who also fronted the summit, said it was in China’s best interests to avoid an “outright collision” with America.

And despite the tensions between Donald Trump and Chinese President Xi Jinping, she said the US President was actually a “strategic gift to China”.

“He is not the worst nightmare for China — the worst nightmare is a competent, capable American president who is able to strengthen relationships with allies,” she said.

“China’s worst nightmare is to be ousted from the global economic system.

“Trump is not only fighting China on all fronts but also causing political crises within his own country … to some sense, China has interests in keeping him around.

”She said moving forward, one of Australia’s biggest challenges would be to choose a side between the sparring global powers.

“This is a profound dilemma for Australia, which for reasons of history, naturally gravitates to the US, but for reasons economic, is powerfully drawn to China,” she said.

“It is going to become a central problem of Australian politics, regardless of who is prime minister.” Researchers, companies and countries around the world are racing to explore – and exploit – the possibilities of artificial intelligence technology.

Since then, little has happened – until a Feb. 11 executive order from President Donald Trump encouraging the country to do more with AI.

The executive order has several parts, including directing federal agencies to invest in AI and train workers “in AI-relevant skills,” making federal data and computing resources available to AI researchers and telling the National Institute of Standards and Technology to create standards for AI systems that are reliable and work well together. So after researching how large organizations use AI for the past five years, in my view the executive order alone is not likely to transform the American approach to AI.

In 2017, the country’s national government announced it wanted to make the country and its industries world leaders in AI technologies by 2030.

The government’s latest venture capital fund is expected to invest more than US$30 billion in AI and related technologies within state-owned firms, and that fund joins even larger state-funded VC funds.One Chinese state alone has said it will devote $5 billion to developing AI technologies and businesses.

The national effort also includes using AI in China’s defense and intelligence industries; the country’s leaders are not reluctant to use AI for social and political control.

DARPA, the Defense Department’s research arm, has sponsored AI research and competitions for many years, and has a $2 billion fund called “AI Next” to help develop the next wave of AI technologies in universities and companies.

There are, for instance, many more AI firms in the U.S. than in China.American investment appears strong, too.

Much of that spending went toward AI research, but some of the work actually happened in China and elsewhere outside the U.S. That work has been used to personalize ads, improve search results, recognize and label faces and generally make products smarter.In China, the private sector is much more closely tied to government plans than in the U.S.

The Chinese government has asked four large AI-oriented firms in China – Baidu, Tencent, Alibaba and iFlytek – to develop AI hardware and software systems to handle autonomous driving and language processing, so other companies could build on those skills.

China may have also surpassed the American historic advantage in venture capital investments. However, one report from China suggests that in the first half of 2018, Chinese venture investments – many of which involved AI – were higher than in the U.S. Data from 2017 suggest that Chinese AI firms received more venture funding than U.S. companies, although the American funding went to many more firms.

The U.S. had an historical edge in this regard, with strong technical universities, many technology sector employers and relatively open immigration policies.A recent analysis of LinkedIn data suggests that the U.S. has far more AI engineers than China does.

Both the U.S. and China could learn from efforts in Canada, such as the work by the Montreal Institute for Learning Algorithms, which has offered companies access to facilities, venture capital and university research partnerships to accelerate AI development in that city.

A final key element in AI progress is data: The more data a country’s companies have, the better able they are to develop capable AI systems.

Because of its very large number of inhabitants, the population’s heavy use of digital services and its lax regulatory environment, China clearly beats the U.S. on data.I still think the U.S. has the edge over China in AI capabilities at the moment.

As I describe in my new book “The AI Advantage,” China is executing its strategy for AI, and the U.S. is still wrestling to create one.

China is also reaping the benefits of having a determined government, an inexhaustible pot of money, a growing cadre of smart researchers and a large, digital-hungry population.Perhaps if the leadership of the U.S. government devoted as much attention and investment to AI as it does to its other strong priorities, the U.S. could maintain its lead in the field.

Spending on artificial intelligence systems in China clocked highs of $12 billion in 2017 and expected to reach record highs of $70 billion by 2020.Investments into AI startups are also on the rise.

The central government is among the biggest investors in AI technologies in China.

The Education Ministry has also announced a five-year program designed to equip people with AI skills.The number of AI journal articles from research institute is also on the rise the number of AI-related patents having surged by 200%.China’s edge when it comes to AI development has to do with the ease of access, to troves of data.

Also, China does not have restrictive privacy, making it easy for companies to collect sufficient data key to AI development.

“You’re going to see better and better and deeper insight patterns than anyone else, and I think it’ll be a great advantage for China,” said author and columnist Thomas Friedman.However, the biggest threat to a flourishing AI sector in China is the lack of sufficient high-level AI talent.

China only has about a fifth of the number of AI talent that the U.S has, something that leaves it at a disadvantage in the development of high-quality AI research.

U.S AI developmentThe U.S is home to most AI innovation, even though China accounts for more investments especially from the central government.

A lack of sufficient funding primarily from the central government is one of the reasons why the U.S lags China when it comes to AI market value.

Immediate reports indicate that the White House is planning to slash science and technology research funding by 15% something that would hurt innovations considerably. The U.S boasts of an edge over China when it comes to the pool of talent with the necessary AI skills.

6. What is future of AI– living with humans or instead of them?

In this version of the future, people will still have a role working alongside smart systems: either the technology will not be good enough to take over completely, or the decisions will have human consequences that are too important to hand over completely to a machine. There’s just one problem: when humans and semi-intelligent systems try to work together, things do not always turn out well. Like almost all of today’s autonomous cars, a back-up driver was there to step in if the software failed. The so-called Level 3 system is designed to drive itself in most situations but hand control back to a human when confronted by situations it cannot handle.

“If you’re only needed for a minute a day, it won’t work,” says Stefan Heck, chief executive of Nauto, a US start-up whose technology is used to prevent professional drivers from becoming distracted. Without careful design, the intelligent systems making their way into the world could provoke a backlash against the technology. Preventing that will require more realistic expectations of the new autonomous systems, as well as careful design to make sure they mesh with the human world. “Does the AI make us feel more involved — or is it like dealing with an alien species?”

The semi-driverless car is a particularly stark example of a near-autonomous system that relies on close co-operation with people. In the real world, people often make decisions about situations they have not previously faced.

Research from Stanford University has shown that it takes at least six seconds for a human driver to recover their awareness and take back control, says Mr Heck. But even when there is enough time for human attention to be restored, the person stepping into a situation may see things differently from the machine, making the handover far from seamless.

“We need to work on a shared meaning between software systems and people — this is a very difficult problem,” says Mr Sikka. A second type of human/machine co-operation is designed to make sure that a sensitive task always depends on a person — even in situations where an automated system has done all the preparatory work and would be quite capable of completing the task itself. Military drones, where human “pilots”, often based thousands of miles away, are called on to make the decision to fire at a target, are one example. Both show how AI can make humans far more effective without robbing them of control, says Mr Heck.

According to Stuart Russell, an AI professor at the University of California, Berkeley, it would be a short and easy step in a national emergency to remove the human drone operator from the loop, precipitating an era of robot weapons that make their own decisions about when to kill people. “You can’t say the technology itself can only be used in a defensive way and under human control. A final type of “human in the loop” system involves the use of AI that is not capable of handling a task entirely on its own but is used as an aid to human decision-making. Algorithms that crunch data and make recommendations, or direct people in which step to take next, are creeping into everyday life. The algorithms, though, are only as good as the data they are trained on — and they are not good at dealing with new situations.

People required to trust these systems are often also required to take them on faith. The outcome of these computer-aided decisions may well end up being worse than those based on purely human analysis, he says. “Sometimes people will blindly follow the machine, other times people will say: ‘Hang on, that doesn’t look right.

But what happens when the stakes are higher? IBM made medical diagnostics one of the main goals for Watson, the system first created to win a TV game show and then repurposed to become what it calls a more general “cognitive” system. “Simply saying they’ll still make the decisions doesn’t make it so. ”Similar worries surfaced in the 1980s, when the field of AI was dominated by “expert systems” designed to guide their human users through a “decision tree” to reach the correct answer in any situation.

But the latest AI, based on machine learning, looks set to become far more widely adopted, and it may be harder to second-guess.

Non-experts may feel reluctant to second-guess a machine whose workings they do not understand. Technicians had no way of identifying the flaw and the machine stayed in use much longer as a result, says Mr Nourbakhsh.

Unlike the logic circuits employed in a traditional software program, there is no way of tracking this process to identify exactly why a computer comes up with a particular answer. Some experts, however, say headway is being made and that it will not be long before machine learning systems are able to point to the factors that led them to a particular decision. Like many working in the field, he expresses optimism that humans and machines, working together, will achieve far more than either could have done alone.

He had already founded and sold off several successful consumer technology companies, but as he grew older he wanted to do something more meaningful, that is, he wanted to build a product that would serve the people that technology startups had often ignored. Both my friend and I were entering the age at which our parents needed more help going about their daily lives, and he decided to design a product that would make life easier for the elderly.

It sounded like a wonderful product, one that would have a real market right now.

But once those material needs were taken care of, what these people wanted more than anything was true human contact, another person to trade stories with and relate to. If he had come to me just a few years earlier, I likely would have recommended some technical fix, maybe something like an AI chat bot that could simulate a basic conversation well enough to fool the human on the other end.

But there remains one thing that only human beings are able to create and share with one another: love.

Despite what science-fiction films like Her — in which a man and his artificially intelligent computer operating system fall in love — portray, AI has no ability or desire to love or be loved.

I firmly believe we must forge a new synergy between artificial intelligence and the human heart, and look for ways to use the forthcoming material abundance generated by artificial intelligence to foster love and compassion in our societies.

That does not mean all of those jobs will disappear overnight, but if the markets are left to their own devices, we will begin to see massive pressure on working people.

Centuries of living within the industrial economy have conditioned many of us to believe that our primary role in society (and even our identity) is found in productive, wage-earning work.Instead, we must move toward a new culture that values human love, service, and compassion more than ever before.

We can choose a purely technocratic approach — one that sees each of us as a set of financial and material needs to be satisfied — and simply transfer enough cash to all people so that they don’t starve or go homeless.

It would put the economic bounty of AI to work in building a better society, rather than just numbing the pain of AI-induced job losses.

In an age in which intelligent machines have supplanted us as the cogs and gears in the engine of our economy, I hope that we will value all of these pursuits — care, service, and personal cultivation — as part of our collective social project of building a more human society.

Researchers no longer speak of just one AI, but of hundreds, each specializing in a complex task—and many of the applications are already lapping the humans that made them. In just the last few years, “machine learning” has come to seem like the new path forward.

This AI “takeoff,” also known as the singularity, will likely see AI pull even with human intelligence and then blow past it in a matter of days.

The $2,300 deposited into their bank accounts every month as part of the universal basic income, plus their free health insurance, the hyper-personalized college education their children receive and a hundred other wonderful things, are all paid for by AIs like Alpha 4, and people don’t want that to change.

As you listen in, the government’s lawyers argue that there’s simply no way to prove that Alpha 4—which is thousands of times smarter than the smartest human—is conscious or has human feelings. AIs do have emotions—there has long been a field called “affective computing” that focuses on this specialty—far more complex ones than men and women possess, but they’re different from ours: A star-voyaging AI might experience joy, for example, when it discovers a new galaxy. Superintelligent systems can have millions of thoughts and experiences every second, but does that mean it should be granted personhood?This is the government’s main argument.

And will we be able to sleep at night when things that surpass us in intelligence are separate and unequal? magine you are a woman in search of romance in this new world.

After years of experience, you’ve found that your AI is actually better at choosing men than you.

It’s also familiar with millions of other people’s inventions—it has scanned patent filings going back hundreds of years—and it has read every business book written since Ben Franklin’s time.When you bring up a new idea for your business, your AI instantly cross-references it with ideas that were introduced at a conference in Singapore or Dubai just minutes ago.

And there is even one system—call it a guardian-angel AI —that watches over your “best friend” to make sure the advice she’s offering you isn’t leading you to bad ends.

Yes, there are full-AI zones in 2065, where people collect healthy UBIs and spend their time making movies, volunteering and traveling the far corners of the earth.

Others flee because they don’t trust the machines Even the most advanced full-AI zones, in places like China and the United States, will be vulnerable

But the most unanticipated result of the singularity may be a population imbalance, driven by low birth rates in the full-AI zones and higher rates elsewhere. It may be that the new technologies will draw enough crossers to the full-AI side to even up the numbers, or that test-tube babies will become the norm among those living with AI.

Imagine that the nation’s leaders long ago figured out that the only real threat to their rule was their citizens—always trying to escape, always hacking at the AI, always needing to be fed.

It would make a certain kind of sense: To an AI trained to liquidate all resistance, even a minor disagreement with the ruler might be a reason to act.

We’re not going to get the AI we dream of or the one that we fear, but the one we plan for.

If there’s one thing that gives me pause, it’s that when human beings are presented with two doors—some new thing, or no new thing—we invariably walk through the first one.
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The New Reality: Industry 4.0 with IoT, Robots, Drones and 3D Printing



	
1. A robot may not injure a human being or, through inaction, allow a human being to come to harm


	
2. A robot must obey the orders given to it by human beings except where such orders would conflict with the First Law


	
3. A robot must protect its own existence as long as such protection does not conflict with the First or Second Laws.




Asimov’s Three Laws of Robotics


‘Will robots inherit the earth? Yes, but they will be our children.’


Marvin Minsky



In the tech world, we like cool sounding terminology, especially if it has numbers attached to them.

The term Industry 4.0 was born in Germany, and it came to the world’s attention when Chancellor Angela Merkel said at the WEF in Davos that: ‘We must deal quickly with the fusion of the online world and the world of industrial production. In Germany, we call it Industrie 4.0.’
1

 Angela Merkel put her money where her mouth is, and the German government announced that they would invest around EUR200 million to encourage tech-focused research across academia, business and government. Spurred on by this investment and otherwise, the term caught on like wildfire, and soon the WEF had pivoted itself to become the biggest talk shop around Industry 4.0. However, Chancellor Merkel would have pursed her lips in annoyance when Ulrich Grillo, the president of the federation of German industries archly remarked that: ‘The only success of Industry 4.0 is that it’s on everyone’s lips.’
2



Before we make up our mind on whether Industry 4.0 is a genuine movement or another cool technology term, let us understand what it is and the technologies that comprise it.

Industry 4.0

According to Mike Moore in TechRadar
 , Industry 4.0 is neither a new technology nor a business discipline but is in fact a new approach to achieve results which are only possible today due to the advancements in technology. These advancements were unimaginable and next to impossible ten years ago.

Industry 1.0, a late eighteenth-century phenomenon, was all about mechanization and was driven by the invention of the steam engine by James Watt in 1774. It heralded a marked shift from human and animal powered agriculture and industry to one powered by an engine—the steam engine. This revolutionized many industries—agriculture, food processing, transportation, spinning and weaving—and gave birth to factories. Textile is a big example. The steam engine led to a shift from handloom-based weaving and spinning to large, mechanized factories with labour (often child labour in those days).

Industry 2.0, a hundred years later, was powered by a technology called electricity. The experiments of Faraday, Tesla and Newton, among others, brought this revolution to light (no pun intended). The assembly line was born, so was the light bulb. Karl Benz produced the first car using both 1.0 and 2.0 technologies, and Henry Ford mass-produced his Model T using an assembly line. The city of New York was lit up, electric trams started appearing in cities. Electricity powered the second revolution.

Industry 3.0 took another hundred years coming, and was powered by the technology of electronic automation and the computer. The transistor was invented, and so was the programmable logic circuit (PLC). Computers moved from being room-sized, punch-card powered behemoths to the PC. Assembly lines and factories started getting automated through first generation robots, and productivity increased exponentially. Radio and television transformed media, and aircraft accelerated transportation. The PC, which was perhaps the central technology of Industry 3.0, started appearing ‘on every desk’ and the software written for it started taking over the world. Large IT and telecom companies like Microsoft, IBM, AT&T became the new rulers of the world, as software started eating the world. Many authors also squeeze in an Industry 3.5, which started in the 1980s, which drove the outsourcing of manufacturing and services to lower-cost countries, and heralded globalization.

Industry 4.0 took half the time, about fifty years, to come in, and this is the era in which we are living right now. This is the era of digital, or digitalization, where machines have started getting connected to human beings and to each other; 4.0 digital technologies like AI, IoT, drones, RPA, etc., have automated processes further, have brought intelligence to inanimate machines, and started mining knowledge and wealth from the troves of data available.

This is the time of companies like Google, Amazon, Palantir and Facebook, which overlay the vast amounts of data. With these new digital technologies, they are able to create something of value.

Industry 4.0 is a big economic opportunity. Recent figures from KPMG have estimated that just the component markets of Industry 4.0 are estimated to be worth more than $4 trillion by 2020. This is above the expected value of the IoT market, which Gartner has estimated will be worth almost $3.7 trillion by 2020.

The technologies comprising Industry 4.0

As we already saw, Industry 4.0 is not a technology. However, there are a bunch of technologies which tend to dominate 4.0. These are: data and analytics, AI, IoT, robotics and robotic process automation, drones, 3D printing, and extended reality, i.e. augmented reality and VR.

We have already described and discussed AI and data analytics in considerable detail. In this chapter, let us discuss the others and how they all combine together to deliver the promise of Industry 4.0.

IoT: laying the foundation

Arguably, IoT, along with big data analytics, is the base or the technology foundation on which Industry 4.0 concept rests. The two are very symbiotic; it is IoT which produces most of the big data which needs to be mined and analyzed. While today about 3.5 billion humans are connected, 50 billion machines or ‘things’ will get connected by 2020. It is these connected ‘things’ and the web that connects them which builds the internet of things. Wikipedia defines IoT as ‘the concept of extending Internet connectivity beyond conventional computing platforms such as personal computers and mobile devices, and into any range of traditionally “dumb” or non-internet-enabled physical devices and everyday objects. Embedded with electronics, Internet connectivity, and other forms of hardware (such as sensors), these devices can communicate and interact with others over the Internet, and they can be remotely monitored and controlled.’

So, while the term IoT includes all things connected to the Internet, it is more and more often being used to define things or objects that ‘talk’ to each other.

IoT is not new. It has been discussed since the late twentieth century. It had different names—connected devices or Internet appliances. Interestingly, the first connected device was a Coke vending machine sitting in Carnegie Mellon University as early as 1982. The machine had been modified to measure and report the inventory levels and the temperature of the Coke bottles. IoT has another consumer goods connection—the term was reportedly coined by a Procter & Gamble executive, Kevin Ashton, though it seems he preferred the term ‘internet for things’. Semantic acrobatics around this particular term seem to be rife, with Cisco, one of the leaders of IoT, preferring to call it IoE or internet of everything!

Use cases of IoT

Among all the emerging digital technologies, perhaps IoT is the most mature, with live implementations at a large scale, and use cases across pretty much every industry. At a high level, IoT is divided into industrial IoT (or IIoT) and consumer IoT.

As the name suggests, IIoT is the technology which is primarily being used for industrial uses. IIoT possibilities are huge, with an estimated $12 trillion worth of value added by 2030. Manufacturing is a huge user of IIoT, enabling predictive analytics, predicting engine downtime, health of assembly lines, predicting wear and tear and thus greatly increasing efficiencies. Airplane engines use this technology to save fuel. There are multiple applications in agriculture, with precision agriculture through soil sensors, etc., thereby increasing yields significantly. There is a very interesting experiment that Microsoft has done called Connected Cows, in which sensors on cows monitor key variables and predict the best time to milk them.

Infrastructure is another area where railway lines, road networks, wind farms, solar panels, etc., are being equipped with this technology in order to increase efficiency, and in certain cases, prevent large scale accidents. Energy management is another huge area of application.

While IIoT showed greater initial traction, there are transformative opportunities in consumer IoT too. Smart homes have now become popular, where the home temperature can be remotely monitored, babies and pets watched, houses protected, curtains drawn and the fridge can talk to the computer to order eggs from Amazon if it senses you’ll need an omelette for breakfast tomorrow.

A slew of consumer companies like Nest by Google, Alexa by Amazon, Hue by Phillips, Ring by Amazon are making consumer IoT mainstream. Today, connected homes are a realtor’s way of spicing up his offerings, tomorrow these will be de rigueur. In fact, connected homes have now expanded into connected cities with governments all over the world competing with each other to create them. While connected cities use technologies beyond IoT, it is the bedrock of these cities.

There are other consumer IoT applications—remote patient monitoring and senior citizen management in healthcare, vehicle-to-everything (V2X) communication enabling smart cars, multiple IoT sensors and technologies enabling autonomous cars, and even IoT beacons in retail stores which personalize the shopping experience of individuals who still choose to physically shop in stores.

Future of IoT

These are today’s use cases, IoT is a technology with great potential in the future too. Bernard Marr, the Forbes
 columnist, has five predictions regarding IoT:
3




	Businesses will get serious about IoT: Forrester predicts that 85 per cent of companies will implement or are planning IoT deployments this year. So far, only very large manufacturing organizations have been implementing IoT. In 2019, this will start to trickle down to SMEs.

	Devices will become more vocal: Alexa, Siri, Cortana and their brethren will be everywhere—in homes, in cars, even in factories. Voice controls (which incidentally use NLP) will free up our hands, making us more productive.

	More moving to edge computing: This is where algorithms that are run at the edges of a network—think cameras and sensors. Marr contends that many of them will be equipped to take decisions at the edge itself and not send every piece of data collected to the centre, clogging up the network. Thus, a CCTV camera will only send in suspicious activity and not everything it records.

	AI will increasingly drive IoT development and deployment. AI and IoT are, as the old Wills cigarette ad used to say, made for each other. As noted earlier, AI and ML will be used to make sense of the vast amounts of data generate. Human beings will be the ones unable to cope with this massive amount of data.

	5G networks will broaden the scope and availability of IoT. Not only will 5G (and more of this later) be able to handle much more data at much faster speeds, it will be designed to effectively and separately handle machine to machine (M2M) data too, so that autonomous cars can transmit and analyze data much more effectively and not crash into each other.



Problems with IoT

While IoT is among the most mature of emerging technologies, it still has many problems which are yet to be solved. With every large global manufacturer striving to set its own standards, standardization has become one such problem. There are now large IoT industry organizations trying to figure out how to have universal compatible standards, and until that happens it will be very difficult for every ‘thing’ to talk to every ‘thing’ else. This is the reason why products in our smart home for instance do not easily connect to each other. There are privacy and security implications as well.Everything that is connected to the Internet can be hacked. Baby monitors have videos of your babies, your connected watch can perhaps tell when you have sex, your connected fridge information could be very useful to food retailers and healthcare companies.

Here comes Industry 5.0

While we are still ‘solving’ Industry 4.0, Industry 5.0 has been announced! Industry 5.0 is all about personalization. It is that utopian state where machines and humans work harmoniously and cooperatively with each other to enable hyper-personalization and mass customization. Think about the scenario where you sit at home, and through an app you can customize your car while it is being produced at the plant. Your specifications instruct robots in the factory to install the fender that you want, the engine capacity of your choice and the seat upholstery just the way you like it. It does sound like an improbable dream, but then so did our home being warmed for us as we approached it on a cold night. Technology has a way to make things happen.

A key to make both 4.0 and 5.0 happen will be robotics. Let us move over to them and how they can automate processes.

Robotics and robotic process automation

It is primarily through Isaac Asimov’s Three Laws of Robotics that most of us were introduced to robots and robotics, and how they have the ability to protect humans forever (they are listed as the epitaph for this chapter). The word robot came from the Czech writer, Karel Capel’s play, Rossum’s Universal Robots
 . Published in 1920, the play is set in a factory that makes artificial humans called robots—creatures which can almost be mistaken for humans. Well, if Capek was to see a modern manufacturing plant today, he would see it infested with robots, but very few even remotely looking like humans. In fact, many a times, scientists make robots ‘humanoid’ not for efficiency or functional reasons but just so they are more acceptable to us. They are made humanoid especially if they are made to replicate speech, cognition, walking, gesturing, etc. Even more robots are inspired by nature and you would see many bio-inspired robots looking like spiders or fish or even snakes.

Wikipedia defines robotics as a branch of engineering that involves the conception, design, manufacture and operation of robots. This is a vast field and overlaps with electronics, computer science, AI, nanotechnology and bio-engineering. These technologies are used to develop machines that can substitute for humans and replicate human actions. Robots can be used in many situations and for lots of purposes; some of them are:


	Military robots: These include powerful robotic soldiers, powered exoskeletons, bomb defusing robots, snipers which never tire, among many other applications. Most countries have these programmes as classified and are rumoured to have robotic armies at their command.

	Industrial robots: This is perhaps the most common application and has been in use for close to sixty years now. They proliferate on assembly lines, warehouses and storage, quality control, heavy lifting, etc. Automotive companies are the biggest customers of these robots, comprising half the sales. So much so, that there are some factories which are ‘dark’, there are no lights there since there are no humans, and robots do not need lights to see! One of the earliest adopters was IBM’s keyboard making ‘lights off’ facility in Texas, now there are many such lights off facilities in Japan and Germany and other developed countries.

	Cobots (collaborative robots): Where men and robots work side by side, with men doing the cognitive tasks and robots doing the heavy lifting. They exist in manufacturing and military environments.

	Construction robots: They are in large construction environments and can be of three types: traditional robots, robotic arm, and robotic exoskeleton (where a human being ‘wears’ a robot to help him lift up heavier objects).

	Agricultural robots: This is another extensive use case and can be used in AI-driven precision agriculture, drones and some heavy strength tasks.

	Medical robots: Robotic surgery, in fact, has very rapidly become commonplace with robots assisting in high-precision, high-stress and complex parts of the operation. This, yet, does not mean that a robot does the entire surgery itself, but it assists a surgeon in the more complicated parts.

	There are other use cases in kitchen automation, sports, contaminated areas clean-up, domestic robots like Roomba and e-commerce.



While robotics is a vast area with multiple possibilities, the area of maximum interest for businesses today is Robotic Process Automation (RPA).

RPA

RPA is an emerging form of business process automation technology. It is based on the concept of software robots, where robots replace repetitive, mundane or ‘robotic’ processes done by human beings.

It is similar to the usual workflow of automation tools, where the task is automated using APIs or dedicated scripting languages. In RPA, ‘systems develop the action list by watching the user perform that task in the application’s graphical user interface (GUI), and then perform the automation by repeating those tasks directly in the GUI. This can lower the barrier to use of automation in products that might not otherwise feature APIs for this purpose.’
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 It is therefore no wonder that the largest RPA company, which creates a path using UI is called UIPath. Each software robot and robotic instance has its own virtual workstation, much like a human worker. The robot uses keyboard and mouse controls to take actions and execute automations. Normally all these actions take place in a virtual environment and not on screen; the robot does not need a physical screen to see and operate, rather it interprets the screen display electronically.
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Again, in my simple equation of all work being a combination of English (creativity, messaging, strategy, communication, etc.) and arithmetic (analysis, form filling, report filing, etc.), RPA brilliantly automates the arithmetic part. The RPA industry is growing like a weed, with emerging giant companies like UIPath, AutomationAnywhere, BluePrism, WorkFusion, Nice Systems, etc. There are multiple use cases: vendor/customer/employee onboarding, payroll processing, order processing, CRM updates, shipment scheduling and tracking, user setup and configuration, website scraping, call centre operations, claims and forms processing, statement reconciliation, data cleansing, order updates and hundreds of other mundane, repetitive tasks. In fact, many analysts see RPA as the biggest threat to the BPO industry, since this entire industry was created in the first place to outsource such mundane tasks to lower-paid, American-accented workers in developing countries like India. Now we might have cheaper outsourcing options, to ‘people’ who would never get tired, never complain and never want to sleep!

RPA is an emerging industry and has many problems. For example, it depends so much on the UI, that any UI change can put it off kilter. ‘Changing interfaces adds complexity to deployment. Because RPA usually interacts with user interfaces, even minor changes to those interfaces may lead to a broken process,’ points out Keith L. Murphy, solution architect at OutSystems. ‘After all, robots can’t adjust their behavior the same way a human would.’
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 Some hope for the BPO industry! However, such problems are being addressed by infusing intelligence, cognition or AI into RPA, giving birth to RPA 2.0 or CRPA, cognitive RPA. RPA is also being modified to follow an API approach along with a UI approach.

Irrespective, RPA is here to stay for a long while. For many companies starting their digital journey, implementing RPA is a low-hanging fruit and can yield some quick impact in a short time.

Let us now take a look at the most intriguing of all robots: drones.

Drones

If robots are glamorous, drones are even more so. Who can resist the sleek and fast flying objects with names like Predator or Raptor hovering over remote mountainous terrain seeking their prey and then destroying them with laser guided missiles? Or even the more benign ones like the ones with four copter-like fans lifting off with your pizza or Amazon delivery and dropping those in your waiting, wondering arms?

Although, the origin of the word ‘drone’ for unmanned aerial vehicles (UAVs) is rather unglamorous. Drones were the remotely flown target aircraft for practice firing of battleships. They are also the impotent males in a beehive, whose lifetime job is to gather honey and build the hive for the queen, and then die. In fact, my childhood memories are of the Drones Club in P.G. Wodehouse novels where men would chummily gather around without women.

Most technology, whether it is the Internet or space travel or cryptography, got its initial boost due to military applications and funding, and drones are no different. The first versions of drones were perhaps autonomous hot air balloons used for a naval war by France against Austria in 1859. The Germans used some in World War 2, but the real boost to drone technology came when the American military started a comprehensive UAV programme after the Russians shot down a U-2 reconnaissance plane in 1960. Since then, the Americans and the Israelis have dominated military drones with their Predators, Reapers, Sentinels and Herons. While military applications helped build and perfect the technology, a slew of industry and civilian applications have now been developed.

While there are multiple application areas for drones, the six major ones are:


	Target and decoy—military use for gunnery practice.

	Reconnaissance—providing battlefield intelligence and other spying missions.

	Combat—remotely attacking targets precisely.

	Logistics—delivering cargo, for example, the Amazon delivery drone.

	Recreation and sport.

	Civil and commercial UAVs—agriculture, aerial photography, data collection and the killer application in India: wedding photography!



Another emerging area around drones is swarms where multiple, intelligent, small drones act as one vast network, much like a swarm of birds or locusts.

While Americans and Israelis dominate military drone-making, the civilian drone market is dominated by Chinese companies. Chinese drone manufacturer DJI alone had 75 per cent of civilian market share in 2017. We are rapidly seeing a convergence in military and civilian drones, with armies using DJI drones due to their ease of use and higher reliability. DJI drones were even used during the recent Kumbh Mela in India for safety and crowd-control purposes.

Dan Woods has written about drones in business in a recent Forbes
 article, where he talks about the three imperatives around drones.
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 I paraphrase:


	Drones are advanced data capture devices, not toys or PR stunt-vehicles.

	Drones are going to arrive in a productized state with the analytics and models ready to use the data to solve specific problems. Our job will be to adapt these starting points to make them solve the unique problems of our business.

	More interestingly, drones will arrive using the as-a-service model, dramatically reducing the time to value, and serving as a vital tool in the Industry 4.0 revolution.



George Mathew, CEO of Kespry, a drone-as-a-service company puts this in context. ‘I believe the fourth industrial age is in front of us. It’s the idea that you will see this sort of convergence of the physical and cyber assets. Drones will be a significant part of that.’
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Commercial drone use cases in the real world

Mathew has given a good way to classify drone use cases for businesses:


	Variations from normal leading to important events: Drones can help identify anomalous events, or events which are out-of-the-ordinary. For example, in wind farms, agriculture and for better crowd management in the largest gathering of humanity—the Kumbh Mela in India.
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	Increased accuracy of measurement: A drone can quickly measure the amount of coal in a mine stockpile or the amount of grain piled after harvesting. Tata Steel, in fact, has used drones quite effectively in measuring mining output. Drones can do this because of their high-resolution imagery that feeds advanced image processing, which can increase accuracy measurements of assets by ten or even twenty-fold.

	Continuous forecasting: With drones, forecasting can be a continuous and on-going process, allowing companies to re-forecast and re-plan on a near daily basis. For a mining corporation, being able to update these forecasts in order to better assess where to drill or expend resources could be game-changing.

	Asset inspection: Drones can go where people can’t. Thus, a wind farm on an island or pipelines in the remote tundra or equipment in a rainforest can be more cheaply and precisely impacted by drones.

	Classification and identification: For use in, for instance, insurance claims. There are many use cases around this—for example, providing an immediate assessment of a disaster site, before human surveyors can reach there. Another is for oil pipeline insurance where drones can be used over vast, sparse terrains to look for faults and breakages.

	Site logistics and construction: Drones can provide organizations a 360-degree view of the status of any construction project and its assets.

	Safety: When using explosives in deep mines, remote areas or bomb-defusing, there are multiple safety applications of drones.



There are many companies using drones for the above. UK’s Innovair uses the DJI M210 drone for land survey and inspection services to companies in the energy, construction and industrial sectors. Another UK company, Swift Films, uses the Inspire drone for high-quality aerial photography. Flyability Elios uses drones for sewer inspections and cleaning in Barcelona; a few indigenized drone solutions have come up in India as well where the problem is much bigger and urgent. The Wingtra One VTOL drone, among many others, is used to survey wildlife and detect poaching.

In the Indian context, drones are primarily used by the military. In the absence of a drone policy, until very recently, the industry was still hesitating on large-scale drone usage strategy. The Indian Drone Policy 1.0, as it is called, has defined five types of drones according to their size, and provides the dos and don’ts of using drones, including approval by the Digital Sky Programme. Many claim that it is shortsighted and impractical, but at least there is a framework and policy, which will hopefully only get better.

3D printing

I remember the first time I saw a 3D printer. This was a few years ago, and I was awestruck while watching the fairly ungainly device creating a ketchup bottle cap right in front of my eyes, by printing it. It added layer over layer of plastic, which had been fed into it as a powder, and created a perfect red bottle cap, with grooves and all as its detailing. I stood there entranced and thought that this could change the world. While it isn’t there yet, 3D printing is an essential component of Industry 4.0, and promises to be an even more vital part of Industry 5.0. Let us explore why.

3D printing is also referred to as additive manufacturing, and if you have seen a 3D printer work, it is easy to imagine why. Most manufacturing is subtractive, in the sense that stuff is removed from existing material to create the desired shape. (Remember the famous Rolex Oyster watch ad, where the case was machined and stamped from a single block of metal?)

3D printing has come a long way since the time it was born in the prolific labs of MIT in the early 1990s. It has graduated from red bottle caps to whole houses and bridges and even guns. The technology is still in relative infancy, and cost considerations dictate that it gets used only for high value, urgent or complicated parts.

The ever prolific and brilliant Bernard Marr has given us the following appropriate use cases for 3D printing in another Forbes
 article:
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	Prosthetic limbs and other body parts: These can be customized precisely to the individual. This goes beyond limbs, and even soft tissue materials (like ovaries, heart, etc.) can be 3D printed! It is in its early stages but has a very promising future.

	Homes and other buildings: While the business case for printing your dream home would be difficult to make (unless you are a mad billionaire who does not care for money), 3D printing of emergency shelters at location after a natural disaster is a great use case. Also, certain difficult architectural visions can be crafted using this. The process is quite fast: In less than twenty-four hours, a 400-square-foot house was constructed in a suburb of Moscow with 3D printing technology. In China, they are now making skyscrapers and bridges with 3D print technology! One of the first 3D printed bridges was made in Amsterdam, to be put over a canal.
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	Manufacturing: Most often, 3D printing is used for quickly printing out replacement parts. It is also used for quick prototyping of new models and creating new moulds, etc. While electric car bodies have been 3D printed, it will take some time for an entire car assembly line to be replaced by giant 3D printers.

	Edible 3D printing: Remember your mother extruding pink icing to create flowers and butterflies on your birthday cake? It uses the principles of 3D printing, which incidentally uses an extruder. The same principle allows printing chocolate sculptures, and hamburger patties.

	Firearms: This is a disturbing development where you can download a CAD design and build your own plastic pistol which fires real bullets, kills real people and is largely undetectable in metal XRays. This is cause for considerable concern, given that today one can buy a 3D printer off Amazon for as less as $250. While this might not be able to make a gun currently, a higher-end one might be able to. With the exponential advance in 3D printing, we can expect to have sub $100 3D printers soon along with their myriad applications.



Other interesting use cases can be seen in the fashion and clothing industry, with Nike using 3D printing to make the Vapor Laser Talon Football shoe custom fit for athletes, Museum of Modern Art (MOMA) and other museums creating missing parts of their collections.

The real impact of 3D printing will be as we move towards customization and a ‘segment of one’. Most things today are mass produced. While a level of customization is available, hyper-personalization, which is the aim of Industry 5.0, is still far away. When, and if, assembly line construct gives way to 3D printing constructs, personalizing anything—cars, clothes, food—for an individual will become much more possible. Economic and technological challenges remain, and this scenario is still some way away. However, it is not a fantasy for us to imagine ourselves sitting in our homes, ordering a customized car through our phone app, as a giant 3D printing factory somewhere follows these commands and builds it.

If this sounds surreal, welcome to the world of extended reality.

Extended reality: AR, VR and MR

Besides having a fortunate name, Palmer Luckey was a child prodigy. At seventeen, he raised an astonishing $2.4 million on Kickstarter and built the first version of the Oculus Rift, the first commercially available VR headset, unsurprisingly in his parent’s garage. Shortly after, in early 2014, Mark Zuckerberg tried it out and was zapped. The rest is history. Palmer sold his company to Facebook for $2 billion and some change, and VR exploded into our consciousness.

Palmer Luckey is no longer with Facebook but in the intervening five years, different kinds of realities have come in. Many times, at companies, we would hear the terms AR or VR or MR. Many times, we use these interchangeably. While they have a similar origin, they are different.


	Virtual reality (VR) is a complete immersion experience that shuts out the real, physical world. When we use the Rift, or HTC Vive or even Google Cardboard, we are transported into a completely different real-world and imagined environments—Mars, riding a tiger, a new luxury showroom or a factory floor.

	Augmented reality (AR), as the name suggests, augments your live view by adding realistic, digital elements by using your smartphone camera. The most popular example of AR is Pokemon Go, but there are examples of shops, battlefields, factory floors, etc., which are more useful. A great medical use case is where students at the Cleveland Clinic can now learn anatomy utilizing an AR headset allowing them to explore the human body in an interactive 3D format. A retail use case is where Harley Davidson has built an AR app on which users can view a bike and customize it.

	Mixed reality (MR) combines elements of both AR and VR and makes real-world and digital objects interact. The Microsoft Hololens headset, a pair of mixed reality smartglasses developed and manufactured by Microsoft, has been the pioneer here and MR can bring in the best of both AR and VR to give to us a truly mind-blowing experience.



Use cases of VR and AR

The Oculus Rift, HTC Vive and Samsung Gear are the most popular VR headsets, while Google Cardboard is the lowest cost and uses your Android phone to provide a near-VR experience. One of the earliest and most popular use cases of VR is, naturally, in gaming where the gamer can become a part of the game in a truly immersive manner. However, use cases have now gone beyond that.

Retail is a large area, providing ‘try before you buy’ experiences for clothes with 3D fitting rooms. In home decor, Lowe’s Home Improvement customers can design their perfect bathroom or kitchen and then, using VR, walk into the finished space and experience it, almost like test-driving a car. Training is another area. Trainees can be transported and trained at actual places and experiences—garages, shops, factory floors, etc. Tourism is another use area. While there is no substitute for going there, you can certainly sample what it would be like and choose the place or cruise you would want to go for. Real estate is a big user of VR, showing customers what their homes or offices would look like when they are eventually constructed.

There are many scenarios you can ‘augment’ a real object with imagery. Medical training, for example. Here you can actually learn on a cadaver, or human body, with an AR headset depicting tumours or lesions on it and therefore train yourself on how to tackle them. In a Harley Davidson store, you can look at the bike and then use your smartphone AR app to ‘see’ how various accessories will look on it. As technicians work on a machine to repair it, realtime instructions can be fed on to their AR headset. In fact, with IoT and M2M communication, this could become even more common. While VR could help customers imagine how a building or house would look like, AR can help the architects augment 3D pictures on their architectural designs to help them design these houses. Entertainment is a huge area of application—imagine AR headsets instead of 3D ones, and how immersive a movie could be! Pokemon Go became a global obsession and the first real mass B2C use case of AR. School classrooms could become much richer with AR, as students actually see visions from history dancing across the blackboard!

Mahindra, in India, has done some very successful implementations in AR and VR. We discussed earlier in the book the use of VR to bring the showroom home for the auto business. Customers still wanted a test drive before they bought a car but were hesitant to make their way to the showroom; e-commerce had made them expect that stuff would come home! So, Mahindra brought the showroom to them—a car driving up to their home, along with a VR headset. They could test drive the car, and if they wanted to see different models, variants, colours and accessories, they could wear the headset and see those.

The trucks and buses division of Mahindra recently launched a new truck model, demonstrating to prospective truck drivers using AR/VR sets in a milieu and environment which a truck driver would be familiar with.

As we have seen, there are multiple possibilities and we will need to experiment with many in order to get a few which are successful. We cannot, and must not, think of any technology as a hammer we have, and start looking around for a nail. Each problem needs different tools to solve it. Many times, it will be combinations of one or more of these technologies that could solve the problem.

There are many other technologies for digital transformation which we have not looked at in detail: 5G, DevOps, microservices, cloud (public, private, hybrid), mobile payments, apps, open APIs, low-code. There are more on the horizon: quantum computing, smart dust, DNA computing, bioprinting, nanodevices, brain/machine interfaces, and many other equally exotic sounding ones.

Hopefully, we will tackle them in the next book.
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Special thanks to Findability Sciences for partnering with me to build an AI which wrote a chapter on itself—on AI.
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‘If you want to know how digital and technologies
like Al and blockchain can transform your business,
this is the book to read’
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"Blockchain is the answer
Now tell me the question?”
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Culture is the most significant self-reported barrier to
digital effectiveness.
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McKinsey&Company | Source: 2016 McKinsey Digital survey of 2,135 respondents.
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EXHIBIT 1| It Pays to Focus on Culture During a Digital Transformation

‘Companies reporting sustained strong
o breakthrough performance (%)

100
0 ]
Companies that addressed  Companies that neglected
culture change explicitly* culture change

Source: BCG analysis.
Note: Roughly 40 recent digital transformations were assessed.

“We defined “sustained as continuing for at least three years.

“Companies that focused on changing their culture identified desired employee behaviors and created systems
and incentives to reinforce them.
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Executives Who Anticipate Moderate or Massive Digital Disruption
in the Next 12 Months, by Industry
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Figure 1:
The experience economy: experiences create
more value than goods or services

experience

Source: B.Josoeph Pino and James H. Gimore; HBR





