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FOREWORD


AT ABOUT 3 a.m. local time on February 4, 1976, a magnitude 7.5 earthquake centered on the Motagua Fault struck a rural, mountainous region just north of Guatemala City. Destructive shocks and aftershocks brought devastation to communities far from the quake’s epicenter. And when the final toll was reported, more than 23,000 people were killed and over 75,000 injured. Some 250,000 mostly adobe homes were destroyed, leaving more than 1 million Guatemalans homeless.

Making matters significantly worse for injured survivors was a particularly unfortunate impact of the earthquake on the country’s health systems. Many outpatient clinics and medical offices were rendered unusable by the violent tremors, and as much as 40 percent of the national hospital infrastructure was destroyed.1

I was directing the pediatric intensive care unit at the University of Miami’s Jackson Memorial Hospital at the time, and a colleague and I decided to do whatever we could to provide direct relief to survivors of the megadisaster in Guatemala. In short order, we organized two medical teams, fully equipped, “self-contained,” and mobile. We flew to Guatemala City just days after the quake hit. There we worked with Guatemalan and U.S. military units who were involved in the emergent medical response. They agreed to transport us by helicopter to remote mountain communities that had been badly hit by the massive tremors but that had minimal access to medical care. For the most part, our teams would be all they had, other than chopper transport for badly injured people to still functioning medical facilities in the capital.

As it turned out, we provided medical aid to a lot of survivors, and we transported a few who needed advanced care at one of the still functioning hospitals.

And then, about ten days after arriving on the scene, our teams headed back to Miami, feeling that we had done something useful. And I suppose we had. But in retrospect, our work did little to alleviate the confusion in the badly uncoordinated rescue and relief efforts that were obvious to all of us, even while we kept our heads down and provided first aid where and how we could.

In fact, we had many concerns that were profoundly important both to how the response was managed and what was needed to improve Guatemala’s long-term resiliency:


	The psychological impact of this extraordinary loss of lives, property, and stability affected everyone, including—and maybe especially—children. We were not equipped to deal with much of this, though the need was great. We just didn’t think to bring Spanish-speaking—or even English-speaking— mental health providers. Our efforts were all about responding to the acute drama of serious injuries.

	The donations of food, medications, and personal items were out control. Nations around the world were contributing “goods” that had limited usefulness. Expired drug samples from doctors’ offices and pharmaceutical suppliers, nylon stockings, broken toys, out-of-date foods, nearly drained batteries, and so on were piled up into fifteen-foot high, unsorted, unusable mountains of “stuff” in hangars at the Guatemala City airport.

	Adobe, the predominant housing construction material in Guatemala, as in much of Latin America, was a major factor responsible for the high numbers of fatalities resulting from the 1976 earthquake. Relatively minor tremors would cause houses to collapse with very little warning on sleeping occupants. (In the recovery from the disaster—which took many years—rebuilt houses in seismically active zones abandoned the use of adobe and used much more resilient building materials and techniques than had been the case prior to the earthquake.)

	It was clear that people who occupied adobe homes in remote villages were, for the most part, also among the poorest citizens in a poor country. Poverty is well known to be associated with inadequate housing, reduced access to transportation and quality health care, and so on. All of these factors contribute to low resiliency and greatly increased vulnerability to disasters.

	Although I am not aware of any specific data, there is good reason to worry that the academic trajectory of children may have been disrupted for extended periods in communities badly affected by the quake. Many of these children were more likely to also have experienced loss of loved ones or neighbors, long-term lack of permanent housing, and disrupted daily routines. All of these conditions are factors that may contribute to profound psychological trauma.



It is clear that natural threats can create megadisasters when they affect large numbers of people, especially if impacted individuals are vulnerable because of preexisting socioeconomic conditions, chronic health conditions, age, disabilities, or other factors.

We now live in a world that faces a far more diverse range of threats than we imagined or considered in 1976. In Rethinking Readiness, Jeff Schlegelmilch has laid out some of the more important and most impactful potential megadisasters that we need to prevent or mitigate. Cyberthreats, superbugs, and the consequences of the climate crisis are on the minds of disaster planners—and with good reason. However, some of the lessons that should have been learned over the years need to be updated and applied to our understanding of modern-day threats. That’s why this book is so compelling.

Concepts ranging from the mundane, such as making housing more resilient to likely disaster scenarios, to the more sophisticated and nuanced considerations, such as protecting cyber-vulnerable electrical grids, professionally managing relief supplies, including short- and long-term mental health providers as part of response teams, and so forth, are all increasingly critical to effective planning. But successful prevention or planning for twenty-first-century disaster threats begins with really understanding, very specifically, what we are worried about.

A particular word about urgency. The extraordinary and growing intensity of the climate crisis has been described in great detail by many scientists and advocates. What’s important to emphasize, however, is how much accelerated planetary warming has exacerbated the threats of many disasters, from severe coastal storms and flooding of cities to droughts and wildfires. And along with these concerns are a host of major challenges associated with human behaviors in the face of such disasters. Mass population movements and violent conflicts are increasingly likely postdisaster realities. All of this suggests that we have no time to waste in controlling the rise of planetary surface temperatures and making sure that we do what needs to be done to mitigate the consequences of climate change.

Jeff Schlegelmilch is one of the nation’s experts regarding many aspects of preventing, mitigating, and recovering from large-scale disasters. For anyone interested in understanding the specific threats that face our world and how we’ll need to rethink coping strategies, this book is essential. It wasn’t long ago that disaster planning and response was almost exclusively the domain of first responders. In fact, the capacity and professionalism of responders could not be more important. But we now know that a strong academic base consisting of evidence-based policies and procedures dedicated to disasters is also essential. This makes Rethinking Readiness appropriate reading for people who wish to pursue disaster studies as a career.

That said, this book is also essential and highly engaging reading for policy makers, elected officials, and concerned citizens who wish to understand what we could be facing in the years to come.

Irwin Redlener, M.D.

Professor of Health Policy and Management

Mailman School of Public Health

Columbia University







 


PREFACE


AT THE TIME this book is in production, the COVID-19 pandemic is ravaging the globe. And while this specific event occurred after the completion of the writing of this book, the underlying threats and vulnerabilities discussed could not be more relevant to the ongoing response, recovery, and prevention of this and future pandemics, as well as other megadisasters.

The biothreats chapter of this book (chapter 1) covers how diseases with pandemic potential are emerging from the way we are developing and living our lives, especially as we are living in closer proximity to animal hosts of diseases. This is amplified by our global interconnectedness, which supports the rapid spread of disease. At the same time, we are slower to respond to biothreats because of insufficient early detection and intervention systems, as well as disparate authorities and inconsistent funding for public health and healthcare preparedness nationally and globally. Compounding this, global just-in-time supply chains make surging to the demands of a pandemic nearly impossible.

We are experiencing all of this with the emergence of COVID-19, most likely from a live animal and seafood market in Wuhan, China, and rapid spread of the virus across the globe. Inefficiencies in testing, confusion among disaster authorities, and supply limitations are all playing out as expected, and how our systems were destined to respond. There are silver linings though. The limited public-private partnerships that have been built in anticipation of an emerging pandemic are making strides in the development of countermeasures, and the sporadic surges in pandemic preparedness funding in years past have produced some planning templates to help guide our response. But we are not as prepared for this response as we should be. And the human and economic fallout will be felt for years to come.

In addition to the threat from the pandemic itself, there are logistical issues with essential supplies such as protective equipment for frontline healthcare workers and medical equipment that will literally be the difference between life and death for many infected with this novel coronavirus. There are new pressures on our infrastructure as people fortunate enough still to be working are suddenly thrust into work-from-home settings, creating greater dependence on electronic communication systems. Disparities in access to the Internet and reports of security intrusions into some of these systems highlight the strain on our infrastructure and our cybersecurity.

This pandemic is also overlapping with increases in seasonal flooding and other extreme weather threats. All of these threats are made more severe by climate change and our ongoing development in vulnerable areas. This potential for cascading disasters only increases the likelihood for megadisasters to form, as each disaster contributes to the severity of others happening simultaneously. And the duress of the COVID-19 pandemic on fragile nation-states across the globe has also created new anxieties about broader instability among nuclear powers, and the potential for bad actors to exploit this crisis to do harm.

But this book should not be viewed as a treatise on the events used to illustrate our underlying threats and vulnerabilities. It is more broadly about how we systemically contribute to these threats and vulnerabilities. We are not suffering outsized impacts from COVID-19 because of a lack of preparedness for a novel coronavirus, but rather from oversimplifying and thus downplaying the threat of pandemics more generally, and through myopic development policies that don’t adequately capture the complexity and uncertainty of the world we live in.

There are undoubtedly more disaster events that we could have cited, and there will certainly be more that occur into the future. But they all largely point to the same flaws in our thinking, and limitations in our approaches to preventing and managing megadisasters. However, we do have the ability to rethink our readiness, so that we are prepared in the face of uncertainty. If we break the cycle of rigidity in our thinking, and lean into the variability and complexity of the world we live in, we can build more resilient and sustainable societies into the future.
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INTRODUCTION


DISASTERS IMPACT lives first and foremost, whether in the direct fatalities and injuries they cause, the struggles that survivors face to rebuild while the rest of the world moves on, or the long-term mental and physical health impacts that linger but are rarely addressed properly. It is people, families, and communities that are forever altered by a disaster. But the impact of the disaster rarely persists beyond those people and places directly affected for long.

Twenty-four-hour news cycles and social media bring quick attention when disaster strikes. We are captivated by the stories of heroism and tragedy, and we obsess over numbers and statistics. How many were killed? How many homes were destroyed? How many are displaced? How long until life is back to normal? Donations pour in to the disaster aid industry via text messages, telethons, and social media campaigns. With the press of a button, we have made a difference. And as quickly as the attention came, the news cameras then move on to their next story along with our attention and compassion.1

But the survivors cannot just move on; their world is disrupted by the disaster. All sense of safety and security vanishes, and support networks are disrupted; as recovery begins, a new normal needs to be defined within a cacophony of destruction and displacement. Survivors need to get used to the scattershot of nonprofits and government agencies that are there to “help.” The effects of a disaster can continue to impact a community and the individual survivors for years, even generations after the disaster itself. Some are able to rebuild, while others get stuck in a perpetual cycle of loss.

Disasters also exacerbate inequality. We have seen time after time that the quality of recovery and access to services in response and recovery are often predictable by socioeconomic factors such as race, income, and ethnicity.2 New frontiers in disaster research are expanding on the concepts of social capital and social cohesion, or how well people are connected to each other within and across their communities. This research is further describing how a person’s connectivity with his or her community is intimately connected to their disaster recovery.3

But this book is not about the impact of disasters on individuals, or even larger communities. It is about how disasters can disrupt broader societal trajectories. And the hard truth is that while disasters shock the world of those affected, they rarely impact broader society for more than a short period of time. Think about all of the attention that the tsunami and Fukushima Daiichi nuclear disaster garnered in 2011, or the impact of the serial hurricanes that hit the United States in 2017. Global supply chains may have needed to adapt to manufacturing disruption, and government funding and other resources needed to be directed to the relief efforts. Nevertheless, while these disasters may end up affecting the survivors for a lifetime, their impact on society as a whole is barely measurable through the lens of history. Of course, there are exceptions.

The September 11, 2001, terrorist attacks and the subsequent anthrax attacks led to the largest restructuring of the United States government since World War II.4 These changes were reflected in law, regulation, and individual behaviors. 9/11 influenced the way the government organizes itself for disaster response. The development of broad powers of surveillance and prosecution in the name of security were also key components of a new policy of combatting terrorism anchored in the newly created Patriot Act, which gave this strategy the force of law.5

Hurricane Katrina was another wake-up call that demonstrated the limits of government and the failures of institutions too rigid in their understanding of disasters. Many changes to the way emergency management works were codified in the Post Katrina Emergency Management Reform Act.6 From the way the hurricane was handled, we learned that leadership was more important than ever in responding to disasters, including but not exclusive to those in emergency management. We also learned that the kinds of complex disasters we were encountering would require an adaptive version of emergency management that embraces the whole community as a partner.

However, even as monumental as these shifts were to those of us in the field of disaster management, to the casual observer it is harder to see their effects on the American way of life many years later. Most of the broader changes that impacted privacy and freedoms precipitated by the Patriot Act, such as the use of sophisticated technological eavesdropping, imprisonment without due process, and the use of torture, have either since been rescinded, not reauthorized, or significantly altered, although some argue that more reform is needed.7 And that which was not addressed in law was corrected by the behavior of the private sector in its passive and sometimes outright refusal to continue to support such extraordinary efforts that were not congruent with American values. The tech industry added more encryption and eliminated “back doors” for law enforcement to access private communications,8 and companies that provided contracting services for questionable acts, such as for providing data on U.S. citizens without a warrant to intelligence agencies, were publicly shamed.9

In addition to all of this, and despite investing billions of dollars for preparedness, most Americans have not adopted an increased culture of preparedness or changed their behaviors to be more prepared for even minor disruptions from a disaster. Our own research at the National Center for Disaster Preparedness at Columbia University’s Earth Institute shows that Americans have generally been slow to increase their own preparedness. In fact, nearly two-thirds of American families do not have sufficient plans or resources to weather the disruption of infrastructure from a disaster.10

For truly societal changing disasters, one needs to look back further. The Black Death of the Middle Ages decimated as much as a quarter of Western Europe’s population between 1347 and 1351.11 It sent Europe into the Dark Ages and still flaunts its influence today with nursery rhymes, like “Ring Around the Rosie,” whose origins came from a time when the words reflected the symptoms of the plague.12 Today, we can even trace the influence of the Black Death through the altered genetic makeup of the descendants of those affected.13 The unrealized advancements to science, medicine, and the arts that could have been achieved are immeasurable with a disaster of this magnitude.

That Pompeii was built near a dangerous volcano illustrates another element of disasters that will be discussed throughout this book, that often we build our vulnerability to disasters. Pompeii was buried by the eruption of Mount Vesuvius in 79 CE.14 The pristine archeological preservation left behind serves as a reminder of the power of catastrophes on those unprepared for their consequences, and of building society in the path of threats of such a large magnitude.

The reason for the collapse of the Roman Empire has long been debated. Some argue the root cause was an infrastructure disaster caused by lead contamination in the drinking water,15 while others disagree about the degree of influence the lead had.16 Some argue the fall was in part due to mass migration caused by conflicts elsewhere in the world, combined with economic weakness, a labor shortage, and an overextended empire.17 Whatever the combination of reasons, it is clear that Rome expanded beyond the infrastructure available to support it, and its fall, on top of the influence of the Black Death, thrust Europe into its dark ages for nearly a thousand years.

In 1845, the combination of poverty and overdependence on a single crop—the potato—caused a massive famine that led to the largest exodus in Ireland’s history, causing half of the population to flee by the time Ireland achieved independence from Britain in 1921.18 The mass exodus brought about by the famine changed the makeup of the United States along with other countries that received large numbers of Irish refugees seeking to escape the famine. The sociological landscape of Ireland, as well as parts of the United States, was forever changed. The cascading impacts on the role of Ireland and the Irish diaspora in geopolitics are equally immeasurable, although some have attempted to describe it.19

These few examples demonstrate that history is periodically visited by a different class of disasters. These megadisasters are of such a large scale that they disrupt the very systems and processes designed to manage them. They also expose weaknesses that we have built into our societies. The limits of our imagination and our vocabulary to recognize these megadisasters as something beyond the purview of normal disaster management systems, no matter how sophisticated or well-funded, prevents us from truly preparing for them. But it is within our power to reset this trajectory toward a more sustainable future.


WHAT MAKES A DISASTER?

In the world of disaster management, there are two aspects to danger: the threat and the vulnerability. A threat is an external hazard. Whether an intentional attack, major infrastructural failure, or a naturally occurring hazard, threats become disasters if they materialize and affect human populations. Vulnerability reflects susceptibility to any given threat that may be mitigated or exacerbated based on any number of physical, social, political, economic, and/or other conditions that precede the impact from the threat.20 The combination of threats and the underlying vulnerabilities they exploit creates the disaster.

Each of the previously described disasters was a culmination of threats and vulnerabilities. But those are by no means the only types of megadisasters we may face. The biggest and most influential disasters are often an unforeseen threat interacting with an unanticipated vulnerability. The warning signs may be there, but they can be ignored, avoided, or otherwise missed.

As we look to the future, we see an increase in global travel and reliance on global infrastructure. Airlines shuffle more than 4 billion passengers annually across more than 55,000 routes throughout the world.21 There are more than 433 billion noncash financial transactions per year, with nearly 726 billion forecasted by 2020,22 and we are increasingly connected to each other through the Internet. All the while, the core infrastructure that makes modern life possible is in a state of decay,23 and our communities are built in areas that are increasingly vulnerable to natural hazards.



RETHINKING DISASTERS

Over the last fifteen years, the way we have thought about and responded to disasters has evolved from a field dominated by first-responder agencies into a professional discipline in its own right, with dedicated career paths and higher education programs for professional growth and development.24 And while the field of disaster science is somewhat older than this transition, the post-9/11 era is seeing more research integration with disaster policy and practice. The practice of emergency management has also grown, from mastering logistical challenges to managing the three-dimensional interplay of individuals, organizations, and government agencies toward a “whole community” approach.25 The role of disasters in sustainable development is also increasingly recognized by organizations that are focused on advancing development trajectories for low-resource nations. These institutions include many of the United Nations’ most important organizations and critical long-term strategies such as the UN Office for Disaster Risk Reduction (UNDRR) and the United Nations Sustainable Development Goals.

In an effort to prioritize preparedness efforts in the United States, the Threat and Hazard Identification and Risk Assessment (THIRA) process of the Federal Emergency Management Agency (FEMA) looks at the interplay of threats and vulnerabilities and the likelihood of disaster striking.26 Strategic planning processes for preparedness and health security have also been mandated, with ongoing efforts to better measure and track disaster preparedness.27

But from a historical perspective, our understanding of disaster response is narrow. Despite the progress we have made, our knowledge of how best to respond to disasters from a research perspective is still largely uncharted, with seminal publications dating back only a few decades, providing little more than a generation or so of expansion of the field of disaster science.28 From a political perspective, it is reactionary. We reward politicians for disaster relief rather than holding them accountable for poor disaster preparedness,29 we cut funding for preparedness and rely increasingly on emergency supplemental funding,30 and we focus too much on managing disasters based on past experiences rather than developing more inclusive and adaptable emergency management agencies that are better prepared to face the next catastrophe.

Occasionally, we face a wake-up call and demand change, but rarely does this extend to truly paradigm-shifting thinking. And because most disasters are not megadisasters, we become complacent again. Indeed, the resilience of our nation and of humanity itself is formidable, but it is not indestructible. In order to better understand the megadisasters that we face in the twenty-first century, we must understand five scenarios where human development contributes to both the threats we face and our vulnerabilities to them.

The first topic covered in this book is biothreats, and how infectious disease continues to keep pace with, and even surpass, our advances in medicine by exploiting an interconnected world and by resisting our attempts to treat and cure ailments that have been around, in some cases, longer than we have. We are contributing to the increased threat by creating superbugs through excessive use of antibiotics and by not preparing for the next emerging disease that will inevitably strike. Further, we are failing to fully address the threat of nation-states and other nefarious actors who seek to develop and deploy biological weapons.

Climate change is then discussed, along with how human activity is contributing both to the threat of extreme weather events as well as to the vulnerability by building in sensitive areas. Entire urban centers have the potential to drown over the next generation. The agricultural areas that serve as the backbone of our food supply are increasingly threatened by droughts and prolonged heat events. The potential impacts are numerous and include direct damage from acute events, large-scale migration from geographies that have become unlivable, and the destabilization of nations. We have already begun to see leading indicators that help to illuminate what is to come.

Aging and vulnerable critical infrastructure is a predicament that disaster and urban planners frequently lament but governments rarely fund adequately. What happens when there is a catastrophic failure of this infrastructure? Are we prepared for when the infrastructure we take for granted every day stops working or becomes toxic? What would we do with a broken water-supply system, power grid, transportation system, and broken dams or bridges? If a single one of these goes down, economies could grind to a halt, with cascading impacts across society.

Another growing concern is that of cyberthreats. Although the cyber system may be considered part of critical infrastructure, the nuances of the threats and vulnerabilities are so complex and pervasive throughout our society that it warrants special attention. Sophisticated attacks sponsored by nation-states and criminal enterprises profiting from our cyber-vulnerabilities have the potential to produce varied and catastrophic impacts. In a society increasingly defined by automation, smartphones, and the Internet of things, the danger of what a cyberattack could do grows daily.

Finally, the impacts of nuclear conflict are discussed. The proliferation of these weapons among smaller nation-states, and even some rogue states, creates the potential for regional nuclear conflict that may be more likely than ever. Even larger scale nuclear war may be more likely than we realize due to shifts in nuclear posturing and new weapons technologies that are destabilizing the status quo. The global killing nuclear winters and mass destruction that were nearly assured when the United States and the Soviet Union were posturing for war are also still possible and would have an impact on society at the level of which we have not seen in history through the rippling effects of environmental, social, and geopolitical consequences.

But this book is not just about the magnitude of the catastrophes that we face. The overview of each scenario encourages a better understanding of the causes of our vulnerability and what we are doing to exacerbate the threats, as well as the factors that keep us from preparing for megadisasters. After discussion of these scenarios, crosscutting issues are also discussed and real solutions are proposed to better prepare ourselves for megadisasters.

The purpose of this book is not to sow fear but to empower. By stretching the boundaries of our current thinking, the scenarios that are often too overwhelming can be addressed. We can never be fully prepared for the unknown. Nevertheless, with a stronger understanding of the threats and vulnerabilities we are dealing with and of our role in contributing to them, we can become more resilient and ensure that each generation has the opportunity to exceed the accomplishments of past generations and to live in greater harmony with each other and our environment.








 


Chapter One

BIOTHREATS


“A HIGHLY infectious, deadly virus from the central African rainforest suddenly appears in the suburbs of Washington, DC. There is no cure. In a few days, 90 percent of its victims are dead. A secret military SWAT team of soldiers and scientists is mobilized to stop the outbreak of this exotic ‘hot’ virus.” This sounds like the start of a science fiction novel, or the trailer to Hollywood’s latest summer blockbuster. But this is not a work of fiction. It is the description of a lethal outbreak in The Hot Zone by Richard Preston, the true story of the emergence of the Ebola virus and a near catastrophic outbreak outside of our nation’s capital.1

In the world of epidemiology, three key terms are used to describe disease transmission: endemic, epidemic, and pandemic. Endemic disease is always present in a given location. It may vary by season, but it exists on an ongoing basis within a defined area. Take, for example, the seasonal flu in the United States, or malaria in parts of Africa. These are diseases that occur predictably. However, under circumstances with increased severity and/or spread, they can become epidemic. An epidemic is the occurrence of disease beyond what is normally expected, often preceded by an outbreak, or a sudden increased prevalence in a group of people. Not all outbreaks lead to sustained epidemics, but most start as outbreaks that are not contained and become more widespread. When an epidemic’s reach surpasses its borders into other countries and continents, it becomes a pandemic.2

The Hot Zone describes an outbreak with pandemic potential—a cluster of a particular infectious disease that, if not properly contained, could spread to the entire region and then around the world. Fortunately for those involved, the victims in the DC metro area were monkeys at a quarantine facility. But it does not take much to imagine what the cascading consequences could have been if the virus had spread to humans and caused the same level of infection that has decimated parts of Africa.

Naturally occurring outbreaks are terrifying enough, but biothreats can be caused by malicious actors as well. The anthrax attacks of 2001, coming right on the heels of the 9/11 terror attacks, added the term bioterrorism to the broader lexicon. The use of biological agents as weapons of mass destruction was placed front and center to a civilian population that had never had to deal with the intentional spread of infectious disease, with a few limited exceptions. Coupled with gene-editing technology, Cold War–era stockpiles of pathogens, and rogue states looking for an edge in nonconventional warfare, a new world of possibilities has opened up for offensive biological attacks. This was recently illustrated in the U.S. intelligence community’s concern that the 2003 U.S. invasion of Iraq might cause Iraq to retaliate with smallpox, leading to a major epidemic in the United States, and the steps it took to prepare for such an event.3

But we don’t need to intentionally weaponize pathogens to create biothreats. A number of factors, such as the overuse of antibiotics and imperfect sterilization practices, can pressure infectious disease-causing organisms into resistance, affecting millions of Americans each year and killing tens of thousands of them.4


NATURALLY OCCURRING DISEASES

The 1918 Spanish Flu—which likely started far from Spain—is considered one of if not the deadliest pandemics in human history in terms of the total number of fatalities (although the Black Plague of the 1300s killed a larger proportion of the population). The flu killed more people in two years than were killed by HIV/AIDs in nearly two and a half decades, or were killed by the Black Plague in a century.5 Estimates place the total number of people infected by the flu at more than 500 million, and somewhere between 50 and 100 million people died.6 While 1918 was the deadliest, humanity has faced severe influenza pandemics every generation or so, and it remains one of the most terrifying threats that public health planners face because it is so far-reaching and difficult to contain. The 1918 influenza remains the standard by which many public health preparedness planners game out scenarios for their exercises and worst-case scenarios.

In 2014, decades after the scenario in The Hot Zone, Ebola again escaped the isolated villages it had plagued intermittently in the rural areas of central Africa and reached more urban areas. Spreading throughout Guinea, Liberia, and Sierra Leone, the virus exploited a weak health infrastructure, cultural burial practices that involved hand-washing the bodies during the most infectious period, and a temporarily apathetic global response system.7 With densely populated urban areas only an international flight away, cases started to be reported all over the world, including in the United States and Europe, prompting an international response.

Another exotic sounding pathogen, Zika virus, reemerged on the scene in 2015 (it was originally discovered in 1947) with terrifying reports of babies being born with microcephaly. This rare but severe birth defect causes an abnormally small head size and irregular brain development, with longer-term impacts on development that are not well understood.8 There have also been recent scares of other potentially emerging pandemics, such as the 2009 “Swine Flu” pandemic, which killed more than a half million people worldwide. Early indications were that it would be much worse; fortunately, it was not. Had it been worse, in addition to the lives lost during a severe influenza pandemic, the World Bank estimates a loss to the global economy in excess of $4 trillion in some scenarios.9

Biothreats are not new to the world, though they seem to be in the news with greater frequency. One question that persists is whether there are more outbreaks or whether we are just detecting more of them because we are getting better at looking for them. Stephen S. Morse, professor of epidemiology at the Columbia Mailman School of Public Health and prior program manager for biodefense at the Defense Advanced Research Projects Agency (DARPA), has been credited with originating the term emerging viruses/infections.10 According to Morse, “The evidence seems to show that, in fact, both things are happening: we are more aware of these events, but there are also more of these events happening.”

Today’s global environment is an ideal incubator for biothreats, both at an increased frequency and with increased severity. The rapidly expanding global population of over 7.7 billion also has more people living in increasingly crowded spaces in denser urban areas.11 International travel is easier than ever, providing diseases with more opportunities to spread. Heavily centralized and industrialized agricultural practices make adulteration of the food supply even more consequential. And the destruction of wildlife habitats brings us into closer contact with pathogens and their animal hosts. Instability among nation-states can also lead to poverty, conflict, and mass migration, as well as mute the effectiveness of international organizations such as the World Health Organization.

“All of these conditions of modern life are now giving pathogens the opportunity to become internationalized,” said Morse. “Environmental changes are very important because that is very often how people become first exposed to dangerous biological agents.”

According to Ellen Carlin, assistant research professor at the Georgetown University Center for Global Health Science and Security and director of Georgetown’s Global Infectious Disease graduate program, and a veterinarian, “Anywhere from 60 to 75 percent of emerging infectious diseases are zoonotic; they’re coming to us from animal populations.”

Deforestation and other practices that bring humans and animals closer together for sustained periods of time are increasing the opportunities for diseases to jump from animals to humans.12 Often the deadliest diseases are those that originate in animals and cross the species barrier to affect humans. Examples include HIV/AIDS, which is believed to have crossed from nonhuman primates to humans in central Africa; Severe Acute Respiratory Syndrome (SARS), which originated in bats in China; and pandemic influenza, with the most severe strains often being those that primarily infect birds or pigs and that undergo a genetic shift that makes humans susceptible.13

“That doesn’t mean that animals are the cause,” said Carlin. “We can’t blame the animals for this. These are really complicated ecological dynamics and ecosystems that have been upset because of the way humans are choosing to live our lives, and we end up creating an interface between us and animals that promotes the sharing of pathogens in a way that didn’t exist before.”

Nicolette Louissaint, executive director of Healthcare Ready and former senior advisor at the U.S. Department of State, said, “The increasing points of vulnerability impact rapid detection of disease outbreaks on a global and national scale. By the time we would detect it, we would see outbreaks of highly infectious diseases evolving at a rate in which we would not be able to contain or build a countermeasure to address.”

The focus on disaster response, treatment of disease, and development of vaccines and treatments requires more attention and resources than early detection when interventions might be able to stop the spread of the disease before it gets out of control. Louissaint described this issue in regard to the recent Ebola crisis: “During Ebola, we saw that even though having treatment units was critical, we still saw tens of thousands of deaths due to the amount of time it took to construct the units. It’s not enough to just have the capability of standing up the emergency public health measure; the issue is that our biggest vulnerability is the quality of surveillance. Our public health surveillance systems are weak.”

Combatting biothreats requires a strong global surveillance system and robust health care systems, as well as better efforts at preventing pandemics in the first place by addressing underlying risk factors such as land use, agricultural practices, poverty, and underfunded public health systems. Unfortunately, the focus is disproportionately on response, and a disparate response at that. The task of wrangling various nations and communities and convincing them of the value of prevention has long vexed public health professionals. Now the emergency management community faces the same challenges. This theme is explored further throughout this book. But unless we are able to shift our thinking, history is destined to repeat itself. Carlin summarized: “What I’ve come to believe is that without a major intervention, the continued appearance of high-impact infectious diseases of epidemic or pandemic potential in humans is certain.”



DISEASES AS WEAPONS

Shortly after the terrorist attacks of 9/11, letters containing weaponized anthrax were intentionally sent through the U.S. postal system to members of the media and Congress. The attacks are believed to be responsible for twenty-two cases of anthrax, including five deaths.14 The U.S. government spent hundreds of millions testing and decontaminating government buildings and mail-sorting centers.15 The anthrax attacks, coupled with the 9/11 terrorist attacks, also led to the largest investment in public health preparedness in our nation’s history, with hundreds of billions spent since then protecting the nation from acts of bioterrorism and naturally occurring pandemics. The nation built up programs for local, state, and federal agency preparedness, the development and procurement of new stockpiles of countermeasures to potential bioterrorism agents, and the development and deployment of pathogen detection and disease surveillance systems.16

However, the history of bioterrorism far preceded the anthrax attacks of 2001. As early as the year 1155, in Tortona, Italy, dead bodies were used in an attempt to poison water wells. In 1346, the Mongols catapulted the bodies of plague victims over the city walls in their siege of Caffa. The Spanish mixed the blood of leprosy patients in wine sold to the French in 1495. In the 1700s, the British Army devised a plan to send smallpox-laden blankets to Native Americans. In 1797, Napoleon flooded areas around Mantua, Italy, to spread malaria. And during the U.S. Civil War, Confederate soldiers sold clothing from yellow fever and smallpox patients to Union troops.17

Intentions to use germs as weapons continued throughout World War I and World War II. While most nations were conducting some degree of biological weapons research, Japan had some of the most prolific programs. The Japanese developed their programs in 1930 and continued throughout World War II. The Japanese program, which employed as many as 5,000 people at one time, killed hundreds, and perhaps even thousands, of prisoners across twenty-six research centers. On the front lines of combat, water wells in Chinese villages were poisoned with cholera and typhus, and planes dropped plague-infested fleas over cities in China.18

It is also well known that the United States and Soviet Union both developed biological weapons during the height of the Cold War. As an alternative to nuclear weapons, biological weapons would not cause physical destruction, leaving infrastructure intact for occupation after hostilities ceased.19

The main arm of the Soviet weapons program was known as Biopreparat. It included a vast civilian network of secret laboratories that were given unprecedented resources and access to Western research publications and conferences while other fields of medical research remained isolated behind the Iron Curtain. It is estimated that when these programs were at their peak, there were as many as 30,000 employees and dozens of research centers throughout the Soviet Union. After the United Nations Biological and Toxins Weapons Convention in 1972 banned the development of offensive biological weapons research, the programs became even more secretive, and work continued through the fall of the Soviet Union in 1991.20

Even with the secretive nature of the Biopreparat, there was still evidence of its capabilities. In 1971, there was an accidental release of weaponized smallpox on Vozrozhdeniya Island, the home of a biological weapons testing site, which infected ten people and killed three of them. In 1979, there was an outbreak of pulmonary anthrax in the city of Sverdlovsk (now Yegaterinburg), which killed at least 105 people. The event was later determined to be an accidental release during the production of weaponized anthrax. But perhaps the most illuminating information came in the 1990s with the defection of Ken Alibek. The former head of the Soviet Union’s bioweapons program helped the United States understand the full extent of this program. The United States also learned that the program had included vast stockpiles of plague and anthrax, as well as research into smallpox, brucellosis, and tularemia, among other diseases.21

While the Soviet Union ramped up its Biopreparat program, the United States continued its own biological weapons research, based primarily out of the United States Army Medical Research Institute of Infectious Diseases (USAMRIID). After the 1972 Biological Weapons Convention, the United States halted production of offensive bioweapons and pivoted instead to defensive research. Bioweapons could still be made if they came out of research for developing defensive strategies, but they could not be mass produced or deployed as an offensive capability.22

With the fall of the Soviet Union, there was an abundance of pathogens, scientists, and facilities that were poorly guarded, as well as personnel that often went for extended periods of time without being paid. The United States, under the Nunn-Lugar Cooperative Threat Reduction Program, among others, worked to bring the Soviet scientists into the United States before other interested rogue nations could obtain their expertise. U.S. teams were also sent to decommission bioweapons facilities and stockpiles.23 While there was much success to these programs, other nations and terrorist organizations continued to pursue weapons of mass destruction, including biological weapons.24

But nation-states and large international terrorist organizations aren’t the only ones in recent history to be interested in bioweapons. In 1984, a religious cult in Oregon called the Rajneeshees obtained a strain of salmonella from a commercial medical supply company. The intent was not to cause death or long-term harm, but to suppress voter turnout in an upcoming election that would determine the fate of their status in the community. They spread the bacteria in salad bars at local restaurants, sickening more than 750 people.25

There is some solace in the fact that it is not as easy as it sounds to develop a viable biological weapon. The Aum Shrinrikyo cult in Japan is well known for the sarin gas attack on the Tokyo subway system in 1995 but is less known for a failed anthrax attack from its headquarters in Kameido in 1993. Fortunately, the strain of the disease that was obtained was used for producing anthrax vaccine for animals and so posed little threat to human life.26

The fact remains that developing a viable bio-attack strategy is hard. Not only does it require the intent to access harmful pathogens and do harm, but a successful attack also requires possession of the technical knowledge to weaponize a biological agent and the resources (monetary and laboratory) to produce a viable weapon. And without achieving the extraordinarily difficult task of aerosolizing a pathogen, it won’t travel very far. Sunlight also kills most pathogens, as do the explosions that are commonly conceived of to disperse chemical or radiological agents.

Carlin confirmed the difficult process that goes into creating a weaponized biological agent: “Most of the terrorist organizations just aren’t sufficiently organized and financed to kind of have that level of staffing. You know you need major Ph.D. scientists, but not just any Ph.D. scientist—someone who actually knows how to weaponize anthrax, and that’s very specific. And then you need people to manage logistics and administration of the program.… It would be the same thing really with having a state level offensive bioweapons program.”

However, new technologies are expanding the kinds of bioweapons that can be produced and may be lowering some barriers to developing weapons. Carlin said that “genetic engineering, synthetic biology, and those types of technological advances are potential enablers of very bad decisions on the part of people with malicious intent.” She added that even without access and technical capability, “there is a proliferation of laboratories studying dangerous pathogens, and there hasn’t really been a governance structure in place to prevent, for example, gain of function research,” which could amplify the dangers of accidental releases. Gain of function research is the term used for efforts to better understand the mechanisms for more efficient transmission of a pathogen. At times this leads to creating more transmissible diseases in the laboratory. But even if a more transmissible pathogen is not physically created, the research may still provide a scientific blueprint for the creation of one.27

As with pandemics, bioterrorism implications on nonhumans are also enhanced by vulnerabilities as a result of human development. There are numerous pathogens, whether livestock or crops, that could disrupt the food supply in terms of the availability of safe food products, as well as the cascading impacts to economies and livelihoods. Centralization of food production from massive farms to industrial food preparation and production facilities creates single points of weakness to affect food supplies. This is coupled with a food production sector that has uneven security and surveillance and limited training for clinicians to begin with. This compounds the possibility that a pathogen could be introduced to the agricultural production processes accidently or intentionally.28

“I certainly do think the terrorism threat does have catastrophic potential,” said Carlin, adding, “I can’t avoid the reality that there hasn’t been a bioterror attack since the anthrax attacks of 2001. There’s certainly been a lot of use of chemical weapons.” She further noted that regimes and actors willing to use chemical weapons might be just as willing to use biological weapons.



SUPERBUGS

Antibiotic-resistant bacteria have become one of the most urgent threats to public health today, causing once easily treatable diseases to stop responding to the common antibiotics used to treat them. Overuse of antibiotics is a major cause of emerging resistant pathogens. Mutating pathogens can also lessen effectiveness of currently available antibiotics. An individual may become infected with a resistant strain from exposure to someone already infected with such a pathogen, from failure to adhere to the treatment regimen, or unknowingly consuming poor quality, ineffective drugs.29

Each year, nearly two million people are infected with antibiotic resistant bacteria, and more than 23,000 die as a result. The average cost of treating antibiotic resistance in a hospital adds about $1,383 on average to the cost of treatment, totaling over $2.2 billion annually in the United States.30 Oftentimes, people checking in to a health care facility to treat one ailment end up contracting another. Hospital-acquired infections are responsible for nearly $10 billion per year in the United States alone. These are caused by surgical site infections, central line-associated bloodstream infections, catheter-associated urinary tract infections, ventilator-associated pneumonia, and Clostridium difficile infections, among others.31 Nearly 100,000 Americans die annually from these infections (including resistant and nonresistant infections).32

Bacterial resistance to antibiotics is not new. In fact, it was discovered shortly after the discovery of antibiotics themselves. However, when people overuse or misuse antibiotics, they contribute to the potential evolution of superbugs that may not respond to treatment at all. Every time an antibiotic is used, the bacteria sensitive to the drug will die out. Nevertheless, pathogens that cause infections are constantly evolving, just as they have since the beginning of time. Some get more efficient in reproducing, some increase in virulence, and some become less effective at causing infection and die out. When presented with environmental stressors, bacteria adapt. Overuse or misuse of antibiotics kills those strains of the bacteria that are sensitive to the drug while allowing those that are resistant to multiply. Over time, all of the bacteria that are drug-sensitive will perish, leaving only those that are resistant to flourish.33

One of many examples of deadly bacteria that have become even more deadly is tuberculosis (TB). Although generally very treatable and curable by modern standards, TB is still one of the leading causes of death worldwide and the leading cause of death from a single pathogen, exceeding even HIV/AIDS. TB reproduces slowly, requiring adherence to very strict medication regimens for months or longer to fully rid the body of the infection. However, certain strains of TB have developed so that they no longer respond to the frontline drugs for treatment. This so-called multidrug resistant tuberculosis (MDR TB) requires a more substantial, far more expensive regimen. Some strains of TB are so hard to treat that they have been dubbed extensively drug resistant TB (XDR TB); these cases are almost impossible to treat with any available anti-TB drug.34

One source of what became many strains of drug-resistant TB was the Russian prison system in the early 1990s. The overcrowded jail and justice system transitioning from the fall of the Soviet Union was a near perfect environment for the spread of disease, particularly tuberculosis. The public health system was in a similar state of disarray, leading to skipped treatments for infections and inconsistent dispensing of medication. Such conditions paved the way for the development of antibiotic-resistant tuberculosis.35 But while the post-Soviet Russian prison system led to the development of some strains of MDR TB and XDR TB, it was not the only source of these drug-resistant variants. Drug-resistant TB has been found around the world in populations that are impoverished and have insufficient health care and public health systems.36

Not only is drug resistance caused by the inappropriate use of antibiotics, but sometimes it is caused by profiting from misery. It has been shown, for example, that fraudulent pharmaceuticals are on the rise. As just one example, many drugs used to prevent malaria in developing countries are actually expired, substandard, or even fake.37 According to a 2014 article, between 2005 and 2010, reports of counterfeit or falsified antimalarials rose 90 percent.38 Poor-quality drugs are on the market in part because of the cost associated with producing high-quality pharmaceuticals. To cut back on costs, countries with little government oversight are producing medications that are associated with growing resistance.

Additionally, resistance of other kinds of pathogens (e.g., viruses, fungi, parasites) to their respective antimicrobials means that this problem is not isolated to bacterial infections and that strong antimicrobial stewardship programs are needed to prevent the emergence and spread of other kinds of superbugs. This includes strengthening protocols for the use of these medications not only in people but also in animal populations, since they are often used for both companion animals and livestock populations.39

Current efforts among public health officials and health care networks are starting to show some progress. Louissaint observed, “Superbugs are definitely a major concern and consideration for us right now,” but added that changes to procedures, antibiotic usage, and enhanced quality control appear to be having some impact. Even accounting for these efforts and some preliminary progress, there is still more work to do, and any progress can be lost quickly if the momentum of these efforts is taken for granted.



CURRENT EFFORTS

Current efforts at reducing the risk of pandemics, bioterrorism, or superbugs range from legislation, to guidance from government and international organizations, to global philanthropy, to attempts to spur private sector innovation.

There have been efforts to improve governance internationally and domestically to better identify, invest in, and manage infectious disease threats. Most notable are the International Health Regulations established in 2005 and entered into effect in 2017 by the World Health Organization (WHO). This agreement among all 196 countries that are part of WHO includes measures to build capacities to detect, evaluate, and report on health events, as well as implement additional measures at ports of entry to limit the risk of health threats across national borders.40

The philanthropic community has also increased its work related to international health. Many organizations have been active in this space, but perhaps one of the largest came about in 2000 when the Bill and Melinda Gates Foundation was formed with an endowment from the Microsoft founder that has provided over $50 billion in funding for a range of programs directly and indirectly focused on health. Bill Gates has also specifically called out the dangers of an emerging pandemic and has advocated for increased attention to this threat.41

The Coalition for Epidemic Preparedness Innovations launched in 2017 as a partnership among governments and the philanthropic and private sectors to develop vaccines for future epidemics. Its model is designed around accelerating the development of vaccines against future epidemics by creating proof-of-concept and safety testing, and building stockpiles of some vaccines, as well as investing in new technologies to speed up the deployment of vaccines to emerging pathogens when they are needed.42 This model aspires to lower the financial risk and other barriers for developing vaccines to private pharmaceutical companies who have the capacity necessary to bring countermeasure development to scale, but lack the market incentives to develop them under normal conditions.

In the United States, national-level strategies are now the norm, with the National Health Security Strategy and its implementation plan revised every five years; the recent release of the United States National Biodefense Strategy brings integration of biodefense functions into national response frameworks.43 These strategies are matched through legislation to support biodefense and health security capabilities, notably including the Pandemic and All Hazards Preparedness Act that was passed in 2006 and is periodically reauthorized with changes to help meet the evolving landscape and strategies.44

While each of these efforts has made sustained and important progress in limiting the risk of pandemics, none has been able to comprehensively reduce the threat of, or our vulnerability to, biothreats. This is in part due to the disparate and unequal distribution of health resources. Some people live in abject poverty where basic access to preventive care is a luxury, while others have access to multiple hospitals and health care professionals of all specialties. And even when health care is distributed by not-for-profits and governments, many of the resources that feed into the health care system (e.g., medical devices, pharmaceuticals) come from the private sector and rely on viable markets to justify financing research, development, and production.

Speaking about the 2015 Ebola outbreak, Morse remarked, “It would have been good if there was something in the pipeline ready when the outbreak first began, but vaccines take a long time to develop and a lot of economic incentive to produce. So everyone asked why we didn’t have the vaccine. The answer is that it wasn’t thought that there was a large market for [the vaccine].”

The Bipartisan Commission on Biodefense has issued several reports lamenting the chronic budgetary shortfalls for biodefense, the need for greater coordination and more centralized budgetary authority, and a firm national commitment even greater than the current focus to meet this formidable challenge.45

Unfortunately, policy making is also reactionary and tends to be disproportionally focused on treatment rather than prevention. Many agencies take credit for stopping Ebola from spreading in the United States in 2015. But as Carlin pointed out, “Ebola was never likely to become an epidemic in the United States.” She added, “At the end of the day we have a highly functioning health care and public health system here.”

The field of public health and medical preparedness faces chronic budget shortfalls, shifting priorities, and a dearth of research to justify funding.46 In particular, the absence of evidence-based public health performance measures makes it unclear how to quantify success.47 The root causes of vulnerability are better understood but rarely acted upon in a comprehensive and meaningful way. Morse observed, “There is little motivation, politically, to put that money into improving water sanitation and hygiene. But that was what was responsible for the major expansion of our own life expectancy in the Western world. So it’s not a trivial thing if we could do that in more of the world.”

Louissaint further noted, “There have been efforts to move the needle, but a lot of that has been centered around the ability to garner political will and diplomatic engagement.” She added, “There has been progress, and I certainly don’t intend to downplay the progress that has been made. But I think even with the progress that’s been made we have to be realistic about how much further we have to go to really make a dent.” Indeed, a lot of activity can be measured in speeches, strategies, and programs invested in by the United States and the global community. But if the goal is the overall reduction in the threat of biothreats, and our vulnerability to them, there is still much work to be done.








 


Chapter Two

CLIMATE CHANGE


THE FOURTH National Climate Assessment paints a grim picture of the effects of climate change and the consequences of failing to adapt to its inevitable effects, even with disaster risk reduction and efforts to reduce carbon emissions. The report, with the most recent volumes released in 2018, outlines consequences including those on agriculture, human health, infrastructure, and even national security. It also finds that the impacts of climate change that were previously theorized are now becoming realities in the United States, including coastal flooding in low-lying areas and disruption to fisheries due to warming ocean temperatures. The cascading set of consequences due to climate change could also shrink the U.S. economy by as much as 10 percent by the end of the twenty-first century unless we make efforts to adapt and to mitigate the effects. 1

The United Nations Intergovernmental Panel on Climate Change (IPCC) also released a report that warns that the world needs to reduce harmful emissions by 45 percent before 2030. Otherwise, global temperatures will rise at least 1.5 degrees Celsius, which would lead to unprecedented impacts, including crop failures, destruction of as much as 90 percent of coral reefs, extreme weather events, and multiple feet of sea level rise.2 In recent years, we have seen recommendations shift from trying merely to prevent consequences of potential climate change to adapting to the consequences that are already being experienced or that are inevitable no matter how much harmful emissions are reduced.

Unfortunately, the science is not the whole story. A barrage of politically motivated commentary has attempted to discredit these reports, among others, and the scientific methods they use. This effort is not new to the climate science community, but it is gaining traction in the mainstream at a striking pace. Climate change deniers and skeptics have been found as high as in the White House, which oversees the very agencies that developed some of these reports on the impacts of climate change. These agencies are also among those that need to take further steps to mitigate its consequences.3

The aggressive pace of climate change that we are seeing is driven primarily by human activity. Disasters driven by climate change are also the consequences of a combination of human activity amplifying global warming and continued development in climate-sensitive areas. Furthermore, climate change has effects on a range of disasters including storms, rising sea levels, heat, drought, and wildfires, as well as amplifying the spread of infectious disease and creating national security and economic vulnerabilities at a scale that is difficult to imagine or reverse if left unaddressed.


THE WATER IS RISING

Some of the earliest indications of global warming come from sea level rise. The increase in sea level is caused by the increasing amount of liquid water flowing from melting ice into the ocean and from the expansion of the seawater as it warms. The sea level currently increases just over three millimeters per year. Over the past ten years, this rate of sea level rise has been nearly double the rate of one hundred years prior.4 Some researchers project the acceleration of sea level rise to amount to three feet or more by the end of this century.5

Low-lying coastal areas will feel the direct consequences of sea level rise most strongly, as they face potential submersion and increasing risk from abnormal high tides and storm surge. Countries in Southeast and East Asia are especially vulnerable because of their dense coastal populations. Regions in Africa will also experience a disproportionate impact due to increasing coastal populations, limited infrastructure development, and lack of climate adaptation. Some island nations may also become fully submerged and uninhabitable in the next century.6 In the United States, coastal cities such as New York and Miami are similarly at risk of submergence.7 Sea level rise combined with other effects of climate change and with demographic realities such as economic disparities and aging populations can create a cascading set of health impacts. The Gulf Coast here in the United States is particularly vulnerable to these conditions.8 These impacts will also wreak havoc on economies as water use patterns, energy production, agriculture, and real estate are all at risk.

A recent economic analysis projects that economies based on agriculture will be hit the hardest. The analysis also finds that the costs of fully protecting existing coastal areas is more costly than losing the lands to sea level rise, with optimal adaptation balancing with some lands lost and some protected.9 This means it is no longer realistic to simply prevent low-lying areas from being submerged. We need to begin retreating from some coastal areas, while mitigating the risk of flooding in others.



A STORM IS COMING

Hurricanes and other extreme weather events are some of the most dramatic examples of the effects of climate change. There is increasing scientific consensus around the idea that continued global warming is increasing the intensity of storms, and perhaps even their frequency. Generally speaking, the weather trends and planetary temperatures over time are now well understood, but the rarity of isolated weather phenomena and an abundance of “noise” in the data make it hard to draw definitive conclusions about any individual event, or more precise predictions of what the future holds.

Still, despite the difficulties in attributing any one extreme weather event to climate change, we do see a rapidly changing trend toward the occurrence of such events. We cannot say, necessarily, that a particular storm was caused by climate change—it may have occurred whether or not the climate was warmer—but we can say definitively that the number of adverse events is increasing and will continue to increase as the climate gets warmer. We are able to predict with high degrees of accuracy that next year will be, on average, warmer than this year, and that going forward there will be, on average, more serious extreme weather events than in years past. There is increasingly a measurable impact from climate change on extreme weather events. Attribution studies are already identifying increases in precipitation in major weather events likely due to climate change.10 And it is expected that climate change will lead to stronger and more intense hurricanes.11

But the frequency of hurricanes has been a bit of a moving target, with some models predicting more storms, some less, and others a nominal change. Precise predictions on the number and behavior of storms is still elusive, although the growing threat is clear, even if the precise description still has a lot of uncertainty.12 Adam Sobel, professor of applied physics and applied math and earth and environmental sciences at Columbia University, explained, “The sea level is making storm surge risks higher, that’s for sure. And when the ocean surface temperature is higher, more water evaporates into the atmosphere, creating more intense rainfall during coastal storms.” Sobel continued: “When you put it all together, it makes sense that storms become more intense and more dangerous.” These changes in climate are further compounded by increasing population vulnerability for people who live in disaster-prone areas, particularly near the coasts. The combination of increasing climate-induced hazard risks, plus more people in harm’s way, means more disaster exposure for many communities.

It should be noted that at the time, 2017 was the most expensive hurricane season on record in the United States and was preceded by increasingly expensive seasons with increasing numbers of billion-dollar weather events. This is driven partially by the strength of storms, as well as the continued development of coastal areas, requiring a more holistic approach to how we understand and respond to these threats.13



HEAT AND DROUGHT

Global heat-related mortality is going to increase the number of heat-related deaths, including in the United States.14 A study looking at the impact of climate change on excess heat death in the U.S. urban Northeast found that according to some models, heat-related mortality could increase by three times baseline in Philadelphia, four times baseline in Boston, and nearly five times in New York City by the end of this century.15

“With any heat wave, you almost don’t need to do the attribution study. You can just identify the climate change component because there has been ‘X’ degree of global warming,” said Sobel. He added that the persistent heat, combined in some places with an increase in humidity, will cause extreme health risks.

Climate change also weakens food security both directly and indirectly. For example, hotter climates, more droughts, or more rain lead to changes in agricultural conditions, which are followed by economic consequences that affect the distribution of wealth and demand for agricultural products.16 Drought is a persistent and slow-moving threat that affects crop yields, the economies of agriculture-based communities, and local, national, and global food prices. Additional unpredictability in other kinds of weather (e.g., storms) can have a devastating impact on crops that can persist for years, particularly when the agricultural goods take years to mature. The effects on agriculture are also not limited to heat and drought, as was seen with the destruction of pecan trees, cotton, and other crops in Georgia from Hurricane Michael in 2018.17

For many desert areas, where access to water is a chronic challenge, the effects of climate change will amplify existing difficulties. Cape Town, South Africa, nearly ran out of water in 2018 as a consequence of drought and poor water management; mitigation projects were not prioritized in time to prevent the 2018 crisis. Cape Town is an early indicator of what may occur in similar ecosystems, and already, echoes of the pending crisis can be seen in Australia’s millennium drought, Brazil’s loss of 15 trillion gallons of water from underground reservoirs, and record aridity in California.18

While some effects of climate change are slow moving and the data takes time to accumulate, the impact of climate change on wildfires is already evident. Climate change contributes to several conditions that favor wildfires. The air, for example, is hotter and drier, so the wood is also hotter and drier. Trees are more likely to die and thus are more likely to fuel the fires.19 Climate-induced drought can also alter the growing seasons for forests, making them longer and drier, further contributing to the fire danger.20

Wildfire effects due to climate change are amplified by factors including local fire-suppression strategies, the movement of people into vulnerable areas, and natural variability.21 But anthropogenic climate change is also a significant contributor to the increase in wildfires. A 2016 study estimated the U.S. land coverage of forest fires between 1984 and 2015 was about 4.2 million hectares, or twice the area that would have been expected in the absence of climate change.22 Outside of the United States, Europe and other parts of the world are also facing the consequences of wildfires driven in part by climate change.23 When paired with aging infrastructure, the results can be even more catastrophic. (This is discussed further in the next chapter.)



INCREASING DISEASE BURDENS

Climate change undeniably has both direct and indirect impacts on human health. Some of the effects that come to mind are obvious. With increased heat comes increased heat-related morbidity and mortality for those vulnerable to dehydration, heat stroke, and other clinical consequences. Excessively vulnerable populations include the elderly, children, and people with chronic medical conditions. Often air quality deteriorates in hot and humid weather, affecting those with asthma, chronic obstructive pulmonary disease, and other respiratory issues.24

Some less obvious impacts of climate change on human health have to do with the effects of climate change on disease vectors. Vectors are animals and bugs that can harbor and transmit certain diseases. Increasingly, these vectors are finding homes in areas that were previously uninhabitable. Mosquitos such as the Aedes egypti, which can carry dengue fever, chikungunya, and Zika virus, are now breeding farther from the tropics where these diseases have traditionally been endemic. This is in part due to a warming climate creating ecosystem change and more hospitable environments farther north and south of the equator.25 There are many other disease vectors that are similarly shifting around the globe as a result of a changing climate.

Increased flooding events paired with vector migration create opportunities for the rapid spread of infections. After major flooding events, increases in mosquito populations and mosquito-borne infections are a recurrent challenge. This will disproportionately affect areas with limited resources and effective capabilities in managing vector populations. Conversely, countries with well-established water and sewage systems are at an advantage in preventing negative health outcomes from water shortages and sewage contamination. In general, wealthy countries can afford more robust infrastructure than those with fewer resources.26



NATIONAL SECURITY IMPLICATIONS

The U.S. Department of Defense has been considering climate change in the context of national security. The impacts of climate change affect the facilities maintained by the United States military domestically and globally. These facilities are likely to see increased flooding and loss of land due to flooding, with as many as two-thirds of installations threatened by climate change in the next twenty years. A recent report from the department also sees risk to fragile states facing increased pressure from the effects of climate change, leading to destabilization of nation-states and even regions. Climate change factors may also increase pressures for U.S. military intervention abroad.27

The impact of prolonged drought has been suggested as a contributing cause of the Syrian civil war. In the analysis, the most severe drought in the Fertile Crescent was experienced just prior to the outbreak of the conflict. Of course, this is in concert with poor governance and unsustainable agricultural policies as it relates to food security, and a complex array of other nonenvironmental governance issues.28 Still, it is reasonable to posit that in areas of extreme climate sensitivity and underlying weakness in infrastructure and governance, climate change is contributing to state instability, with the potential for cascading impacts across the region and the globe.

And governmental instability and military conflict as consequences of climate change are not confined to Syria. “Some places in the Sahel in Africa and some other places could become almost uninhabitable in the future,” said Sobel. “That to me is what keeps me up at night.” He added, “There’s going to be disasters like storms and floods, but some of the largest changes of global significance, I think, are going to come from heat, drought, and crop failure leading to mass migration and the conflict that grows out of it.”

Every aspect of national security—including force protection, intervention strategies, the provision of foreign aid, and immigration policies in the face of increasing numbers of climate refugees—is affected by the impact of climate change. How we respond to national security threats requires greater accounting of the influences of climate change–related pressures and drivers of conflict.



ECONOMIC CONSEQUENCES

The economic consequences of climate change are also not fully formulated. But it does not take much imagination to see what the future may hold. The most expensive years for disasters caused by natural hazards on record, in terms of direct damage, have predominantly impacted coastal areas with high real-estate values, increasing population density, and expensive infrastructure. However, most of these areas remain unprepared for climate change.29

Major disasters, especially those caused by natural hazards, often have a measurable impact on a country’s gross domestic product (GDP), including in the United States. In the United States, the economy tends to bounce back with the influx of spending on rebuilding, and this has been observed in other developed countries as well.30 However, developing countries and smaller economies fare worse economically than countries with larger and more developed economies. Nations with higher literacy rates, better institutions, higher per capita income, higher openness to trade, and higher levels of government spending also tend to recover better following disasters precipitated by natural hazards.31 Of course, no matter where the disaster occurs, what are lost in the aggregate statistics are those individuals and communities that are perpetually underresourced and struggling to get back to baseline. A report from Moody’s analyzing the potential impacts of Hurricane Harvey on the U.S. economy shortly after the storm illustrates that: “There is an important difference between economic activity and economic welfare.”32

Despite the increasing threats facing coastal areas, there have been relatively few limitations or regulations that recognize local hazard and risk issues. Innovation has sometimes led to the construction of more-resilient structures, but short-term incentives for rapid development constitute a countervailing pressure to keep development and construction standards low and haphazard. This builds an economic vulnerability that may be one of the greatest catastrophes waiting to happen.

“I think at some point, you know, with enough of these events happening, people’s attitudes shift and there’s going to be a collapse of the coastal real estate market,” speculated Sobel. “We certainly talk about insurance and building codes. But I think at some point, buyers will just start to think it’s not worth it to live in the most dangerous areas because a catastrophe could develop very quickly.” Action to implement reforms could be the difference between transitioning to more resilience or experiencing an economic collapse unseen in our lifetime.



PROGRESS HAS BEEN MADE, BUT NOT ENOUGH

There have certainly been attempts to galvanize international action around controlling the rapid rate of climate change. In 1992 the United Nations Framework Convention on Climate Change was established, leading to the Kyoto Protocol in 1997 and the Paris Agreement in 2015, which outlined action steps that the international community would commit to in an effort to adapt to and combat climate change.33 This has created an important forum for global discussions and initiatives beyond these protocols. The establishment of the United Nations Sustainable Development Goals has advanced a holistic approach to development across various sectors, albeit with more work to be done to establish metrics and concrete strategies to implement its recommendations.34 But these agreements are exceedingly difficult to enforce. The agreements rely on pledges that can be reneged, subverted, or otherwise ignored when local and immediate economic incentives, as well as politics, take priority over long-term sustainability.35

And while disasters are often pointed to as “wake-up calls,” they rarely keep the attention of politicians or the public long enough to produce lessons that are funded and ready to be applied to the prevention or response to future disasters. Serious management of climate change and the multiple threats it poses competes with many other pressing international and national crises and priorities. Buy-in from policy makers and politicians is extremely challenging. The most visible effects of climate change are relatively rare, but they’re extreme and are most likely to get public and political attention. Unfortunately, these extreme events are also among the hardest to definitely attribute to climate change for a variety of reasons. The scientific process for making claims is inherently conservative and sets an extraordinarily high bar for evidence. The data is also very noisy, with some randomness in how extreme events occur. By their nature extreme events are rare, so historical comparisons are further limited. “On the one hand, people say, ‘Oh my God, there are all of these disasters,’ ‘It’s all global warming,’ ” said Sobel. “It probably is to some degree. But we’re in this tricky situation where the risk is probably increasing. But the standards that climate scientists set for how you do detection and attribution is conservative.” He added, “I think people who see these big disasters as a sign that we’re heading into a more dangerous world are correct, even though the typical detection and attribution framework criteria are not necessarily met.”

As important as it is, making hard policy based on complex science without the simple and precise language needed to do so is challenging. Furthermore, the reduction of greenhouse gas emissions and the development of alternative sustainable infrastructure are expensive through a shortsighted lens, with a limited understanding of the long-term economic benefits. This makes robust business and political calculations difficult. And oftentimes the benefits of these kinds of investments will not be realized until long after quarterly earnings reports and election cycles. Because of these challenges, development projects tend to promote short-term economic growth instead of interventions that are better in the long term. In an increasingly competitive global environment where climate skeptics hold inordinate amounts of sway, it is nearly impossible to make and sustain the changes experts call for.

Ultimately, the threats from climate change require strategies to both reduce the threat and mitigate the consequences. Current efforts to reduce greenhouse gas emissions targeted at limiting global warming will require changing the way we live, the way we do business, and the way we engage in societal development. Major investments in researching new technologies and transitioning current fossil fuel–based infrastructure to zero emissions approaches are also necessary.

Significant incentives and disincentives will clearly be required to make rapid progress in controlling or mitigating climate change. Investments can come in the form of grants, tax credits, low-interest loans, and other financial mechanisms. Disincentivizing emissions can also be accomplished through regulation and financial penalties including fines, increased taxes, higher interest rates, and other approaches. However, these need to be adopted across nations. If doing business in a global landscape is more expensive when adopting sustainable approaches that others do not follow, compliant businesses are less competitive and thus less likely to adopt climate-friendly strategies.

New approaches to the business of societal development are also required, with benefits that are articulated in more-than-abstract terms. Companies need to understand and articulate the long-term financial return on investments in appropriate climate-sensitive strategies. Communities and governments must also have serious conversations about the sustainability of remaining in some high-risk areas versus the need to strategically retreat from others.

The practice of disaster management can no longer simply focus on consequence management and avoid the complex politics of climate change as it relates to disaster prevention and mitigation. The table is being set for new disasters that will break down the old systems with respect to incident command, hazard vulnerability assessments, and public safety. Environmental policy, community development decisions, and even economic policy are issues germane and relevant to the emergency manager’s domain. Greater fluency in these fields and the ability to participate in policy discussions about disaster vulnerability are now essential tools for disaster and emergency planners.








 


Chapter Three

CRITICAL INFRASTRUCTURE FAILURE


IMAGINE BEING woken up in the middle of the night and being told you have to leave—immediately. A dam upstream, which you had been reassured was safe, is likely to rupture. Or, perhaps, rather than water from behind a dam, the threat is coming from the water in your tap. This water that you have been drinking and relying on for years is no longer safe. Or maybe it is the electricity that suddenly stops working—not just for a few hours or even for a few weeks, but for months or more. You are facing a long-term inability to store food or operate critical electricity-dependent medical equipment, and hospitals are dependent on backup generators for as long as fuel supplies are available. Life is suddenly thrust a hundred years in the past.

This is not theory; some version of each of these scenarios has happened before. The Oroville Dam crisis in California, the lead-contaminated drinking water crisis in Flint, Michigan, the yearlong power outage in Puerto Rico after Hurricane Maria, and other infrastructure-related disasters show how quickly things change when the infrastructure we take for granted stops working. Modern infrastructure has made modern life possible, but not guaranteed. With our growing benefit from infrastructure comes growing vulnerability, and our lack of investment in maintaining it is a growing threat.


THE DAM IS GOING TO BURST

Perhaps no infrastructure failure is as immediately dramatic as a dam bursting, with millions of gallons of water rushing downstream and destroying everything in its path. The Vajont Dam disaster in Italy in 1963 was caused by a landslide into the artificial lake behind the dam, which triggered very large waves. The resulting waves then overtopped the dam, causing it to fail, which led to the loss of nearly two thousand lives. And while this was an extreme event, it was not totally unexpected. Residents of the area warned of the instability of the slopes around the valley during its construction. In a push for rapid economic development, vulnerabilities were missed and critical investments to reduce the risk of a catastrophe were not made.1

George Deodatis is a professor of civil engineering and chair of civil engineering and engineering mechanics at Columbia University. In discussing the Vajont Dam failure, he points out that concerns were not totally ignored: “They were measuring the movement of the ground before the big landslide. They were actually anticipating a landslide, but not such a large one at such great speed.” He added that there is a learning process from these failures: “Now with the construction of most dams, careful consideration is given to the risk of major landslides and how to make sure that these calamities are avoided.”

In 2017, a confluence of factors—including historic rainfall and unusually high levels of springtime snow melt, damage to the main spillway, and erosion of the emergency spillway—the fragility of the Oroville Dam in Butte County, California, quickly grew to a full crisis situation. As a necessary precaution, nearly 200,000 people were evacuated; fortunately, the dam held and they were able to return.2 More than a decade before, in 2005, environmental groups had requested the hillside for the emergency spillway for the Oroville Dam be covered in concrete to mitigate the possibility of significant erosion. This was rejected by officials on the premise that erosion would not be a problem and that it was unlikely that such a step would ever be needed.3 For decades, advocates had also been pushing for adding lanes to the main roadways in the vicinity of the Oroville Dam to facilitate evacuation should that ever be necessary. In 2011 other issues were raised, including the need for both greater investment in warning systems and regular public education about risks associated with the dam.4

Population growth in the area is also a major risk factor. Oroville’s population alone had doubled since the dam’s construction in 1968. This was not just an issue for Oroville’s dam; unanticipated population growth downstream from dams has been an issue across the United States.5

For the approximately 84,000 dams in the United States, risk of catastrophic failure is increasing because of the aging infrastructure and increases in populations downstream from the dams. In 2017, the American Society of Civil Engineers gave the United States a “D” in its Americas Infrastructure Report Card.6 And regardless of structural issues, it is estimated that 20 percent of dams in populated areas do not have emergency plans in place in the event of a major problem.7

The consequences of a dam bursting are often thought of as direct threats to life and property, obviously devastating to those affected. But the impact of major infrastructure failure may go well beyond the immediate losses. Enduring and serious consequences could include long-term, large-scale population displacement. This concept of internally displaced persons (IDP) within a nation is well understood in the context of international humanitarian aid.8 In the United States, IDP challenges are rare, with little attention given to planning for such emergencies. Although precise estimates are elusive, hundreds of thousands of people constituted the diaspora after Hurricane Katrina devastated Louisiana in 2005. Where permanent evacuees settled and what the challenges associated with relocation were need further study, but targeted studies to date have found that survivors had problems with securing shelter and transportation, as well as high levels of intimate partner violence and challenges getting children into schools. They also experienced high levels of depression and contemplation of suicide compared with national averages.9



DON’T DRINK THE WATER

In 2014 in Flint, Michigan, an ill-fated decision was made to switch the municipal water supply from the Detroit Water and Sewer Department to the Flint River. This was done as a cost savings measure at the direction of a governor-appointed “emergency manager” assigned to manage Flint’s economic crisis. The plan to save the city’s financial situation relied on the reactivation of an old water treatment plant that had not been fully active for nearly fifty years. The plant was severely understaffed and not prepared to manage a more complex water source, where contaminants could vary with rainfall and other environmental variables.10

The residents of Flint had been complaining of poor water quality but were ignored or provided with misleading information. It was not until nearly a year later that environmental testing of homes and public health analysis of elevated lead levels in the blood of children confirmed everyone’s worst fear—that despite public assurances, the water contained toxic levels of lead and other contaminants.11 But even after this confirmation, it was not clear who was responsible for this public health crisis or who would be responsible for the cost of providing household lead filters and bottled water until a definitive fix could be provided by the city of Flint, the state of Michigan, or the federal government.

The fact that Flint is an impoverished and mostly minority city only amplified its isolation politically, although the crisis briefly shined a spotlight on long-standing social, economic, and environmental injustices.12 There were even calls for the evacuation of the children from Flint if the situation could not be resolved.13

But Flint is not the only city with elevated levels of lead in its drinking water. A report from Reuters noted 3,810 neighborhoods across the United States where child lead-poisoning rates were at least double those of Flint and about 1,300 that were more than four times the levels in Flint.14 Lead contamination in many of these communities is not directly related to the water, but rather to legacies of industrial production, lead paint, and other sources of contamination.15 However, the long-term effects are the same, with developmental issues leading to cognitive impairment and a lifetime of complications, especially for younger children, that ultimately cost society billions of dollars.16

Even water itself may become a commodity in an era of urbanization and climate change. As discussed in chapter 2, Cape Town, South Africa, nearly ran out of water for four million people in 2018. And while climate change is a factor, so are infrastructure and efficient resource management.17 Aging infrastructure, poor resource management, and increased pressure on our water resources all lead to scenarios where failure of these systems could create areas that are no longer inhabitable under the conditions we have grown accustomed to and expect.



KEEPING THE LIGHTS ON

Electricity is a central convenience of modern life, necessary to sustain independence and in some cases survival. Durable medical equipment is the most tangible example of this, as individuals have equipment ranging from oxygen concentrators and even ventilators to assist in breathing, to nebulizers for the administration of medication, to other devices. The length of time that someone dependent on a medical device powered by electricity can go without power varies greatly based on their medical condition, equipment used, and other factors. But it has been established that power failure leads to increased utilization of the health care and shelter systems to service individuals with electricity dependence or to treat medical conditions that are deteriorating due to power loss. It has been historically difficult to accurately define this population ahead of a disaster. As a result, electricity dependence has become a central part of whole-community disaster planning.18

Electricity dependence is also often a consequence of chronic medical conditions. The burden of chronic disease is increasing, as over 60 percent of Americans have at least one chronic condition, and over 40 percent have more than one. Not all of these require interventions that are dependent on electricity, but many are directly or indirectly linked to existing infrastructure that is ultimately linked to the power grid.19 Outside of medical conditions, health can deteriorate quickly in extreme temperatures, particularly among the elderly and young children.20 The extreme heat and humidity that often follow a hurricane without air-conditioning, or the extreme cold following a blizzard or ice storm without proper heat, can create life-threatening situations.

Researchers found evidence of the impact of frail infrastructure and the interruption of medical care on the excessive death rates after Hurricane Maria devastated Puerto Rico and other parts of the Caribbean in 2018.21 There is a significant variance in counting these fatalities due to the lack of standard definitions for deaths not caused by the immediate impacts of the storm. But these indirect deaths usually significantly outnumber fatalities that are directly caused by the storm, such as drowning or blunt-force trauma from flying debris.22

In other cases, it is the failure of the power grid that literally sparks the disaster. This appears to be the case with Pacific Gas and Electric (PG&E), whose equipment is being blamed in its role in several deadly wildfires in California, which led the utility to declare bankruptcy.23 In an effort to curb the risk of wildfires from its equipment, in 2019, PG&E instituted blackouts during high-fire-risk conditions, creating disaster-like challenges from the lack of electricity in the process.24

In 2013, sniper attacks on a power station in California also demonstrated the vulnerability of the power grid to physical attacks.25 The vulnerability to cyberattacks, however, is perhaps the most concerning and could be the most devastating form of disruption.26 (This particular vulnerability is discussed in more detail in chapter 4.)

Even the method of generating power can become a hazard. In 2011, a magnitude 9.0 earthquake struck Japan. Of immediate concern were the threats posed to nuclear power facilities. As a seismically active nation, Japan has made significant investments in earthquake mitigation, and the Fukushima Daiichi nuclear power plant was relatively unharmed in the earthquake, with protective systems engaging as designed. But the massive tsunami that followed created a new and unanticipated crisis. Although seawalls and other measures were in place to protect the area from a tsunami, the waves were higher than expected and overtopped the seawalls, flooding cooling systems and leading to a partial meltdown of some of the nuclear reactors. In total, nearly two thousand people died from the combination of disasters in the prefecture where the power plant is based. While many of the fatalities were from the earthquake and tsunami, the area around the nuclear power plant had a higher mortality rate than other affected areas.27 The long-term health and mental health impacts are likely far greater, with radiation exposure and other hazards likely to contribute to more deaths well into the future.28

Deodatis explained that with Fukushima, “there was a failure of infrastructure—again an extreme event. This doesn’t necessarily mean that someone wasn’t anticipating this phenomenon. They were anticipating a tsunami, but not that high.” He added that although nuclear power has a high standard of safety, “for this kind of infrastructure the consequences of failure are so great there should be an investment to prevent or mitigate even the most extreme types of events.”

Even with increased reliance on the energy sector, modernization of this critical infrastructure has been painfully slow. The American Society of Civil Engineers gives energy a “D plus” in their infrastructure report card. They note,


Much of the U.S. energy system predates the turn of the 21st century. Most electric transmission and distribution lines were constructed in the 1950s and 1960s with a 50-year life expectancy, and the more than 640,000 miles of high-voltage transmission lines in the lower 48 states’ power grids are at full capacity. Energy infrastructure is undergoing increased investment to ensure long-term capacity and sustainability; in 2015, 40% of additional power generation came from natural gas and renewable systems. Without greater attention to aging equipment, capacity bottlenecks, and increased demand, as well as increasing storm and climate impacts, Americans will likely experience longer and more frequent power interruptions.29





GETTING FROM HERE TO THERE

The derailment of Amtrak 188 in Philadelphia in 2015 occurred right on the heels of a vote by the House Appropriations Committee to slash nearly 20 percent of Amtrak’s budget. Ironically, Amtrak actually needed more—not fewer—funds to invest in badly needed improvements and modern safety technologies.30 In 2007, the I-35 bridge in Minneapolis collapsed into the Mississippi River while packed with cars during rush hour. Thirteen people were killed and 145 injured. This was just one of 55,710 bridges across the country designated as structurally deficient.31 The Amtrak derailment and the I-35 bridge are just two of countless examples of transportation infrastructure failures within the span of only a few years. It is estimated that there is a backlog of over $90 billion in transportation infrastructure maintenance, and this is projected to grow to $122 billion by 2032.32

Deodatis explained that this “doesn’t mean that there is no maintenance on the infrastructure.” He observed, “If you pass through our suspension bridges, they are constantly under some kind of maintenance.” He also pointed out that even if badly needed funding does become available, there is still a logistical challenge with upgrading this infrastructure. “If you’ve closed down one lane, it’s chaos afterwards,” he said, adding that states and municipalities cannot close down these bridges and then have travelers wait for three or four years while the new bridges are built. He suggested that developing new building methods to allow for upgrades during normal operations could create new options for infrastructure improvement that we do not yet have.

This is all happening at a time when more Americans are spending longer times commuting and often over longer distances. Suburban and exurban sprawl has spread job opportunities, with more people experiencing extreme commutes of more than ninety minutes. There is a silver lining in that more people have flexible work schedules. But these often rely on communications infrastructure, which presents additional risks related to technology and cyber-threats.33

Modern inventory management also requires reliable transportation. Businesses see excess inventory as waste and have moved to more just-in-time inventory systems. With fewer inventories on hand, the ability of businesses to withstand prolonged shortages of access to goods and services is reduced.34 After the 9/11 attacks, the closure of U.S. borders and the grounding of flights led Ford to suspend operations at some of its assembly lines due to delays in components coming from Canada and Mexico, and Toyota nearly halted production at an Indiana plant waiting on steering sensors from Germany.35 Under a more prolonged disruption, the impacts on grocery store shelves and on the availability of medicine and other essential supplies are not hard to imagine.

Transportation infrastructure is essential to sustainable development and motivates economic growth and welfare, but endless construction of new infrastructure puts its own pressure on the natural and ecological environment.36 And while a single point of failure of transportation infrastructure may not be as far reaching as the collapse of a dam or a nuclear meltdown, weakness in the overall infrastructure creates vulnerability to broader disasters and to overall sustainability if left dangerously fragile.



WHY INFRASTRUCTURE RESILIENCE IS SO HARD

It is exciting to build things, cut ribbons, and debut the future. However, maintaining infrastructure is expensive, time-consuming, and sometimes less compelling to the public and politicians. Complex regulations, interest-group priorities, and cost sharing across numerous public sector entities, private sector companies, quasi-public utilities, the military, community organizations, and so forth create a cacophony of agendas. Still, in the face of catastrophic disaster, we expect them all to operate in harmony.

In discussing the layers of agencies overseeing infrastructure in New York City, Deodatis observed, “There are components of the infrastructure controlled by the city; other parts are controlled by New York State, the Metropolitan Transportation Authority, the Port Authority of New York and New Jersey, and, of course, the private sector. All of these elements add confusion, making it difficult to make the best use of available funds with maximum efficiency.”

In one analysis of the power grid, the National Academies of Sciences, Engineering, and Medicine observed that complex ownership among public and private sector organizations, as well as quasi-public entities and regulators, creates a web of relationships that make investment highly complex and difficult. The authors of this analysis find that there is no central authority empowered to oversee comprehensive resilience building for the power grid. They further find that most of the stakeholders are “pre-occupied dealing with short-term issues” and lack the organizational capacity to think strategically about long-term vulnerabilities, much less solutions.37

As our infrastructure continues to age, our politics grow more polarized, making it difficult for any complex infrastructure investment to move forward. As our weather grows more unpredictable, it also puts more infrastructure and people in harm’s way.38 The problem is that the longer we wait to repair and upgrade our infrastructure, the more likely catastrophic failures will be.

Deodatis noted that infrastructure is not built all at once: “If you consider a major metropolitan area, like New York, the infrastructure has been built over a century or more.” He also pointed out that generally the kind of major investment of infrastructure only happens “when it becomes a matter of life and death or we are forced to respond to the last disaster.” He elaborated that in countries like the Netherlands, there was not sufficient political support for major flood control projects until after the country experienced significant loss of life and property from massive flooding. In Deodatis’s words, “Sometimes it takes catastrophe to act. That’s very unfortunate.”

Avoiding major losses of life and property requires real infrastructure investment and the requisite planning to meet future crises before they occur. We should also seek to answer questions about what could have happened in disasters that were not fully realized, like the Oroville Dam. These near-miss disasters should be seen as both a challenge and an opportunity to address vulnerabilities before they become disasters.

Best practices in complex infrastructure projects should also be further celebrated and incentivized. But perhaps most important is stronger accountability for the maintenance and upkeep of our infrastructure across all sectors. Stronger regulatory and financial incentives for maintenance would help, as well as funds set aside for improvement beyond basic functionality as new building methods and technologies become available in the life span of a given piece of infrastructure. This can be accomplished through the financial instruments that underwrite development, as well as through the regulators that set the parameters and the developers who build it. Pricing resilience into our infrastructure may put more pressure on our budgets in the near term, but will undoubtedly save money, livelihoods and lives over the long run.








 


Chapter Four

CYBERTHREATS


“THE POTENTIAL for surprise in the cyber realm will increase in the next year and beyond as billions more digital devices are connected—with relatively little built-in security—and both nation states and malign actors become more emboldened and better equipped in the use of increasingly widespread cyber toolkits. The risk is growing that some adversaries will conduct cyber-attacks—such as data deletion or localized and temporary disruptions of critical infrastructure—against the United States in a crisis short of war.” These sobering words introduce the summary of cyber threats that the United States director of national intelligence provided to the United States Select Committee on Intelligence as part of the intelligence community’s worldwide threat assessment in 2018.1

The report goes on: “Ransomware and malware attacks have spread globally, disrupting global shipping and production lines of US companies. The availability of criminal and commercial malware is creating opportunities for new actors to launch cyber operations.… The use of cyber attacks as a foreign policy tool outside of military conflict has been mostly limited to sporadic lower-level attacks. Russia, Iran, and North Korea, however, are testing more aggressive cyber attacks that pose growing threats to the United States and US partners.”2

Approximately twelve billion computer records are expected to have been stolen in 2018. This number is expected to increase to thirty-three billion in 2023, with more than half expected to be stolen in the United States.3 Nearly sixty million Americans have been affected by identity theft. According to a 2018 report, the average cost of a data breach to a U.S. company is $3.86 million, and the average cost of each record lost or stolen is $148, an increase of 6.4 and 4.8 percent over the previous year, respectively. The average time to identify a data breach was 197 days, and the average time to contain a breach was sixty-nine days.4 A former head of the United States National Security Agency and U.S. Cyber Command referred to the theft of American intellectual property by China as “the greatest transfer of wealth in history.”5

This threat was not unforeseen. With any technology comes incredible potential to do both good and evil, while simultaneously creating an underlying dependence on the technology. One of the forefathers of the Internet, Willis Ware, whose work informed the U.S. Department of Defense’s Advanced Projects Agency Internet, the precursor to today’s Internet, gave this warning in 1967: “Great quantities of private information are being accumulated in computer files; and the incentives to penetrate the safeguards to privacy are bound to increase. Existing laws may prove inadequate, or may need more vigorous enforcement. There may be need for a monitoring and enforcement establishment analogous to that in the security situation. In any event, it can not be taken for granted that adequate legal and ethical umbrellas now exist for the protection of private information.”6

Ware also speculated on how widespread technology would be, as well as the potential for criminal enterprises to exploit emerging technology. He asserted, “Remember that in the future computing power will be readily available to everyone, either as a small personal machine or as a personal console. The computer will certainly be useful to society in combating crime. But might it not also help the criminal plan his crime or the large criminal organization manage its affairs?”7

Jeb Weisman is the former director of strategic technologies at the National Center for Disaster Preparedness at Columbia University’s Earth Institute. He has also developed secure medical records systems and other systems as chief information officer at the Children’s Health Fund and as director of informatics for the Arnhold Institute for Global Health at the Icahn School of Medicine at Mount Sinai. In discussing cyber threats, he cautioned, “Everything we know is really a reflection of our past experience and knowledge.” He elaborated: “We make our best guess at predicting, but it’s really based on current knowledge, not on actual ability to see the future. And the further out we try to predict the future, the more difficult it becomes to make reliable predictions. Technology and information technology are in a constant state of rapid evolution, so it’s virtually impossible to see too far forward.” But, he added, “we can talk about things we do know and understand now, particularly with respect to the mitigation of cyber threats. We just have to remember that for every scenario we design, there are some number more that we haven’t anticipated.”


SOURCES AND METHODS

Cyber adversaries can be grouped into six broad categories: (1) state-sponsored adversaries, usually hired by intelligence and military institutions or their proxies, (2) hacktivists, who use cyberattacks as a form of protest and correcting perceived wrongs, (3) cyber-criminals, who are seeking to profit from their attacks, (4) insiders, who seek to avenge or to expose wrongdoing in an organization, (5) script kiddies, or bored youth who seek to create a nuisance by attacking low-security websites for notoriety, and (6) vulnerability brokers, who find vulnerabilities as part of their profession. This last group may operate in service to Internet security, or for profit, cashing in on whoever is willing to pay for the vulnerability information.8

The distinctions are important because different groups have different capabilities. Tim Tickel is a security engineer who has helped develop systems for U.S. government agencies as well as for companies such as Google, Facebook, and Uber. When asked about large and sustained disruptions to society, he said, “In order for something really large scale to happen, it would have to be someone with the motivation and the means to pull it off, including funding and support of others. And quite frankly, it’s not some lone hacker in a room. It’s generally a well-organized effort with significant organization of people who are working together with a common goal.”

There are many different ways to categorize cyberattacks depending on the method of attack and motivation. In most cases, an attack to disrupt a system is from malicious software, or malware, that will implant code in a variety of forms. Viruses, worms, and other terms reflect the technological species of malware. Ransomware is a somewhat new variant that locks a system until the user pays a ransom to release it. In other cases, the malware hijacks systems to flood a target with overwhelming and unmanageable Internet traffic. This kind of attack is a distributed denial of service attack.9

Other attacks are used to steal information that could facilitate a future attack, or simply to accumulate information for sale, such as account numbers, social security numbers, and other sensitive information. This is often done through phishing, or trying to trick people into granting access through fraudulent communication (spear phishing is when it is targeted to an individual). Eavesdropping on free Wi-Fi and other unsecured networks is a man-in-the-middle attack, and injecting code into software or a server to force it to reveal information is known as an SQL injection (SQL stands for “Structured Query Language” and is the standard language used to communicate with and among databases). Exploiting bugs in software is also common using a strategy called zero day exploits, because it often occurs shortly after a vulnerability is discovered but before a correction, or patch, is installed to eliminate the vulnerability.10

Tim Tickel explained, “Whenever there’s a fix to a vulnerability that has been identified, there’s a time period to weaponize that vulnerability. It’s really a race to get things patched. But it’s a losing battle.”

There are many more terms and a constantly shifting landscape of vocabulary used in the cybersecurity space. Attackers have different motivations and a wide range of resources to do damage or to accumulate information for exploitation. At a minimum, these attacks usually have short-term impact, affecting the day-to-day activities of individuals, businesses, and government. They may also have long-term impact on national security when information is stolen, transmitted to an adversarial power, or even published. Such breeches can cause widespread loss of confidence in government’s ability to protect people and safeguard their privacy, suggesting that the ability to safeguard the homeland has been undermined, along with the loss of intellectual property and confidential business strategies to competitors.11



THE INTERNET OF THINGS

Connected devices can make life easier and far more convenient. And the so-called Internet of things is connecting aspects of our lives in ways never imagined. Some devices are more obviously connected, such as the computers and personal devices that we directly interact with (e.g., smartphones, tablets). But there are an increasing number of less obvious devices such as smart thermostats, televisions, and even home appliances that are connected to the Internet. Beyond this, there are more and more things with sensors that are integrated directly or indirectly to the Internet, such as radio frequency identification tags used in tracking inventories and shipments. This means that there are autonomous functions out there that don’t require much human interaction, especially when combined with new advances in artificial intelligence. Accumulation of shipping information, turning down the heat when you are out, and even reordering supplies when it is detected that they are low are all processes being driven by “conversations” between and among objects.12 Generally this is a good thing, making the world more efficient and freeing up humans to focus on other things.

But with increased convenience and efficiency comes increased vulnerability. Connected devices often have insecure interfaces with the Internet or with the devices they work through to access the Internet. Whether connecting to the device itself to change the way it operates, using it to eavesdrop on an individual or an organization, or using it as a hub to mount a distributed denial of service attack against a third party, the convenience of the technology has in many ways outpaced the ability to secure it.13

Tim Tickel explained, “The problem is there’s so much Internet presence right now that we’re not quite sure where our edge is. The reality is that every laptop in your organization, every device capable of communicating directly with the Internet, is an entry point and potential threat.”

Medical devices can also be vulnerable to a breech. For individual patients, pacemakers, insulin pumps, ventilators, and other durable medical equipment can be life-saving. But their benefits depend on highly reliable functionality and resilience with respect to electronic interference. Integrated care, the new buzzword, also implies integrated functionality within health care systems, requiring the capacities to download data, monitor body functions and vital signs, alter the administration of medications, “take” medical orders, and so on. Again, with increased connectivity comes increased vulnerability. Too many connected devices were developed without sufficient attention paid to cybersecurity. Some new technologies have limited security measures, even using manufacturer-set passwords that are the same on all devices for maintenance and administrative functions. If these devices are connected to more secure health care networks, the latter’s higher security levels can be bypassed.14

Jeb Weisman explained,” If a hospital or an outpatient surgery clinic acquires a new system for monitoring patients or uses computers to guide a particular sets of tasks, it would be ideal to have all systems networked—connected—with existing systems. Everything should talk—the electronic health records system, or accounting, or the lab systems. Once systems are connected, it is not difficult to imagine a confluence of events that makes the whole system vulnerable to attack or breakdown.” Weisman added that there are also regulatory barriers to upgrading software on medical devices: “Because of rules and regulations about approvals and clearances for the clinical use of that device, it may only be for use in a particular context with that particular software version. This means that the organization may not be able to update an operating system without actually having to go through a complete, often costly recertification process. This is starting to change, but it reinforces bad security practices, painting the users into a corner—support secure practices or violate the approved uses of the device and risk injuring a patient or a lawsuit.”

Hospitals and medical device manufacturers have been under increasing scrutiny, with flaws exposed in everything from insulin pumps to defibrillators, pacemakers, and other devices. Hospitals and health care facilities have also been increasingly exposed to ransomware attacks, and they are ideal targets given the threats to patients and revenue with even short system outages.15 While increased attention to this issue is prompting some action, there is still a long way to go. Even government oversight is lagging. A 2018 federal report found that the Food and Drug Administration, the agency that oversees the safety of medical devices, had insufficient processes for handling postmarket cybersecurity issues in medical devices, and some district offices had not even established written procedures to address recalls of vulnerable devices.16



HACKING OUR INFRASTRUCTURE

A successful infrastructure attack will likely come in two stages. The first involves a hacker exploring the system, learning its vulnerabilities and weaknesses. A script kiddie may be able to get in and cause a limited, short-term nuisance. Generally speaking, operational redundancies and security countermeasures will quickly correct the situation. For a truly impactful attack to take place, the first stage should go undetected. The second stage is then designed based on information garnered from the first stage attack. The much more significant attack may be further broken into subphases, with different attacks focused on different parts of the infrastructure’s primary and backup systems. This is what happened in December 2013 when hackers, believed to be affiliated with the Russian government, took down part of the Ukrainian power grid.17

In one sense, the power grid is more agile than commonly believed. It is designed to compensate for parts of the grid that go down, and there are often considerable numbers of manual alternatives to complex computer systems that can be implemented if needed, meaning a successful attack may only last for hours or days. However, hackers are becoming more sophisticated, and a successful, complex cyberattack on the power grid could have more far-reaching consequences. The power industry is also moving toward more computer-based systems to maximize efficiency. As a consequence, however, there are fewer people around to implement manual override functions if they become necessary. There is also more commonality across these systems technologically. This makes them more interoperable, but it also means that a successful attack against one system may be effective against many more.18

Fortunately in the Ukraine attack, the grid did not suffer physical damage. But the use of cyberattacks to cause physical damage is not only plausible, it has already occurred. In 2007, Idaho National Laboratory conducted what is known as the aurora generator test for the U.S. Department of Homeland Security. In this case, a large diesel generator was destroyed within minutes. The concept had been previously understood. An aurora event occurs with equipment that relies on rotating parts (e.g., generators, engines, or pumps). These rotating parts are synchronized with the electrical grid. If this synchronization is disrupted (intentionally or unintentionally), it can severely damage and even destroy the equipment. There are some engineering solutions to this, and in fact many devices have safeguards to prevent this from happening accidently, but most equipment would not be able to survive a coordinated cyberattack.19

The now infamous Stuxnet attack that was allegedly used by Israeli and American intelligence agencies to destroy uranium enrichment centrifuges in a nuclear facility in Natanz, Iran, is another example of sophisticated deployment of cyber strategies to accomplish a military objective. Publicly discovered in 2010, the malware destroyed nearly 1,000 centrifuges, or about one-fifth of the uranium enrichment capacity at Natanz.20 The operation was successful in that it accomplished its destructive goals. However, it was not as surgical of an operation as it was reportedly designed to be. The Stuxnet code got out of Natanz, and its installer software has been found on over 100,000 computers worldwide. Fortunately, though, the actual trigger for the software to carry out the attack was more precise, so while it infected other systems, it did not initiate the attack outside of its Iranian target.21 It has been theorized that the attack was supposed to remain covert, causing damage to morale and eroding confidence in the technical ability of the Iranian nuclear researchers. If this was an intended objective, it was undermined once the attack was discovered and became public.22



BLURRING THE LINES

The Stuxnet attack, among others, demonstrates a new front in the conflicts between nation-states. It also creates a new breed of autonomous weapons that can be left to operate according to their programming and without further human direction. This creates strategic options that can complement or even replace traditional physical attacks. The Stuxnet attack was one such alternative to bombing Iran’s nuclear facilities, which the United States and Israel have considered extensively.23 Perhaps the most intriguing part of the Stuxnet story is not the technology it used, but the intent, and initial success, to erode confidence. When this strategy is applied in other contexts, even a partial success could be a strategic victory.

Eroding confidence in democratic institutions and creating a sense of vulnerability and mistrust among people may be more powerful than all-out electronic warfare. This issue came to the forefront during the 2016 U.S. presidential elections. It is now clear that elements within Russian intelligence sought to create havoc and undermine confidence in the electoral process in the United States, as well as damage the campaign of the frontrunner, former senator and secretary of state Hillary Clinton. This is part of a much longer trend of seeking to undermine confidence in elections as well as representing an escalation in the capacity and sophistication of cyber tactics used to this end.24

The process deployed in the 2016 elections included dissemination of hacked e-mails from the Clinton campaign, perpetuation of fake news on social media outlets, and even attempts to alter voter registrations, not necessarily for the purpose of changing votes, but to create nuisance issues and leave people with a sense that their vote would not be counted, or that the election had been stolen.25 The attempts to influence the election were well known by President Obama, and significant contingency plans were put together, including activating the National Guard to secure polling sites. Fortunately, this was not necessary. But throughout preparations, the Obama administration faced significant challenges trying to balance national security and the right of states to administer their own elections. Many states not only rebuffed offers of assistance from the Department of Homeland Security, but they viewed any national intervention as overreach by the federal government.26

And it turns out that voting machines themselves are not that secure and could be directly hacked. And while such hacking is not likely to swing a national election (voting administration is very decentralized, and voting machines are not usually interconnected), local election outcomes can be altered. And any kind of attack could foster distrust in the larger electoral process.27

How these technologies are used to protect people is also not without controversy. The revelations of extensive global surveillance by former National Security Agency contractor Edward Snowden had rippling effects, exposing national security sources and methods and the corporations that were complicit in the efforts. This raised questions of the legality of the U.S. government’s engaging in warrantless surveillance and loss of trust among customers of the companies who were sharing their data with intelligence agencies. This has led governments to localize data, or restrict the storage, movement, and processing of data.28 It also has led to companies losing the trust of their customers, to push for formal protocols to guide data sharing for national security and homeland security reasons, and even to the development of additional encryption to lock out government agencies.29



TRYING TO STAY AHEAD OF IT ALL

Today we primarily see reactions to threats among organizational influencers or jurisdictional authorities. Many are seeking greater authority to manage Internet security. But the Internet is the sum of its parts and not the product of a single control system. “Some of the fundamental programs and protocols of the Internet have no built-in security. And it’s actually unclear what building security into them means,” said Tim Tickel, who adds that “much of the security model of the Internet relies on personal and organizational responsibility.”

Integrating cybersecurity into core education programs for current and future generations seems long overdue given how pervasive technology is in our lives. Updating laws and regulations to meet new and anticipated technological threats is needed. But it will require developing strategies that can be adaptable to future technologies that we don’t yet know about, while also protecting privacy. How much data can or should a company collect to sell, or even to store, that could also be accessible to malicious actors? And what kinds of data should be available to law enforcement investigators with or without due process in the name of public safety and national security? To date, many efforts to combat cyber challenges are based on responding to attacks, rather than implementing proactive attack prevention and security strategies. Tim Tickel reminds us that behind all electronic vulnerabilities are human actors and motivations: “Anything that’s software driven and Internet connected could be a target in the minds of people intending to do harm.”

Willis Ware asserted in 1967 that, “In the end, an engineering trade-off question must be assessed. The value of private information to an outsider will determine the resources he is willing to expend to acquire it. In turn, the value of the information to its owner is related to what he is willing to pay to protect it.”30

Everyone has a responsibility for protecting against cyberthreats. From individuals, to the companies that develop the software and the hardware, to the nations that create laws designed to balance freedom with security, there are many stakeholders. Working across these disparate groups is daunting, but the alternative is to unknowingly increase the potential to do harm and experience disaster, blinded by the convenience and novelty of the latest piece of new technology.








 


Chapter Five

NUCLEAR CONFLICT


IF YOU happen to be in relatively close proximity to a nuclear weapon detonation and need to rapidly evaluate what to do next, the good news is that you are not dead! If you happened to survive the blast but received a lethal dose of radiation, a highly unlikely situation, soon you will start to feel the onset of acute radiation sickness ultimately leading to death. The same is true for severe burns or nonsurvivable traumatic injuries. Otherwise, you are now in a very survivable situation, if you take the proper precautions.

The first step is to get to a place where you will be protected from the radioactive fallout contained in the mushroom cloud that will shortly descend to ground level. Specifically, from the blinding flash of light followed by an extraordinary blast, you will have about twenty minutes to find shelter as far as you can away from ground zero. Ideally, you will want to get somewhere with layers of concrete between you and the outside world. Windows and cars, while better than being out in the open, will not provide very much protection from the radiation. A center room of a basement, or a higher floor near the center of the building should work—but not too close to the roof. Radioactive particles will be settling there as well. After that, change your clothes and place them somewhere away from you in a sealed garbage bag (your clothes are still probably covered in radioactive dust), and take a shower if you can. After about twenty-four hours, more than 80 percent of the radiation will have decayed, making it relatively safe to evacuate. Local emergency responders will be the best source of information. If they survived the blast and if you have a method to receive information, listen to their directions.1

We like to think that the need for this kind of information is no longer a priority. With the end of the Cold War and the reduction of stockpiled nuclear warheads, the idea of “mutually assured destruction” that seemed to hold nuclear conflict between superpowers at bay during the last half of the twentieth century is now just a cautionary tale of how humanity was on the perpetual brink of destroying itself. But, the threat did not disappear; it merely changed form. The threat from regional nuclear conflict is in many ways greater than it was during the Cold War, with consequences that require a different kind of preparedness.


THE COLD WAR AND MUTUALLY ASSURED DESTRUCTION

The strength of nuclear weapons is measured in terms of the blast energy equivalent to trinitrotoluene (TNT), the explosive chemical commonly used in dynamite. The first weapons were measured in kilotons, or in the thousands of tons of TNT equivalent. With later advancements, and particularly the advent of thermonuclear technology, the strength of these weapons increased dramatically, requiring measurement in megatons, or millions of tons of TNT equivalent. The bombs dropped on Hiroshima and Nagasaki in World War II were approximately the strength of fifteen and twenty-one kilotons of TNT, respectively. The largest nuclear weapon ever tested was by the Soviet Union and carried approximately fifty megatons of explosive power, equivalent to 50,000,000 tons of TNT. Whereas the nuclear devices in World War II leveled cities, tests of thermonuclear devices literally sent shockwaves across the globe.2

The nuclear arms race began at the end of World War II, and at the peak of the Cold War, the world contained over 70,000 nuclear weapons, with the vast majority held by the United States and the Soviet Union. Today that number is substantially less, around 13,890.3 As the number and destructive capacity of weapons in the arsenals of various adversaries grew, the likelihood of total global destruction grew.

But the risk was primarily seen as the threat of a cataclysmic war between the United States and the Soviet Union, and their orbits of allies. “The Cold War had been seen as this struggle between just two major nuclear powers,” said Alex Wellerstein, a historian of science and nuclear weapons and a professor at the Stevens Institute of Technology. He added, “We had two nuclear-armed superpowers. There were a few other countries that also had small nuclear arsenals, but most of them lined up with one superpower or the other.”

Serious discussions about preparedness for nuclear conflict began in the 1950s and continued through the 1960s and into the early 1970s. Original strategies for dealing with the consequences of a nuclear threat in the United States included air-raid drills, civil-defense and home-built shelters, and bunkers similar to what the British employed in World War II, as well as dispersion of industrial capacity so as to reduce the vulnerability of the U.S. economy to a single attack. Blast shelters became preferred over evacuation in the event of an attack, but the costs were prohibitively expensive. Public information campaigns were used to empower people with the belief that they could take steps to protect themselves from nuclear war. Concern over radiological fallout after a blast, and the casualties from exposure to radiation among those who survived, led to the federal government supporting the idea of a nationwide effort to develop fallout shelters. President Kennedy championed an ambitious shelter program, although it was never funded at the levels requested. These approaches were met with increasing resistance with critics, who called these plans incomplete and unrealistic or simply useless, as thermonuclear arsenals made survival under almost any circumstances unrealistic. In the face of growing nuclear weapon strengths and arsenals, civil defense was less relevant than avoiding war altogether.4

Wellerstein explained: “In the 1960s we started hearing more and more about the concept of mutually assured destruction. The idea being, now we can both kill each other, we are credible threats to each other. Instead of trying to outdo one another, let’s try to create a stable dynamic between the two superpowers.”

This doctrine of mutually assured destruction, which was especially championed by the Johnson administration, is often credited with preventing the use of nuclear weapons throughout the Cold War. The idea is that any launch of nuclear weapons would trigger an overwhelming nuclear response from the adversary before it was hit, thus destroying both nations and their allies and creating a no-win scenario for the entire planet.5 This theoretically made nuclear conflict less likely, while also rendering most preparedness efforts obsolete.

The advent of nuclear weapons also created a new paradigm, in which the use of nuclear weapons was not defined purely as a military act, but as a political one with consequences far beyond the battlefield. The calculations of generals were not encompassing enough to measure the full effect of these weapons, and so it was determined that the decisions for their use should reside with the civilian overseers of the military. Because of this, and not without controversy, the Atomic Energy Act of 1946 puts the use of nuclear weapons by the United States solely in the hands of the president (or the president’s successor). At the time, this was thought to make it less likely that such weapons would be used.6



MODERN-DAY USE OF NUCLEAR WEAPONS

The scenario for the possible use of nuclear weapons today is much different than during the Cold War. With at least nine nations known to have nuclear arsenals, use of such weapons cannot be ruled out. In addition to these known nuclear powers, there are also thirty-two nations without declared nuclear weapons programs but with sufficient fissionable material to develop nuclear weapons at some point. There are virtual arms races in parts of Asia and the Middle East, and programs were only recently terminated in South America by the implementation of several treaties.7 The United States and Russia still reportedly have more than 6,000 weapons each, with about 1,600 actively deployed by Russia and about 1,750 by the United States. (The weapons that are not deployed are not fully operational, and some are “decommissioned” but theoretically could be recommissioned in a conflict.) China is believed to possess as many as 290 weapons, with France and the United Kingdom having a combined total of 515. But perhaps most concerning are nations in active conflict zones, where the consideration of deploying nuclear arms is ever present. These “tinderbox nations” include such nuclear powers as India, Pakistan, and North Korea.8

According to Wellerstein, “You also have this specter of nuclear terrorism that is in part fueled by the acquisition of nuclear weapons by less stable, more volatile nations or terrorist organizations. And we should remember that after the Cold War, Russia was extremely poor and did not have the infrastructure to maintain or secure all of its nuclear facilities. This has long raised the possibility that somebody working in those facilities might sell nuclear fuel to a rogue state or even a terrorist organization. The emergence of nuclear-armed regional competitors, nation-states, and terrorists has created what we now call the “second nuclear age.”

The fall of the Soviet Union left former Soviet republics with the remnants of programs and with stockpiles of nuclear materials as well as other weapons of mass destruction. But it was not just the weapons that were of concern. The component parts, and the expertise from the scientists who were now unemployed or underemployed, were also potential threats to nuclear proliferation. The Nunn-Lugar Cooperative Threat Reduction Program was created in 1991 to decommission many nuclear sites and to help move forward certain arms control treaties. It has led to the deactivation of more than 7,500 nuclear warheads, as well as the safeguarding of fissile material and increases to the security around facilities containing sensitive material. It also led to redirecting the work of nuclear scientists to try to prevent their exodus to other nations or to terrorist organizations seeking to build a nuclear capability.9 This program’s work is complemented by international organizations such as the International Atomic Energy Agency and nongovernmental groups such as the Nuclear Threat Initiative, which works to similarly reduce the nuclear threat through securing nuclear materials and advocating for stronger nonproliferation policy.10

These efforts, among others, have been helpful but not complete. As with most major threat reduction efforts, the risk was not always given the level of resources and attention it required, and the complexity of the task was exorbitant even under the best of circumstances. There were missed opportunities along with other actors emerging on the world stage.11

The infamous A. Q. Khan network is one of the more sophisticated examples of pre—and post–Cold War nuclear proliferation. Abdul Qadeer (A. Q.) Khan, a Pakistani nuclear scientist, was central to the development of nuclear weapons in Pakistan. But in tandem with building Pakistan’s arsenal in the 1970s, he was building a network to sell technology to countries such as Iran, Libya, and North Korea, which continued and perhaps even accelerated as the Cold War ended. Khan established a network of engineers from Europe and factories in Asia and South Africa to produce components that were shipped via a hub in Dubai. His approach exploited lax export controls, and worked on the periphery of the strategic interests of the United States and others, so as to operate without attracting the wrong kind of attention. After the attacks of 9/11 and the increased concern over rogue states and terrorist organizations developing nuclear weapons, he was finally stopped in 2004. However, Khan was merely placed on house arrest and later retracted the confession of his work. He was not forced to reveal, nor do intelligence agencies know, the full extent of his network, which could conceivably still be operating in some capacity.12

Terrorist organizations linked to Al-Qaeda have actively sought nuclear and fissile materials as well.13 Nuclear terrorism also does not have the same technological hurdles to overcome when the goal is simply trying to explode a nuclear device, as opposed to the incredibly complex task of launching an intercontinental ballistic missile. The act of detonating even a small device would have devastating effects and shock the global psyche. Since the end of the Cold War, there have been numerous cases of undersecured nuclear material “found” in former Soviet republics, as well as recovered material from the black market that could be used for a nuclear device. Terrorists could also potentially buy a weapon, or weapon components from rogue nations such as North Korea who are in need of cash and whose animosity to targets such as the United States is in line with a terrorist organization’s intentions.14 To date, the threat of nuclear terrorism has been more aspirational than operational, and despite it being easier than it used to be, deploying a nuclear weapon is still a very hard thing to do.15 But the consequences would be so great that it is hard to believe that terrorist organizations would not continue to pursue this capability.

The use of nuclear weapons among superpowers, or former superpowers, is also more likely today than we might assume. As Wellerstein explained, “It has always been a complicated world, but the sense of balance between the two superpowers was thrown off when the U.S. remained powerful but Russia lost control of much of its territory and economic strength it had under the multistate empire of the Soviet Union. This new disequilibrium created its own, new tensions.”

The presence of fewer weapons also does not necessarily lessen the risk of nuclear confrontation. In fact, the greater accuracy of warhead delivery systems, and new missile defense systems, may actually be contributing to greater risk of the use of nuclear weapons. Wellerstein explained, “Russia and China both feel that certain technological advances made in the United States put their deterrence capabilities in question.” He added that this includes “ballistic missile defense, extremely accurate submarine-launched missiles, and more accurate warhead delivery systems.” This has created a self-perpetuating cycle in which each new advance in nuclear technology needs to be met by another by the potential adversary. Wellerstein added that “now we’re getting this arms race return in which we’re seeing withdrawal from treaties, pouring more and more money into updating nuclear programs, et cetera.”



WHAT PREPAREDNESS FOR NUCLEAR CONFLICT LOOKS LIKE

A small nuclear device with less explosive power than those dropped on Hiroshima and Nagasaki could still kill hundreds of thousands in a dense urban area, such as Midtown Manhattan during a workday. But the number of casualties would depend highly on the response.16 Although little could be done to survive the main blast in proximity to ground zero, the survivors could do a lot to protect themselves by getting out of the way of the dangerous radioactive fallout, as described at the beginning of this chapter. In dense urban environments, especially those with older construction, there are many protective areas within buildings naturally. The need for long-term sheltering from fallout prior to evacuation is also not necessary under most scenarios, as most of the acute radiation threats will decay after the first twenty-four hours or less (although some radiation may persist for generations, making evacuation the only viable option).17 However, the current preparedness focus has shifted more toward communicating protective actions at the time of an event, rather than investing in expensive fallout shelter systems. There is also debate on whether the cost of preparation is even worth it given the relatively low risk of a nuclear attack compared to other threats.18 Engagement of the public before a nuclear event is still generally not done. And it is difficult to imagine how messages could be delivered or absorbed at the time of an event.19

There needs to be a stronger understanding of how to get protective messages across to the public and how to use this information in the event of attack. Wellerstein remarked, “In Oakland, California, in 1955, they had a false air raid alert because they saw what appeared to be a fleet of enemy bombers heading toward Oakland. It took authorities ten minutes to determine that the airplanes were American bombers and withdraw the alert. Even under a scenario in which it was thought to be an actual attack, fewer than one in four people actually took it seriously.” He discusses another incident a few years later in Washington, DC: “The phone company accidentally activated the civil defense circuit. And there, too, you have less than one in four citizens taking it seriously.”

As recently as 2018, a false alarm of a ballistic missile threat in Hawaii created chaos in some communities and complacency in others. Some people did not believe the warnings, while others simply did not know what to do when the alerts sounded.20 This shows how current efforts to improve public warnings are incomplete and virtually ineffective if the information is not received or acted upon by the people it is intended to protect. Unfortunately, the focus of attention on this false alarm seems to be only on technology and human operator failures, in addition to how and why it took so long to retract the false warning.21 But simply adding more safeguards to the system and processes that led to the false alarm does nothing to correct the ineffectiveness of the alarm, an alarm that in the absence of clarifying information was very real.22

Getting the message actionable by the public requires more than simple communication. A survey of 2,000 Americans found that if confronted by a warning similar to the Hawaii ballistic missile false alarm, 43 percent would take actions that would actually increase their risk of harm (e.g., random evacuation, dangerous attempts to find loved ones) but that better messaging could steer them toward more appropriate measures. However, 76 percent of Americans are indifferent or would rather ignore the threat of nuclear attacks, and 53 percent deliberately avoid reading news on this subject.23 We don’t fully understand this psychological phenomenon in disaster preparedness. Our operational assumption is that giving people good information will lead them to take informed protective actions for themselves. But research and experience often contradicts that assumption, meaning that we need to rethink the way we provide messages and the ways we engage people before and during a disaster.



GLOBAL CONSEQUENCES

Even a regional nuclear attack and counterattack can create a phenomenon known as nuclear winter, in which ash and soot from the explosions and subsequent fires would block out the sun. The dense construction in our urban areas would become highly concentrated fuel for these fires, amplifying the effect. This is not the heavy dust from volcanoes that can cause disruptions for a few months or years. This is fine particulate matter that could cause consequences for decades or more, and at a higher volume. The effects from the blasts would contaminate crops with nuclear fallout. Atmospheric obstructions from a nuclear winter would lead to lower planetary temperatures, crop failures, and a collapse of the global food supply. Even a relatively small conflict involving a hundred or fewer smaller-kiloton warheads (as opposed to massive megaton thermonuclear devices) would still have disastrous consequences.24

While the specter of a single act of nuclear terrorism may not seem to be likely to trigger a nuclear winter, a conflict using one to twenty nuclear weapons, depending on where they are used and their size, could bring us into a nuclear autumn. This would have similar, but less severe, environmental consequences than a nuclear winter. A nuclear autumn would not destroy life on earth but would cause severe climate impacts, including stratospheric ozone loss, hazardous radioactive fallout, and reductions in agricultural productivity. The sociopolitical and psychological shocks are also difficult to anticipate, other than changes in the balances of power, mass migrations, and long-term health impacts stressing humanity, not to mention the climatological effects of a nuclear autumn.25 Even a slight drop in temperature caused by this nuclear autumn could reduce growing seasons by over a month. This could lead to widespread famines in areas with limited food security. Lower rainfalls during key seasons could also have global effects. Some have estimated that even limited nuclear war could lead to one to two billion deaths from famine across the globe.26

A nuclear conflict anywhere on the planet would have dramatic repercussions on lives everywhere. Pressures and geopolitical tensions would certainly cause rising food prices, necessary military and humanitarian interventions abroad, refugee crises, and severe economic depression. The nations directly impacted by the nuclear blasts would also have the dual burden of recovering from the direct damage and from the global consequences within weakened and destabilized global systems.

There is more that can be done now to prepare populations for nuclear conflict, but preparedness will only get us so far. As long as nuclear weapons exist, they will always be a factor in the shifting balance of international politics. They will also continue to pose outsized threats in the form of accidents, and in facilitating the most horrific acts of terrorists with the right alignment of circumstance, access, and motivation.

But there is hope. Public policy strategies provide an opportunity to reduce the proliferation and potential use of nuclear weapons. As Wellerstein pointed out, “We have ways to affect policy in the United States if people are willing to participate in them.” Figuring out how to engage people in these discussions, and communicate that this is a survivable scenario, may be the most important thing that can be done to reduce the threat and our vulnerability to nuclear conflict.








 


Chapter Six

CROSSCUTTING THREATS AND VULNERABILITIES


ANY EMERGENCY planner knows that scenario-based planning is incomplete. You can game out as many disaster scenarios as you like, but there are certain functions that need to be performed again and again. Communication needs to be effective in any disaster, as does command and control. You may only need radiological detection in a few scenarios, but a mechanism to track the deployment of response resources will be required under any scenario. The preceding chapters have laid out five scenarios that are emblematic of what we can expect. But cutting across all of these scenarios are deeper challenges that are much more pervasive and often far beyond the control of disaster planners and emergency managers. Yet these considerations determine who needs help, who gets help, who recovers, and who gets left behind. By understanding these crosscutting issues, we can better understand what challenges disaster professionals need to be ready to address and how we can continue to strengthen the field into the future.


WHAT WE DON’T KNOW

The field of disaster research has come a long way over the last few decades. But compared to other fields of scientific inquiry, disaster science is still in its infancy. Whereas other scientific fields are measured in centuries and even millennia, disaster science is only starting to reconcile the practice and policy of disaster management with the research questions it can answer and the development of sustained growth of the evidence base. Disasters are also rare and unique events, and thus there is a limited amount of data available. Disasters occur in very different contexts, which further limit the transferability of methods from one disaster to another. Seminal research from the 1970s from researchers such as Quarantelli, Dynes, and others, have set the standard for how disasters are framed in the United States and the world.1 Going further back, the 1920 dissertation by Samuel Prince is considered one of the first systemic social analyses of disasters.2 And while this work has been critical in building the field and practice of disaster research, there remain significant gaps both substantively and methodologically.

Many axioms in the disaster research community are taken as true but lack an evidence base. For instance, personal preparedness, including having disaster kits ready, has been one of the most frequent messages provided over the past decade. However, there is no solid evidence that this improves outcomes in a disaster. And despite very detailed and varied descriptions of the ideal contents of disaster kits, there is no evidence-based consensus behind what should be in them.3 Of course, absence of evidence does not necessarily mean something is not true. Personal preparedness is probably a good idea. But sound disaster policy should be based on science, yet too often it relies on anecdotes and conventional wisdom.

There are emerging methods for conducting disaster research, allowing broader and more comparative and empirically valid research.4 But challenges persist. Disaster-affected areas are sensitive environments for conducting research for a host of reasons, including ethical and privacy considerations. Disaster survivors are vulnerable, but if research is done properly, most are still able to provide informed consent, a fundamental requirement of ethical research. Confidentiality of data can also be a significant barrier both for accessing primary information as well as for being able to disseminate information, but this can be handled with the proper protocols in place. Survivors and stressed institutions may also be approached by multiple researchers during or immediately after a disaster, potentially competing with response and recovery efforts if researchers are not effectively coordinated or sensitive to the immediate needs of the populations they are collecting their data from.5

Disasters are also multidisciplinary events, requiring a wide range of researchers from fields that normally cultivate deep silos in just one area of study. Traditional research programs rely on pools of funding as well as high-impact journals for publication that then feed back into the academic incentive structure for promotion and attainment of tenure. Much of disaster science has roots in subspecialties of the social sciences or is a niche buried in broader fields of study. There are several initiatives underway to look at these challenges in disaster science as well as in other fields that are interdisciplinary in nature; these may offer some guidance into how to reconcile traditional academic approaches with impact-oriented interdisciplinary fields such as disaster science.6 Until then, disaster researchers have to compete for funding and journal space from other researchers in partially related fields that are already crowded and in which competition is intense.7

Some new resources began to emerge after the 9/11 terrorist attacks, particularly with the creation of the U.S. Department of Homeland Security as both an agency and a major funder of disaster-related research.8 Other agencies and funders have since followed suit, creating new funding and incentives for disaster research. Disaster research is still relatively new, though it is growing rapidly. Today there are more than three hundred disaster research centers around the world, with many more researchers embedded in other programs and centers.9 Ongoing dedicated funding and the ability to have stable resources that can cultivate generations of researchers building on each other’s work are only just beginning to take form. Funding is and will continue to be essential for deepening scientific understanding of disasters.10 But creating an academic environment and integrating research into communities of practice will also help move the science forward to better inform and support unanswered questions in the realms of disaster policy and practice.



SOCIAL DETERMINANTS OF RESILIENCE

Where you are born has a lot to do with where you will end up. The World Health Organization talks about social determinants of health as the conditions where you “are born, grow, love, work and age.” But increasingly, additional factors such as income and education have been found to be strong predictors of health. A growing body of evidence suggests that social factors can be as important as biological factors for predicting health.11 Population health principles have even been suggested as a lens for understanding and mitigating disaster vulnerability.12

Although a cohesive body of research is still coming together for social determinants of disaster vulnerability, there is compelling evidence that vulnerability is predictable by race, class, income, and ethnicity.13 Other factors include social/community support, displacement, living without family, access to resources such as health insurance, and demographics such as age and gender.14 We know enough to understand that these factors matter, but to what extent and how these variables interact in different disasters, communities, and nations requires further study.

One of the most important factors emerging in disaster recovery is how connected we are as communities. While there has been research into this phenomenon for decades, recent disasters have further highlighted its importance.15 An analysis by Daniel Aldrich of the disaster recovery in Japan following the 2011 earthquake, tsunami, and nuclear meltdown found little evidence to support traditional assumptions that factors such as the height of seawalls, financial capability, damage from the event, local government spending on disasters, and other demographic factors predict recovery. Social capital, or the connectedness of communities, was by far the strongest predictor of how people did during and after the disaster. This further illustrates the point that many disaster-recovery theories, and the assumptions they are based on, are not sufficiently tested or evidence-based to be taken as absolute truth.16 Further analysis from Aldrich finds that horizontal bonds (e.g., neighbors helping neighbors) are often a protective factor for health and mental health consequences after a disaster. Aldrich also found that vertical ties (community connectedness with government institutions) help activate the recovery resources that are often administered through government and political processes.17

The pursuit of disaster resilience also exists within a broader social and physical ecosystem, within and across complex and adaptive systems. Some researchers have argued that focusing too myopically on resilience in a specific context can actually have negative effects elsewhere. One example includes flooding in the Netherlands. A massive system designed to control flooding from seawater was ineffective in dealing with flooding from melting Alpine snow. And in Kampala, Uganda, trade-offs in urban slums were observed in which some individuals on the periphery had strong social networks but limited individual capacity for resilience, whereas in the urban slums, individuals had higher levels of adaptive capacity but lower community cohesion.18

In the United States, the complex web of federal assistance for disasters, cost-benefit calculations, and programs to buy out properties vulnerable to flooding all tend to favor the wealthy and to exacerbate financial inequalities. These programs are often very restricted in what they can and cannot be used for, and accepting one form of assistance disqualifies survivors from other assistance programs.19 While few would likely argue that disaster relief was intentionally designed to exacerbate inequality, the unintended effect is as real as if it were intentional.



EVERYBODY OWNS PART, NOBODY OWNS ALL

Disasters are responded to by those immediately impacted, as well as agencies and organizations outside of the impacted area. The effects are also felt by people on the individual level and on economies at the community, national, and even international levels. The work of disaster response is similarly distributed across agencies, companies, nonprofits, and the impacted individuals themselves. And while some collaborations are lauded, such as public-private partnerships, in practice these are usually simple contractual relationships, rather than true partnerships, in which intellectual and material resources are shared to better the response and recovery efforts.20 In fact, when new actors come together in disasters for the first time, it can initially reduce operational efficacy due to cross-cultural differences in approaches, inconsistent priorities, and variable operational contexts.21

When disasters strike, the response and recovery are also paid for by a myriad of funders. In broad categories, catastrophes are paid for with tax dollars, private markets (e.g., insurance and reinsurance), and charitable contributions. When funding is not available, the costs are absorbed as economic loss. Each of these categories has several subcategories, and each has advantages and disadvantages; as such, none is a complete solution on its own.22 However, there is no single overseer across the financiers of disaster response. This leaves market forces to define private sector modes of financing, political processes to define public payments, the attention of the populace to feed charitable donations, and the strength of economies to deal with the rest.

Our systems of governance do not favor broad perspectives across preparedness challenges either. Although national guidance documents and grant programs are designed to create a cohesive national set of capabilities, the structure of federalism in the United States places most of the responsibility and authority at the state and local levels of government. Even national legislators are responsible first to their districts that elect them, creating wide variations in funding based on representation on key congressional committees rather than a more thorough calculation of the national interest.23 As a result, the kind of centralized national leadership that is often demanded by local and community-based actors is not only difficult to achieve but is not congruent with the design of a free-market federalist democracy.

Even with voters providing the ultimate accountability in a democracy, short-term incentives often supersede long-term sustainability. It is well established that preparedness investments save many times more than the cost of unmitigated disasters.24 In other words, it is far more efficient and ultimately less costly to invest in prevention or resiliency than to pay for the response and damage caused by any large-scale disaster. But voters—and politicians—tend not to respond to this thinking. To the contrary, voters overwhelmingly reward elected officials who bring in substantial disaster relief, whereas investments in disaster preparedness seem to have little if any impact on voter behavior.25 While the overarching value of preparedness and mitigation is well understood, translating that into the behaviors of individuals, businesses, and politicians has not been achieved. And so we find ourselves in a place where we can articulate our grievances with the lack of investment in preparedness and mitigation but cannot seem to translate that into action.



THE ROLE OF THE EMERGENCY MANAGER

The role of the emergency manager has changed significantly from being based within focused first-responder agencies, into a broader field where professional career paths are possible and a new generation of leaders is emerging with higher education degrees. The field is also growing more diverse, albeit very slowly, and is reaching out to embrace a wider agenda, well beyond simply coordinating the management of disaster consequences.26 Specialty emergency management fields have also grown to include new professional pathways, such as for public health emergency managers.27

But the growing focus on working with the “whole community” and the importance of preparedness and resiliency with respect to sustainable development are still generally beyond the authority and scope of practice of many emergency managers and their agencies. This means that the government institutions responsible for managing disasters do not have direct input into the decisions that set the stage for disaster response. Economic development, housing, urban development, access to health care, and other key issues that impact disaster response and recovery are not under the purview of a traditional emergency management agency.

Some efforts have been made to broaden the scope of boundary-spanning institutions, such as the expansion of the White House National Security Council to include homeland security as part of its portfolio.28 The Rockefeller Foundation’s 100 Resilient Cities Initiative pioneered the notion of a chief resilience officer (CRO). The idea is that the CRO works across departments and stakeholders as a senior member of municipal government to look at resilience in a more holistic way. The CRO serves as a point person for resilience, although not necessarily with direct authority.29 This provides a useful complement to the traditional emergency manager who remains focused on preparedness planning and consequence management while the CRO is responsible for the big picture in the executive offices of government.

How all of this plays out in the long run remains to be seen. The only consistency is that the role of the emergency manager continues to evolve along with our understanding of disaster etiology, societal resiliency, and the changes in the threat landscape. Reframing our understanding of disasters will undoubtedly influence the role of disaster professionals inside and outside of government. And the emergency manager, along with other disaster professionals, will continue to be looked to for answers regardless of whether or not they are statutorily expected to have them.








 


CONCLUSION

INVESTING IN TODAY, INVESTING IN TOMORROW


THE SCOPE of the threats and vulnerabilities that are presented here may seem insurmountable, but there is reason for optimism. Never before have we had more knowledge of the world we live in, and more resources at our disposal to build disaster resilience into our thinking about sustainable development. New perspectives on the role of research, the power of communities, and rethinking how we work with uncertainty are beginning to illuminate new strategies and approaches to the challenges we face. And the right investments, with the right framing, can benefit our resilience to disasters, as well as benefit broader society for generations to come.


MORE RESEARCH, MORE EVIDENCE

Greater investment in disaster research at all levels is necessary. This includes government agencies that tend to fund more mission-driven research, such as the Departments of Homeland Security, Defense, and Health and Human Services, as well as funders that seek to expand scientific boundaries, such as the National Science Foundation. There is also a need for more funding from nongovernment foundations and other entities to create a more robust and sustained portfolio of funders for disaster science. This includes those in the private sector who stand to benefit significantly from a greater evidence base to anticipate risk, and stronger data for pricing resilience into strategic business decisions.

In addition to funding for researchers, there should be stronger collaboration between researchers and the policy and practice communities before disasters occur. This is necessary to create the ability to integrate research within command structures and response operations. The dissemination of research findings beyond journals, which often requires embargoing information until publication, should also be prioritized and socialized among researchers so that the communities being researched are also receiving value from the data and the relationships. Disaster-specific research programs like those that emerged after Superstorm Sandy from the U.S. Department of Health and Human Services are a good starting point for direct funding of research on disaster recovery that is concurrent with funding the actual recovery.1 But event-specific funding is not wholly sufficient to build and sustain a body of research that builds upon past studies and creates a strong scientific basis for the complexities of the disasters we are facing.

Finally, cultivating institutional support for crosscutting initiatives from colleges and universities, while creating and promoting high-impact academic outlets and research tracks that embrace cross-disciplinary work, is vital. Traditional research silos are necessary for certain fields and should not be diminished. But reconciling this with the interdisciplinary and applied nature of disaster science into the thinking of tenure committees and academic review boards is critical to cultivating research careers and sustained scientific contributions. Building endowments and more “hard lines” of funding for disaster researchers will also enhance stability to the careers of disaster researchers and facilitate a pipeline of junior researchers ready to take over where others leave off.



MEANINGFULLY ENGAGE COMMUNITIES

In the field of disasters, we promote the notion of “breaking down silos,” of focusing on the “whole community,” of seeking to “enhance collaboration,” and we have “commitments to action.” But efforts are blunted by too many high-level discussions that leave out the voices of communities. This is somewhat understandable, as it is easier to get a small group of agencies and larger organizations in a room together to think through these issues. It is much harder to work downstream with the mosaic of individual community actors that make up civil society. It is more expensive, it is more dynamic, and it defies bulleted summarization. But it is necessary for building resilience to disasters.

At the same time, many of the challenges we face require resources that are beyond the scope of any single community, so broader approaches involving regions and nations are still necessary.

Diseases don’t recognize borders, and communities can’t develop medical countermeasures on their own. Protecting one community from rising sea levels may expose another, depending on how the water is diverted. And the costs of infrastructure projects such as replacing a water system are far beyond the fiscal resources of most towns and need to be integrated into regional systems or national strategies. Influencing global nuclear policy is also far outside the scope of a single community, as is managing virtual infrastructures with dispersed ownership, such as the Internet. A holistic approach requires ensuring that the voices and interests of communities are included, while simultaneously engaging the larger regional, national, and global systems.

One of the tenets of FEMA’s 2018 strategic plan on building national resilience is to create a culture of preparedness that is community focused but nationally cohesive.2 But building a culture of preparedness won’t work with a one-size-fits-all approach. A recent report from FEMA recognizes that there is incredible diversity among American individuals and across communities that needs to be embraced. The report asserts that to achieve national preparedness, community-based strategies should be developed that build (1) trust, by understanding communities assets, needs, and dynamics; (2) inclusion, by ensuring that the diversity of the community is reflected in the diversity of thinking at the planning table; (3) cross-cultural communications that embrace and integrate all facets of the community; and (4) support of local practices and success to help build off of current successes and enhance local efforts already underway.3 These are important steps toward truly meaningful community resilience building. In taking the long view nationally, this also acknowledges that communities need to be a part of the discussions early on so their concerns and interests are integral in the strategic thinking of how we manage disasters.

Social media is helping to empower disparate communities within and beyond the field of disasters. The Occupy Sandy movement mobilized volunteers and resources to help those affected by Superstorm Sandy in the greater New York City area after the storm passed.4 Social media is also supplementing situational awareness during response efforts and is being integrated into incident command-system structures.5 Additionally, social media is providing insights into disaster behaviors by developing new frontiers in disaster research.6 This demonstrates the possibilities of activating community partners in new ways, as well as providing a voice to those who may otherwise not be heard.

Central to all of this is continuing to diversify the disaster workforce itself. As a field, emergency management does not tend to reflect the communities it serves. While some progress has been made to be more diverse, emergency management leadership is still overwhelmingly white and male. This all but guarantees that some critical community perspectives are being missed, and this can be a barrier to establishing trust among key constituents. But applying the lessons of the private sector’s value on diversity and engaging in true organizational development can help catalyze the trajectory of emergency management as it becomes more inclusive and, presumably, more effective.7



LEAN IN TO UNCERTAINTY

Observations of the public health response to Superstorm Sandy found that while many strategies were employed, there was also a high degree of improvisation in problem solving. This was the result of unanticipated problems, new and unexpected partners, or plans and procedures that were not fully implemented or could not be fully developed for the multitude of possibilities that occur in disaster response and recovery. Utilization of frameworks such as emergent strategy could accommodate plans while still accounting for uncertainty.8

The notion of emergent strategy comes from the private sector and is based on operating under dynamics of uncertainty. Many organizations develop rigid strategic plans that “take bets” on how the business environment will unfold, and the strategy ultimately succeeds or fails based on how correct the predictions turn out to be. Execution of the strategy can mean very little if the forecasts of the future are wrong. Emergent strategy focuses on three primary steps: (1) define the game, or determine what your goals are and what the space is you are operating within, (2) identify the fitness criteria, or identify what the organization needs to be able to do within the space in which it operates, and (3) stimulate action, or invest in developing and building fitness.9 This is already somewhat embedded in disaster planning with a capabilities-based approach along with scenario-based planning. But this could be integrated further into the processes and tools beyond the rigidity of checklists that dominate the field.

Looking at the disaster management process through the lens of networked organizations, rather than a traditional hierarchy, also opens the door to a wide range of solutions. This includes the integration of business intelligence principles that structure data for customized user dashboards. Applying best practices for creating dashboards from the private sector could foster better and more dynamic decision support tools that are relevant to each response agency and their organization’s mission and goals, rather than creating a sea of indistinguishable noise by accumulating data based on broad topical areas or nonspecific search terms.10

A synchronization matrix approach also adopts the use of tools used in the military. As an alternative to the checklists, these matrices are structured around the decision points that are predictable in a disaster (e.g., the decision to evacuate when a hurricane is approaching). Synchronization matrices include a list of the threat information needed to make the decision, as well as critical information that could influence the decision, such as the actions of other agencies and organizations (e.g., whether evacuation orders been issued). This approach helps to narrow the information flow to that which is necessary to support contemporaneous decision making, while embracing the uncertainty of any disaster response in which information is constantly changing up until the time a commitment must be made.11

Strategic thinking for disasters should also seek to avoid the strategy paradox. This refers to the need to make commitments before enough information is available to make them wisely. The term comes from decisions such as investing in certain technologies before it is clear which one will win consumers’ hearts (think VHS versus Betamax when home video first came out). In disaster management this can mean the decision to deploy or not to deploy resources ahead of a storm, or to activate mass prophylaxis sites for an infectious agent before confirmation testing is done. The solution to the strategy paradox is to create and sustain options rather than force commitments prematurely.12 In the field of disasters, this could translate into early deployment of resources to have easy access in case they are needed, and even activating the mass prophylaxis sites so they are ready to open while confirmation testing is occurring, even if the ultimate decision is not to open the doors to the public once the results are in.

Understanding how to manage uncertainty in preparedness planning, acknowledging that some of the most important community partners may not even see themselves as responders before the disaster strikes, and creating options for response and recovery are all skill sets that will need to be part of the emergency manager’s tool kit into the future.



REWIRE INCENTIVE STRUCTURES

Election cycles, quarterly earnings reports to shareholders, and monthly bill payments all create incentives and disincentives for short-term thinking. It is difficult to consider the improbable-sounding “hundred-year flood” when you have to account for decisions in weeks or months. Even in more complex development projects, the builder of a development is paid as it is completed, not if it floods twenty years later—although there are other stakeholders for these developments that have a much longer relationship with what is built and could be more attuned to the value of investing in resilience from the beginning. Just-in-time inventory systems also disincentivize stockpiling goods or having excess manufacturing capacity that could insulate organizations from shortages or surges in demand due to a disaster.

The more we understand about disaster resilience, the more the trajectory of building disaster resilience can put us on a collision course with economic development, unless the value of preparedness and redundancy can be articulated in terms of economic benefit. The debate about climate change is just one example where strong science encounters fierce headwinds from climate change deniers who are facing the increasing costs of doing business in a global competitive landscape, where reducing emissions can be a competitive handicap.

Disaster vulnerabilities and the amplifiers of the threats we face are driven in part by the incentive structures that we respond to at all levels. A discounted insurance rate, the tax deduction for charitable giving, and the financial collateral we can use to secure funding for development are all potential levers for reducing the threats and vulnerabilities we face by encouraging more sustainable and disaster-resilient development.13 But to do this we also need new ways of articulating value to people outside of the realm of disaster professionals. This will require stronger understanding of the fields of economics, business, sociology, and psychology. Public policy and political understandings are also fundamental to steering society-wide improvements in overall resilience. Even the arts can be used to help communicate the impacts of disasters, to share stories, and to make the value of action feel as real as the science tells us it is. To accomplish this, disaster professionals will require a better understanding of what makes civil society work and the language that different sectors use to communicate value. This will also help us to better engage communities and activate change where it matters most.

Holding elected officials and democratic institutions accountable for preparedness, rather than just recovery from disasters, will also be necessary to create and sustain the legal and regulatory frameworks for building resilience. Rather than celebrating public officials for the amount of recovery funding they obtain after a disaster, we must ask questions as to why so much disaster assistance is needed. Moreover, finding ways to highlight the long-term benefits of decisions to build resilience, the kind that pay off after elected officials leave office, will also incentivize longer-term action on the part of government institutions. Of course, educating the electorate on the intricacies of disaster policy is no easy task, nor is trying to reframe the understanding and media coverage of these events. But perhaps a small silver lining of the increase in disasters is that they are more “front of mind” among people, creating more opportunities to have these discussions and to link our collective interests with political, financial, and cultural interests.



INVEST IN THE NEXT GENERATION

Children are the bellwethers of disaster recovery. Children rely on a range of systems that affect parents, households, and communities. They also lack the ability and resources to advocate for themselves, and so they rely on parents and community institutions to advocate for them. If a community is not functioning well, it will be seen in the health of its youngest and most vulnerable citizens.14

Restoring the infrastructure that serves children should be an early and persistent priority among all of the federal, territorial, and local agencies involved after disasters strike. This includes restoring schools, day care centers, after-school programs, health care facilities, and social services. This is vital to restoring normalcy to children affected by these disasters, while also providing much needed educational, early intervention, and even nutritional services.

But this is not just a public sector priority. Businesses and corporations rely on employees with families to be able to come to work and be productive because the institutions that serve their children are functioning. So long as schools and day care facilities remain closed during a disaster recovery, employees must stay home from work to look after their kids. Chronic and unmet health problems, including mental health issues resulting from trauma, can impact families for years after a disaster. From a purely economic perspective, this could contribute to a greater downturn in productivity among employees. The sooner a community restores a sense of normalcy for its children, the sooner the economy can get back up and running. Of course, the best way to minimize the impact on children is to prevent the impact from occurring in the first place through effective preparedness efforts.

But preparedness for twenty-first-century disasters goes beyond disaster readiness. It requires preparing the next generation to address the problems that we will inevitably leave behind for them. We will need to prepare our future leaders with enhanced skill sets in the information age and an era of increasing globalization. Understanding our technological systems, and the growing interconnectedness of people virtually, culturally, and physically, is an important foundation for understanding the context of any career one pursues. The basic components of epidemiology, meteorology, and engineering are some of the additional components of a well-rounded scientific education children will need as part of their basic education. It will also be important to foster greater understanding of the systems that drive our actions. While many students are educated in civics and basic accounting, furthering this to build a deeper understanding of political systems, business decision-making processes, and elements of social psychology will provide the foundation for the complex world of disasters that will be needed to mitigate, respond to, and recover from future disasters.

All of this is in the service of preparing the next generation to understand the complexities of community and the cross-sector impacts of disasters, to embrace the whole problem rather than small pieces of it, and to have the tools to address these problems that will persist to some degree, even with our best efforts. Most importantly, creating a culture of understanding the cascading impacts of our decisions and how progress can also create vulnerability must be the lens through which we view all societal development if it is to be truly sustainable.

Old ways of thinking about disasters will not get us to where we need to be. The extraordinary challenges of twenty-first-century disasters demand much more of us. But if we invest in evidence-based, multisectoral, attainable solutions and prepare the next generations to engage these critical challenges, we can ensure a more just and resilient future for generations to come.
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