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Preface

The theory, methods, and applications of reliability analysis have been developed
significantly over the last 60 years and have been recognized in many publications.
Therefore, awareness about the importance of each reliability measure of the system
and its fields is very important to a reliability specialist.

This book Reliability Engineering: Methods and Applications is a collection of
different models, methods, and unique approaches to deal with the different techno-
logical aspects of reliability engineering. A deep study of the earlier approaches and
models has been done to bring out better and advanced system reliability techniques
for different phases of the working of the components. Scope for future develop-
ments and research has been suggested.

The main areas studied follow under different chapters:

Chapter 1 provides the review and analysis of preventive maintenance modeling
issues. The discussed preventive maintenance models are classified into two main
groups for one-unit and multi-unit systems.

Chapter 2 provides the literature review on the most commonly used optimal
inspection maintenance mode using appropriate inspection strategy analyzing the
complexity of the system whether single or multi-stage system etc. depending on the
requirements of quality, production, minimum costs, and reducing the frequency of
failures.

Chapter 3 presents the application of stochastic processes in degradation modeling
to assess product/system performances. Among the continuous stochastic processes,
the Wiener, Gamma, and inverse Gaussian processes are discussed and applied for
degradation modeling of engineering systems using accelerated degradation data.

Chapter 4 presents a novel approach for analysis of Failure Modes and Effect
Analysis (FMEA)-related documents through a semi-automatic procedure involving
semantic tools. The aim of this work is reducing the time of analysis and improving
the level of detail of the analysis through the introduction of an increased number of
considered features and relations among them.

Chapter 5 studies the reliability and availability modeling of a system through
Markov chains and stochastic Petri nets.

Chapter 6 talks about the fault tree analysis technique for the calculation of
reliability and risk measurement in the transportation of radioactive materials.
This study aims at reducing the risk of environmental contamination caused due to
human errors.

Chapter 7 surveys the failure rate functions of replacement times, random, and
periodic replacement models and their properties for an understanding of the com-
plex maintenance models theoretically.

Chapter 8 highlights the design of accelerated life tests with competing failure
modes which give rise to competing risk analysis. This design helps in the prediction
of the product reliability accurately, quickly, and economically.

vii



viii Preface

Chapter 9 presents an analysis, classification, and orientation of content to encour-
age researchers, organizations, and professionals to use IEC standards as applicable
procedures and/or as reference guides. These standards provide methods and math-
ematical metrics known worldwide.

Chapter 10 discusses the time-variant reliability analysis methods for real-life
dynamic structures under uncertainties and vibratory systems having high nonlinear
performance. These methods satisfy the accuracy requirements by considering the
time correlation.

Chapter 11 presents a few reliability or survival analysis models involving latent
variables. The latent variable model considers missing information, heterogeneity of
observations, measurement of errors, etc.

Chapter 12 highlights the failure mode and effects analysis technique that esti-
mates the system reliability when the components are dependent on each other and
there is common cause failure as in redundant systems using the logical algorithm.

Chapter 13 provides an overview of the current state-of-the-art reliability assess-
ment approaches, including testing and probabilistic data analysis approaches, for
vehicle components and systems, vehicle exhaust components, and systems. The new
concepts include a fatigue S-N curve transformation technique and a variable trans-
formation technique in a damage-cycle diagram.

Chapter 14 is an attempt to develop a semi-Markov model of a ship’s electric
power generation system and use multi-state systems theory to develop an alterna-
tive aspect of maintenance policy, indicating the importance of the human capital
management relating to its cost management optimization.

Chapter 15 discusses the quantitative models proposed in the software security
literature called vulnerability discovery model for predicting the total number of
vulnerabilities detected, identified, or discovered during the operational phase of
the software. This work also described the modeling framework of the vulnerability
discovery models and vulnerability patching models.

Chapter 16 discusses the signature and its factor such as mean time to failure,
expected cost, and Barlow-Proschan index with the help of the reliability function
and the universal generating function also using Owen’s method for a coherent sys-
tem, which has independent identically, distributed elements.

Throughout this book, engineers and academician gain great knowledge and help
in understanding reliability engineering and its overviews. This book gives a broad
overview on the past, current, and future trends of reliability methods and applica-
tions for the readers.

Mangey Ram
Graphic Era (Deemed to be University), India
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’I Preventive Maintenance
Modeling
State of the Art

Sylwia Werbinska-Wojciechowska
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1.1 INTRODUCTION

Preventive maintenance (PM) is an important part of facilities management in many
of today’s companies. The goal of a successful PM program is to establish consistent
practices designed to improve the performance and safety of the operated equip-
ment. Recently, this type of maintenance strategy is applied widely in many techni-
cal systems such as production, transport, or critical infrastructure systems.

Many studies have been devoted to PM modeling since the 1960s. One of the first
surveys of maintenance policies for stochastically failing equipment—where PM
models are under investigation—is given in [1]. In this work, the author investigated
PM for known and uncertain distributions of time to failure. Pierskalla and Voelker [2]
prepared another excellent survey of maintenance models for proper scheduling and
optimizing maintenance actions, which Valdez-Flores and Feldman [3] updated later.
Other valuable surveys summarize the research and practice in this area in different
ways (e.g., [4—18]. In turn, the comparison between time-based maintenance and
condition-based maintenance is the authors’ area of interest, e.g., in works [19,20]).

In this chapter, the author focuses on the review and summary of recent PM
policies developed and presented in the literature. The adopted main maintenance
models classification is based on developments given in [15—18]. The models classi-
fication includes two main groups of maintenance strategies—single- and multi-unit
systems. The main scheme for classification of PM models for technical system is
presented in Figure 1.1.
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| PREVENTIVE MAINTENANCE (PM) FOR TECHNICAL SYSTEMS |

/ N\

PM FOR SINGLE-UNIT SYSTEMS PM FOR MULTI-UNIT SYSTEMS |

Agc -based PM policies Sequenllal PM policies BASIC MODELS FOR | HYBRID PM MODELS
SYSTEMS WITHOUT

COMPONENTS
DEPENDENCE

* inspection maintenance modeling

* spare parts provisioning policy
* dynamic reliability maintenance

| Periodic PM policies | Failure limit policies

Extended PM models for
single-unit systems

Repair limit policies

BASIC MODELS FOR SYSTEMS
WITH COMPONENTS
DEPENDENCE

Repair cost limit policies | | Repair time limit policies

* group maintenance policy
* opportunistic maintenance policy
* cannibalization maintenance

FIGURE 1.1 The classification for preventive maintenance models for technical system.
(Own contribution based on Wang, H., European Journal of Operational Research, 139,
469-489, 2002; Werbiriska-Wojciechowska, S., Technical System Maintenance, Delay-time-
based modeling, Springer, London, UK, 2019; Werbiriska-Wojciechowska, S., Multicomponent
technical systems maintenance models: State of art (in Polish), in Siergiejczyk, M. (ed.),
Technical Systems Maintenance Problems: Monograph (in Polish), Publication House of
Warsaw University of Technology, Warsaw, Poland, pp. 25-57, 2014.)

Many well-known research papers focus on PM models dedicated for optimi-
zation of single-unit systems performance. The well-known maintenance models
for single-unit systems are age-dependent PM and periodic PM models. In these
areas, the most frequently used replacement models are based on age replacement
and block replacement policies. The basic references in this area are [3,15,22,23].
The maintenance policies comparison is presented, e.g., in works [24—29].

According to Cho and Parlar [4], “multi component maintenance models are con-
cerned with optimal maintenance policies for a system consisting of several units
of machines or many pieces of equipment, which may or may not depend on each
other.” In 1986, Thomas, in his work [30], presents classification of optimal mainte-
nance strategies for multi-unit systems. He focuses on the models that are based on
one of three types of dependence that occurs between system elements—economic,
failure, and structural. According to the author, economic dependence implies that
an opportunity for a group replacement of several components costs less than sepa-
rate replacements of the individual components. Stochastic dependence, also called
failure or probabilistic dependence, occurs if the condition of components influences
the lifetime distribution of other components. Structural dependence means that com-
ponents structurally form a part, so that maintenance of a failed component implies
maintenance of working components. These definitions are adopted in this chapter.

Literature reviews are given, e.g., in works [5,31-33] that are compatible with
research findings given in [30]. More comprehensive discussion in maintenance from
an application point of view can be found in [34,35]. For other recent references, see,
e.g., [8,18,23]. A detailed review of the most commonly used PM policies for single-
and multi-unit systems is presented in subchapters 1.2 and 1.3.
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1.2 PREVENTIVE MAINTENANCE MODELING
FOR SINGLE-UNIT SYSTEMS

First, the PM models for single-unit systems are investigated. Here a unit may be
perceived as a component, an assembly, a subsystem, or even the whole system
(treated as a complex system). The main classification for maintenance models of
such systems is given in Figure 1.2. The comparisons concerning different PM
policies are given in works [22,24,25,28,29,36-38].

One of the most commonly used PM policies for single-unit systems is an age
replacement policy (ARP) that was developed in the early 1960s [39]. Under this
policy, a unit is always replaced at its age 7 or at failure, whichever occurs first [40].

The issues of ARP modeling have been extensively studied in the literature since
the 1990s. The main extensions that are developed for this maintenance policy apply
to minimal repair, imperfect maintenance performance, shock modeling, or inspec-
tion action implementation. Following this, in the known maintenance models, the
PM at T and corrective maintenance (CM) at failure might be either minimal, imper-
fect, or perfect. The main optimization criteria are based on maintenance cost struc-
ture. Therefore, in the case of the simple ARP, the expected cost per unit of time for
an infinite time span is given as [39,41]:

¢,F(T)+c,F(T)
T

CcT)= (L.1)

!F(t)dt

where:
C(T) is the long-run expected cost per unit time
c, is the cost of preventive replacement of a unit
¢, is the cost of failed unit replacement

F(p) is the probability distribution function of system/unit lifetime: F(z) =1— F(t)

| PREVENTIVE MAINTENANCE (PM) FOR SINGLE-UNIT SYSTEMS

// / \ T~
~ \ ~_
- N T~

BRP MODELS FOR SEQUENTIAL PM MODELS LIMIT PM MODELS FOR
SINGLE-UNIT SYSTEMS FOR SINGLE-UNIT SINGLE-UNIT SYSTEMS

ARP MODELS FOR
SINGLE-UNIT SYSTEMS

SYSTEMS
*minimal repair implementation *minimal repair implementation
“perfect/imperfect repair *perfect/imperfect repair *minimal repair implementation
*shock modelling *shock modeling *finite/infinite time horizon
2 constraints *hybrid models \
constraints “inspection policy
*inspection policy “finite/infinite time horizon ) \

*new/used unit maintenance
modeling

*negligible/non-negligible downtime LIMIT PM MODELS FOR LIMIT PM MODELS FOR
SINGLE-UNIT SYSTEMS SINGLE-UNIT SYSTEMS

*perfect/imperfect repair - — \
*finite/infinite time horizon - \
Fdynamic reliability models -
*mixed PM models
p X
REPAIR-TIME LIMIT REPAIR-COST LIMIT
POLICY POLICY
*finite/infinite time horizon *perfect/imperfect maintenance
*different modeling approaches Finspection performance
*mived PM models *mixed PM models

FIGURE 1.2  The classification for PM models for single-unit systems.
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The first investigated group of ARP models apply to minimal repair implementa-
tion. Minimal repair is defined herein as “the repair that put the failed item back
into operation with no significant effect on its remaining life time” [39]. A simple
ARP model with minimal repair is given in [42], where the author investigates a
one-unit system that is replaced at first failure after age 7. All failures that happen
before the age T are minimally repaired. The model is based on the optimization of
the mean cost rate function. The extension of this model is given in [43,44], where
the authors develop the ARP with minimal repair and general random repair cost.

The continuation of this research also is given in [45], where the author introduces
the model for determining the optimal number of minimal repairs before replace-
ment. The main assumptions are compatible with [43,44] and incorporate minimal
repair, replacement, and general random repair cost.

A similar problem is analyzed later in [46], where the authors investigate PM with
Bayesian imperfect repair. In the given PM model, the failure that occurred (for the
unit age 7, < T) can be either minimally repaired or perfectly repaired with random
probabilities. The expected cost per unit time is investigated for the infinite-horizon
case and the one-replacement-cycle case.

The implementation of Bayesian approach for determining optimal replacement
strategy also is given in [47]. In this paper, the authors present a fully Bayesian anal-
ysis of the optimal replacement problem for the block replacement protocol with
minimal repair and the simple age replacement protocol. The optimal replacement
strategies are obtained by maximizing the expected utility with uncertainty analysis.

The ARP with minimal repair usually is investigated with the use of mainte-
nance costs constraints for optimization performance. However, a few PM models
are developed based on availability optimization. For example, in [48] the authors
investigate the steady-state availability of imperfect repair model for repairable two-
state items. The authors use the renewal theory for providing analytical solutions for
single and multi-component systems.

In another work [49], the author introduces an ARP with non-negligible down-
times. In this work, the author develops the sufficient conditions for the ARP in the
aspect of the existence of a global minimum to the asymptotic expected cost rate.

The introduction of periodic testing or inspections in ARP performance is given
in [50]. The author in this work introduces an ARP for components whose failures can
occur randomly but are detected only by periodic testing or inspections. The devel-
oped model includes finite repair and maintenance times and cost contributions due
to inspection (or testing), repair, maintenance, and loss of production (or accidents).
The analytical solution encompasses general cost rate and unavailability equations.
The continuation of inspection maintenance and PM optimization problems is given
in [51], where the authors focus on the issues of random failure and replacement time
implementation.

In [52], the authors introduce replacement policies for a unit that is running suc-
cessive works with cycle times. In the paper, three replacement policies are defined
that are scheduled at continuous and discrete times:

e Continuous age replacement: The unit is replaced before failure at a
planned time T
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e Discrete age replacement: The unit is replaced before failure at completion
of the N,,,, working cycle

e Age replacement with overtime: The unit is replaced before failure at the
first completion of some working cycle over the planned time T

Analytical equations of the expected cost rate with numerical solutions are provided.
The authors also present the comparison of given replacement policies.

Another extension of ARP modeling is given in [53], where the authors investigate
the problem of PM uncertainty by assuming that the quality of PM actions is a random
variable with a defined probability distribution. Following this, the authors analyze an
age reduction PM model and a failure rate PM model. Under the age reduction PM
model, it is assumed that each PM reduces operational stress to the existing time units
previous to the PM intervention, where the restoration interval is less than or equal to
the PM interval. The optimization criteria also is based on maintenance cost structure.

The issues of warranty policy are investigated in [54]. The author in this work
investigates a general age-replacement model that incorporates minimal repair,
planned replacement, and unplanned replacement for a product under a renewing
free-replacement warranty policy. The main assumptions of the ARP are compatible
with [43,44]. The authors assume that all the product failures that cause minimal repair
can be detected instantly and repaired instantaneously by a user. Thus, it is assumed
in this study that the user of the product should be responsible for all minimal repairs
before and after the warranty expires. Following this, for the product with an increas-
ing failure rate function, the authors show that a unique optimal replacement age exists
such that the long-run expected cost rate is minimized. The authors also compare
analytically the optimal replacement ages for products with and without warranty.

The warranty policy problem is analyzed in [55], where the authors propose
an age-dependent failure-repair model to analyze the warranty costs of products.
In this paper, the authors consider four typical warranty policies (fixed warranty,
renewing warranty, mixture of minimal and age-reducing repairs, and partial rebate
warranty).

The last group of ARP models applies to PM strategies based on the implementa-
tion of shock models. The simple age-based policy with shock model is presented
in [56]. In this work, the authors introduce the three main cumulative damage models:
(D) a unit that is subjected to shocks and suffers some damage due to shocks, (2) the
model includes periodic inspections, and (3) the model assumes that the amount of
damage increases linearly with time. For the defined shock models, optimal replace-
ment policies are derived for the expected cost rate minimization.

The extension of the given models is presented in [57], where the authors study
the mean residual life of a technical object as a measure used in the age replacement
model assessment. The analytical solution is supplied with a new U-statistic test pro-
cedure for testing the hypothesis that the life is exponentially distributed against the
alternative that the life distribution has a renewal-increasing mean residual property.

Another development of general replacement models of systems subject to shocks
is presented in [58], where the authors introduce the fatal and nonfatal shocks occur-
rence. The fatal shock causes the system total breakdown and the system is replaced,
whereas the nonfatal shock weakens the system and makes it more expensive to run.



6 Reliability Engineering

Following this, the authors focus on finding the optimal T that minimizes the long-
run expected cost per unit time.

Another extension of the ARP with shock models is to introduce the minimal repair
performance. Following this, in [59] the authors extend the generalized replacement
policy given in [58] by introducing minimal repair of minor failures. Moreover, in the
given PM model, the cost of minimal repair of the system is age dependent.

Later, in [60], the authors introduce an extended ARP policy with minimal repairs
and a cumulative damage model implementation. Under the developed maintenance
policy, the fatal shocks are removed by minimal repairs and the minor shocks increase
the system failure rate by a certain amount. Without external shocks, the failure rate
of the system also increases with age due to the aging process. The optimality criteria
also are focused on the long-run expected cost per unit time. This model is extended
later in [61], where the authors consider the ARP with minimal repair for an extended
cumulative damage model with maintenance at each shock. According to the devel-
oped PM policy, when the total damage does not exceed a predetermined failure level,
the system undergoes maintenance at each shock. When the total damage has reached
a given failure level, the system fails and undergoes minimal repair at each failure.
The system is replaced at periodic times 7 or at Nth failure, whichever occurs first.

To sum up, many authors usually discuss ARPs of single-unit systems analyti-
cally. The main models that address this maintenance strategy also should be sup-
plemented by works that investigate the problem of ARP modeling with the use of
semi-Markov processes (see, e.g., [62,63]), TTT-plotting (see, e.g., [64]), heuristic
models (see, e.g., [65]), or approximate methods implementation (see, e.g., [66]).
The authors in [67] introduce the new stochastic order for ARP based on the com-
parison of the Laplace transform of the time to failure for two different lifetime
distributions. The comparison of ARP models for a finite horizon case based on a
renewal process application and a negative exponential and Weibull failure-time dis-
tribution is presented in [68]. The additional interesting problems in ARP modeling
may be connected with spare provisioning policy implementation (see, e.g., [69]) or
multi-state systems investigation (see, e.g., [62,70,71]).

The quick overview of the given ARPs is presented in Table 1.1.

Another popular PM policy for single-unit systems is block replacement policy
(BRP). For the given maintenance policy, it is assumed that all units in a system are
replaced at periodic intervals regardless of their individual age in k7" time moments,
where k =1, 2, 3, and so on. The maintenance problem usually is aimed at finding
the optimal cycle length T either to minimize total maintenance and operational
costs or to maximize system availability. The simple BRP, when the maintenance
times are negligible, is based on the optimization of the expected long-run mainte-
nance cost per unit time as a function of 7, given as [72]:

oNT)+c,

cT)= T

1.2)

where:
N(?) is the expected number of failure/renewals for time interval (0,?)
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The main advantage of this policy is its simplicity. However, the main drawback
of simple block replacement policy is that at planned replacement times practically
new items might be replaced and a major portion of the useful life of these units is
wasted. Thus, to overcome this disadvantage, various modifications have been intro-
duced in the literature. The main extensions for the simple BRP include minimal
repair implementation, finite/infinite time horizon, shock modeling use, and inspec-
tion maintenance performance.

The introduction of minimal repair performance was analyzed first in the 1970s.
(see, e.g., [41,73]). Later, in [74], the author considers a BRP with minimal repair at
failure for a used unit of age 7,,.. In the given model, the item is preventively replaced
by new ones at times k7, k = 1, 2, 3, and so on. If the system fails in [(k—1)7, kT—A;],
then the item either is replaced by new ones or is repaired minimally. If the failure
occurs in [kT—A;, kT], then the item either is replaced by used ones with age vary-
ing from A; to T or is repaired minimally. The choice is random with age-dependent
probability. The cost structure also is age-dependent. For the given assumptions, the
author defines the expected long-run cost per unit time function. This maintenance
model is extended later in [75] for single and multi-unit cases.

An interesting model is introduced in [76], where the authors investigate optimal
maintenance model for repairable systems under two types of failures with differ-
ent maintenance costs. The model assumes that there are performed periodic visual
inspections that detect potential failures of type I. For the given assumptions, the
total expected costs are estimated.

The presented models are developed for an infinite time span. In [7] finite
replacement models are considered. Taking into account, that the working time of
a unit is given by a specified value T, the long-run expected costs per unit time
are estimated.

Another extension of the simple BRP applies to shock modeling implementation.
For example, in [77] the authors investigate the system subjected to shocks, which occur
independently and according to a Poisson process with intensity rate A,. The occurred
shocks either may be nonlethal with probability p, or lethal with probability (1-p,).
Later, the extension of the given model is presented in [78]. In the given paper, the author
analyzes a system subject to shocks that arrive according to an Non-Homogeneous
Poisson (NHP) process. As shocks occur, the system has two types of failures:

e Type I (minor) failure: Removed by minimal repair
e Type Il (catastrophic) failure: Removed by unplanned replacement

The probability of the type II failure is dependent on the number of shocks suffered
since the last replacement. The author derives the expressions for the expected long-
run cost per unit time and the total a-discounted cost for each policy. This model
is later extended in [79], where the authors consider a BPR model for a system sub-
jected to shock occurrence and with minimal repair at failure for a used unit of age
T,,. The proposed solution was based on assumptions given in [74].

The time-dependent cost structure is investigated in [80], where the authors deter-
mine a replacement time for a system with the use of counting process whose jump
size is of one unit magnitude.
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To sum up, many authors discuss BRPs of single-unit systems due to their sim-
plicity. The main models that address this maintenance strategy also should be
supplemented by works that investigate the problem of imperfect maintenance (see,
e.g., [81,82]), joint preventive maintenance with production inventory control policy
(see, e.g., [83]), risk at failure investigation (see, e.g., [84]), or estimation issues (see,
e.g., [72]). The examples of BRP implementation apply to transportation systems
maintenance (see, e.g., [85]), aircraft component maintenance (see, e.g., [86]), or
preventive maintenance for milling assemblies (see, e.g., [87]). The quick overview
of the given BRPs is presented in Table 1.1.

Another PM policy applied in the area of maintenance of single-unit systems
is sequential PM policy. Under this PM policy a unit is preventively maintained at
unequal time intervals. The unequal time interval usually is related to the age of the
system or is predetermined as in periodic maintenance policies [15].

One of the first works where the author considers sequential PM policy is [88].
In this work, the sequential preventive maintenance for a system with minimal repair
at failure is investigated. The policy assumes that the system is replaced at constant
time intervals and at the Nth failure. This model is later investigated in [7], where the
author proposes the simple sequential PM policy with imperfect maintenance for a
finite time span.

Another interesting model of the sequential PM policy is presented in [89], where
the authors introduce a shock model and a cumulative damage model. In this article,
two replacement policies are developed—a periodic PM and a sequential PM pol-
icy with minimal repair at failure and imperfect PM. The solutions are obtained for
finite and infinite time spans. These problems are investigated later in [90], where
the authors adopt improvement factors in the hazard rate function for modeling the
imperfect PM performance. The model is presented for an infinite time-horizon.
The main characteristic of the given model is connected with considering the age-
dependent minimal repair cost and the stochastic failure type.

In [91], the authors present a sequential imperfect PM policy for a degradation
system. This model extends assumptions given in [88]. The developed model is based
on maximal/equal cumulative-hazard rate constraints. The optimization is obtained
using a genetic algorithm. Later, the random adjustment-reduction maintenance
model with imperfect maintenance policy for a finite time span is presented in [92].
The authors also use the genetic algorithm implementation.

The Bayesian approach implementation in the sequential PM problem is presented
in [93]. The authors determine the optimal PM schedules for a hybrid sequential PM
policy, where the age reduction PM model and the hazard rate PM model are com-
bined. Under such a hybrid PM model, each PM action reduces the effective age of
the system to a certain value and also adjusts the slope of the hazard rate (slows down
the degradation process of the maintained system).

Sequential PM policies are practical for most units that need more frequent main-
tenance with increasing age. The quick overview of the main known sequential PM
models is given in Table 1.1.

The last group of PM policies applies to predefined limit level policies. The PM
policy depends on the failure model assumed for operated units—failure limit policy.
Under this policy, PM is performed only when the defined state variable, which
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describes the state of the unit at age 7 (e.g., failure rate), reaches a predetermined
level and failures that occur are repaired.

One of the first works that investigates the optimal replacement model with the use
of the failure limit policy is in [94]. The author in this work presents the replacement
policy based on the failure model defined for an operating unit. In this model, a unit
state at age 7 is defined by a random variable. The replacement is performed either at
failure or when the unit state reaches or exceeds a given level, whichever occurs first.
Model optimization is based on the average long-run cost per unit time estimation.
This problem is investigated later in [95]. The author in his work introduces a PM
model with the monotone hazard function affected by system degradation. The author
develops a hazard model and achieves a cost optimization of system operation.

The imperfect repair in failure limit policy is introduced in [96]. The authors in
their work consider two types of PM (simple PM and preventive replacement) and
two types of corrective maintenance (minimal repair and corrective replacement).
The developed cost-rate model is based on adjustment of the failure rate after simple
PM with the use of a concept of improvement factor. The expected costs are the sum
of average costs of both types of PM and average cost of downtime. This problem is
addressed continued in [97]. The authors in their work propose a cost model for two
types of PM (as in [96]) and one type of corrective maintenance (corrective replace-
ment) that considers inflationary trends over a finite time horizon.

The PM scheduling for a system with deteriorated components also is analyzed
in [98]. The authors consider a PM policy compatible with those presented in [97],
but the degraded behavior of maintained components is modeled by a dynamic reli-
ability equation. The optimal solution, based on unit-cost life estimation, is obtained
with the use of genetic algorithms.

Another example of PM modeling under the failure limit policy is presented
in [99], where the authors focus on system availability optimization. In the presented
model system failure rate is reduced after each PM and depends on age and on the
number of performed PM actions.

Maintenance models under the failure limit policy are summarized in the
Table 1.1.

The second group of PM policies based on predefined limit levels are repair limit
policies. In the known literature, there are two types of repair limit policies: a repair
cost limit policy and a repair time limit policy [13]. Under the repair cost limit policy,
when a unit fails, a repair cost is estimated and repair is undertaken if the estimated
cost is less than a predetermined limit. Otherwise, the unit is replaced. For the repair
cost limit policy, a decision variable applies to time of repair. If the time of corrective
repair is greater than the specified time 7,"%*, a unit is replaced. Otherwise, the unit
is repaired [15,100].

The first models on repair limit policies are presented in [100,101]. The modeling
methods are based on Markov renewal process use. Later, in [102], the authors dis-
cuss the optimal repair limit replacement policy based on a graphical approach with
the use of the Total Time on Test (TTT) concept. This graphical approach is used
in [103] to determine the optimal repair limit replacement policy.

Another extension of the simple repair time limit policy is imperfect maintenance
implementation. In this implementation, known models are presented in [104-107].
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The implemented modeling methods are based on using the TTT concept and Lorenz
statistics.

The second type of repair limit policies is repair cost estimations at a system
failure and is defined as a repair-cost limit policy. One of the first studies that inves-
tigates a general maintenance model with replacements and minimal repair as a
base for repair limit replacement policy is [108]. The author presents three basic
maintenance policies (based on age-dependent PM and periodic PM) and two basic
repair limit replacement policies. In the first repair-cost limit replacement policy, the
author assumes that a system is replaced by the new one if the random repair cost
exceeds a given repair cost limit; otherwise, it is minimally repaired. This problem
is later investigated in [109], in which the minimal repairs follow Non-Homogeneous
Poisson Process (NHPP).

The problem of imperfect maintenance is introduced in [110], whereas in [111]
the authors investigate the problem of imperfect estimation of repair cost (imperfect
inspection case).

The implementation of a graphical method (TTT concept) in the repair-cost limit
replacement problem with imperfect repair is presented in [112]. In the presented
model, the authors introduce the imperfect repair (according to [110]) and a lead time
for failed unit replacement. The solution is based on the assumption of negligible
replacement time and uses the renewal reward process.

The cumulative damage model for systems subjected to shocks is presented
in [113]. The author introduces a periodical replacement policy with the concept of
repair cost limit under a cumulative damage model and solves it analytically for an
infinite time span.

Another interesting approach to the repair-cost limit replacement policies is pre-
sented in [114]. The author proposes the total repair-cost limit replacement policy,
where a system is replaced by the new one as soon as its total repair cost reaches
or exceeds a given level. The presented problem is later investigated and extended
in [115,116], where the authors introduce two types of failures (repairable and non-
repairable) and propose a mixed maintenance policy similar to the one presented
in [117].

The current repair limit policies and their extensions are summarized in the Table 1.1.

1.3 PREVENTIVE MAINTENANCE MODELING
FOR MULTI-UNIT SYSTEMS

In this subchapter, the PM models for multi-unit systems are investigated. In this
research area models can be distinguished for system with component dependence
and for systems without that component dependence defined. For systems without
component dependence simple age- and block-maintenance models can be imple-
mented. When there is possibility to identify any occurrence of components depen-
dence in a system, three main types of maintenance policies may be used:

e Group maintenance policy
e Opportunistic maintenance policy
e Cannibalization maintenance
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First, the group maintenance policies may be used. Under such a policy, a group of
items is replaced at the same time to take advantage of economies of scale.

Opportunity-based replacement models is based on the rule that replacement is
performed at the time when an opportunity arrives, such as scheduled downtime,
planned shutdown of the machines, or failure of a system in close proximity to the
item of interest.

In the situation when one machine is inoperative due to lack of components and
at the same time one or more other machines are inoperative due to the lack of dif-
ferent components, maintenance personnel may cannibalize operative components
from one or more machines to repair the other or others. This practice is common in
systems that are composed of sufficiently identical component parts (see, e.g., [34]).

The main classification for these types of PM maintenance models is given in Figure 1.3.
Following is a detailed review of the most commonly used maintenance policies.
First, maintenance policies for multi-unit systems without component dependence
are reviewed. In these systems two PM policies usually are used—ARP and BRP.
One of the first works that applies the simple age replacement policy imple-
mentation is [133]. The author proposes the simple ARP model for an n;,-out-of-n
warm stand-by system, where the lifetime of components is exponentially distrib-
uted. The optimal maintenance policy for n failure-independent but non-identical
machines in series is given in [134]. The solution is obtained with the use of nonlin-
ear programming models.
The maintenance models with the use of ARP for multi-unit systems mostly
implement minimal repair, a shock-modeling approach, and hybrid PM.
The minimal repair is introduced in [135]. In this paper, the model assumes that a
system is replaced at age 7. When the system fails before age 7, it is either replaced
or minimally repaired depending on the random repair cost at failure. The model

considers finite and infinite time spans and is solved with a Bayesian approach
implementation.

| PREVENTIVE MAINTENANCE (PM) FOR MULTI-UNIT SYSTEMS

S

BASIC MODELS FOR MULTI-UNIT
SYSTEMS WITH COMPON
DEPENDENCE

BASIC MODELS FOR MULTI-UNIT
SYSTEMS WITHOUT
COMPONENTS DEPENDENCE

RN

ARP MODELS FOR MULTI-

>~

=

UNIT SYSTEMS

*minimal repair implementation

BRP MODELS FOR MULTI-
UNIT SYSTEMS

OPPORTUNISTIC
MAINTENANCE MODELS

GROUP MAINTENANCE
MODELS

*perfect/imperfect repair
“shock modeling
*HYBRID MODELS (mixed PM)

*minimal repair implementation
*perfect/imperfect repair
*shock modeling
*cost/availability constraints

*age-based maintenance
*failure-based maintenance
*condition-based maintenance

*HYBRID MODELS (mixed PM)

*static models
*dynamic models

*HYBRID MODELS (mixed PM, \
economic dependence occurrence)

*reliability-based models
* simulation models
*inventory-based models

FIGURE 1.3 The classification for PM models for multi-unit systems.
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Another interesting extension of the simple ARP is shock-modeling implemen-
tation. This problem is investigated in [136,137]. In [136], the authors introduce a
maintenance model for a two-unit system subjected to shocks and with a failure
rate interaction. The two types of shocks (minor and catastrophic) stem from a non-
homogeneous pure birth process and their occurrence is dependent on the number of
shocks that have occurred since the last replacement. In [137], this model is extended
by a spare parts availability investigation.

The hybrid ARP applies mostly to opportunity-based maintenance implementa-
tion. This problem is investigated in [138], where maintenance opportunities arise
according to a Poisson process. The problem of opportunity-based ARP also is inves-
tigated in [139-141].

In the available literature, ARP models can be found that apply to a repair priority
problem (see [142]), a machine repair problem (see, [143]), or production systems main-
tenance (see [144]). The quick overview of the given ARPs is presented in Table 1.2.

The second group of PM policies for multi-unit systems without economic depen-
dence applies to BRPs. Various BRPs are investigated in [145]. The author analyzes
a two-unit system in a series reliability structure.

The maintenance problems of a two-unit parallel system also are investigated
in [146]. In this article, the authors introduce a replacement model with minimal
repair at minor failure. The analyzed system is based on structural dependence.
The significant development of this model is given in [147], where the authors focus
on periodic replacement for an n-unit parallel system subject to common cause shock
failures. In this model, two types of failures are considered:

¢ Independent failures of one component in the system
¢ Failures of many components of the system at the same time, not necessar-
ily independent

The summary of optimum replacement policies for an n-unit system in parallel is given
in [148]. The authors compare four replacement policies—a simple BRP and a mixed
BRP. This work is the basis for other authors to introduce many extensions of the BRPs
for multi-unit systems. The analysis of a system with non-identical components is given
in [149]. Imperfect maintenance is introduced in [150]. Moreover, the periodic replace-
ment with minimal repair at failure for a multi-unit system is considered in [151]. In this
work, the author investigates a simple model of BRP with minimal repair, when repair
costs depend on system age and the number of performed minimal repairs.

The problem of minimal repair performance is investigated in [152], where the
authors introduce a periodical inspection for a two-unit parallel system. This model
considers the detection capacity of inspections (perfect/imperfect), minimal repairs,
and failure interactions to examine dependence between subsystems. The investi-
gation is continued in [153], where the authors examine issues analyzed in [152]
and [150].

The main maintenance models focus on optimization of the cycle length 7 between
performance of preventive maintenance actions. A number of research works also deal
with the problem of cyclically scheduling maintenance activities assuming a fixed cycle
length. In [154], the authors formulate a maintenance scheduling problem to maintain a
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TABLE 1.2
Summary of Age and Block Replacement Policies for Multi-unit Systems
Type of
Maintenance Planning Typical
policy Horizon Optimality Criterion Modeling Method References
ARP Infinite (eo) The expected long-run  Analytical [133,138-141,
costs per unit time 144]
ARP Infinite (o) The expected long-run Nonlinear [134]
costs per unit time programming
ARP Infinite (co) The expected cost rate Analytical [136,137,143]
ARP Infinite (co) Average loss rate Renewal process/ [142]
geometric process/
Markov process
ARP Infinite (eo)/ The expected long-run ~ Renewal reward theory/  [119]
finite costs per unit time Bayesian approach
BRP Infinite (eo) The expected long-run  Analytical/simulation [145,149]
cost per unit time
BRP Infinite (c0) The expected long-run  Analytical (hybrid PM)  [152,157]
cost per unit time
BRP Infinite (eo) The expected long-run  Analytical (expected and ~ [155]
cost per unit time critical value models)
BRP Infinite (co) The expected long-run ~ Markov processes [158]
cost per unit time
BRP Infinite (co) The expected long-run ~ Embedded Markov [153]
cost per unit time chain
BRP Infinite (co) The expected long-run ~ Analytical [75,146-151]
cost per unit time
BRP Infinite (o) The expected long-run  Analytical [160]
cost per unit time,
system availability
BRP Infinite (co) System availability Analytical [150,161]
BRP Infinite (c) System availability Analytical (matrix [156]
and reliability Laplace
transformations)
BRP Infinite (co) Total operating and Branch and price [154]
servicing cost algorithm
BRP Infinite (eo) System reliability Simulation [162]

set of machines for a given determined 7. The study presents the completely determinis-
tic approach to decide for each period t € T which machine to service (if any) such that
total servicing costs and operating costs are minimized. The solution is obtained with the
use of a branch and price algorithm. Another interesting maintenance problem applies to
investigation of uncertain lifetime of system units (see [155]), introduction of repairable



18 Reliability Engineering

and non-repairable failures of a system (see [156]), lives of heterogeneous components
of a system (see [157]), implementation of a ergodic Markov environment (see [158],
or nearly optimal and optimal PM assessment for real-life systems (see [128,159]).
The quick overview of the given BRPs is presented in Table 1.2.

For technical systems, where component dependence can be defined, group
maintenance policies may be used to optimize system performance. This mainte-
nance policy is based on the performance of a maintenance activity for a group of
components. According to [15], the group maintenance is performed either when a
fixed time interval is expired or when a fixed number of units have failed, which-
ever comes first. The main classification of group replacement policies includes
two main groups of models—static maintenance models and dynamic maintenance
models.

In the group of static maintenance models, four main classes of group replace-
ment policies can be defined. A T-age policy that assumes a system replacement is
performed after every T units of time. An m-failure policy that calls for replacing
a system at the time of mth failure. The (m, T)-policy combines features of 7T-age
policy and m-failure policy—under such a policy, system replacement is performed
at the time of the mth failure or at time 7, whichever occurs first. The T-policy refers
to the assumptions of the block replacement.

The presented classes of maintenance models are based on the assumption that a
failure distribution of a system is known with certainty. However, in practice the fail-
ure distribution of a system is usually unknown or known with uncertain parameters.
In this case, there are proposed Bayesian group replacement policies.

Considering the planning aspect, group maintenance models can be classified as
stationary or dynamic. In stationary models, a long-term stable situation is assumed
during which the rules for maintenance do not change over the planning horizon.
The models in this overview mostly applies to this type. However, stationary mod-
els cannot incorporate dynamically changing information during operational pro-
cess performance, such as a varying deterioration of components or unexpected
opportunities.

To consider such short-term circumstances there are proposed dynamic models
that can adapt the long-term plan according to information becoming available in the
short term. This situation yields a dynamic grouping policy [163].

The main extensions of the group maintenance apply to minimal repair perfor-
mance, shock modeling, or periodic inspection implementation.

Additional replacement problems that are investigated in grouping maintenance
models apply to risk management (see [164]), continuous deteriorating process imple-
mentation (see [165]), or joint optimization of production scheduling (see [166]).
In [164], the author analyzes the correlation among potential human error, grouping
maintenance, and major accident risk. In [165], the authors introduce the novel sto-
chastic Petri-Net and genetic algorithm-based approach to solve maintenance model-
ing and optimization problems. The authors in [166] present a Bayesian approach to
develop a joint optimization model connecting group PM with production schedul-
ing of a series system.

Group maintenance models are investigated widely in the literature. A review is
presented in Table 1.3.
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Another group of maintenance policies for multi-unit systems with component
dependence is opportunity-based maintenance. During performance processes of a
multi-unit system, some maintenance opportunities may occur due to breakdowns
of units in a series configuration. In most cases opportunities cannot be predicted in
advance and, because of their random occurrence, opportunistic maintenance mod-
els can be used for effective maintenance planning. Types of opportunistic mainte-
nance policies considered in this chapter are based mainly on [182] and include four
main groups of maintenance policies:

* Age-based opportunity maintenance models

¢ Failure-based opportunity maintenance models

e Opportunity and condition-based maintenance models

¢ Mixed PM models that consider implementation of different types of main-
tenance policies

The detailed classification and review of the given opportunity-based maintenance
policies is presented in Table 1.4.

The main extensions of opportunity-based maintenance models apply to minimal
repair performance, imperfect maintenance implementation, data uncertainty inves-
tigation, finite horizon case, or shock modeling. The main applications are main-
tenance of production systems (see [183-185]) or offshore wind turbine systems
(see [186]).

A few papers deal with an opportunistic maintenance policy under a multi-
criteria perspective. The main research studies apply to production system perfor-
mance (see [187]) and a power plant (see [188]).

Worth mentioning also is a group of risk-based opportunistic maintenance
models. This modeling problem is considered in [189]. The authors develop a
reliability model for a system that releases signals as it degrades. These released
signals are used to inform opportunistic maintenance. They assume that system
vulnerability to shock occurrence is dependent on its deterioration level. The risk-
based opportunistic maintenance model also is analyzed in [190]. In [190], the
authors present the model that uses risk evaluation of system shutdown caused by
component failure. The proposed approach is based on the analysis of fault cou-
pling features of a complex mechanical system considering age and risk factors.

In this research area, the issues of dynamic opportunistic maintenance policy
optimization are analyzed. For example, in [191], the authors develop a dynamic
opportunistic maintenance policy for a continuously monitored multi-unit series
system with imperfect maintenance. The model is based on short-term optimization.
It is assumed also that a unit’s hazard rate distribution in the current maintenance
cycle can be directly derived through condition-based predictive maintenance.
This problem is later investigated in [192], where the authors present a dynamic
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opportunistic condition-based maintenance strategy that is based on real-time pre-
dictions of the remaining useful life of components with stochastic and economic
dependencies.

In [193], the authors propose a dynamic opportunistic PM optimization policy
for multi-unit series systems that integrates two PM techniques: periodic PM and
sequential PM policies. Whenever one unit reaches its reliability threshold level, the
whole system has to stop and at that time PM opportunities arise for other units of
the system. The optimal PM policy is determined by maximizing the cost saving for
short-term cumulative opportunistic maintenance of the whole system.

Moreover, some research studies are based on the implementation of lin-
ear programming (see [194]), genetic algorithms (see [195,196]), dynamic pro-
gramming (see [197]), theory of optimal stopping (see [198]), fuzzy modeling
approach (see [199]), and simulations (see [200]). A generalized modeling method
for maintenance optimization of single- and multi-unit systems is given in [182].
Moreover, a Bayesian perspective in opportunistic maintenance is investigated
in [201], where the authors propose a PM policy for multi-component systems
based on dynamic Bayesian networks (DBN)—Hazard and Operability Study
(HAZOP) model. The use of expert judgment to parameterize a model for degra-
dation, maintenance, and repair is provided in [202].

The last group of PM models for multi-unit systems with component dependence
applies to cannibalization maintenance. Cannibalization in maintenance occurs
“when a failed unit in a system is replaced with a functioning component from another
system that is failed for some other reason” [222]. The key issue in cannibalization
is how to use the component of failed units to maximize the number of working
units. Thus, cannibalization actions often are used in systems with large costs
associated with their critical components maintenance and operation (e.g., critical
infrastructures, transport systems, and production systems).

In the recent literature, a significant amount of research is available on the use
of mathematical modeling to analyze the effects of cannibalization. For a literature
survey, see [18,223,224].

Following [222,225], this research can be separated into the three main
approaches [18]:

* Reliability-based models
* Inventory-based maintenance models
e Simulation (queuing) maintenance models

The detailed classification and review of the given opportunity-based maintenance
policies is presented in Table 1.5.
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TABLE 1.5

Summary of Cannibalization Maintenance Policies for Deteriorating

Multi-unit Systems

Optimality Criterion Approach Modeling Method  Typical References
System minimum condition Reliability-based Analytical [226]
Cannibalized structure function (allocation model) [227]
Four measures: expected system Analytical [228]
state, defectives per failed (allocation
machine, MTTCF, total model)/simulation
cannibalizations
The survival function of number Analytical [229]
of units of equipment available
or use at the end of given time
period
System reliability for mission Nonlinear [225]
programming
Total profit resulting from a Simulation [230]
component reusing
Reasons for product returns Case study [223]
Expected number of inoperative Markov process [34]
machines
The average total maintenance Simulation-based A closed-network, [222]
investments discrete-event
Average total maintenance simulation [231]
costs/average fleet readiness
NORS rate Inventory-based NORS model [232]
Optimal portfolio, optimal stock Allocation problem — [233]
level heuristic approach
The expected availability objective DRIVE model [224]
function
Aircraft availability Analytical (AAM [234]
model)
Cannibalization rates Analytical [235]
Cannibalization rates Performance indicators [236]
analysis
Product cannibalization Statistical data analysis [237]
e.g., Inter-Squadron cannibalization Balanced Scorecard [238]

4 MTTCF — Mean time to complete failure

1.4 CONCLUSIONS AND DIRECTIONS FOR FURTHER RESEARCH

In this chapter, the literature is reviewed on the most commonly used preventive main-
tenance models for single- and multi-unit systems. The literature was selected based
on using Google Scholar as a search engine and ScienceDirect, JStor, SpringerLink,
and SAGEJournals. The author primarily searched the relevant literature based on
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keywords, abstracts, and titles. The following main terms and/or a combination of
them were used for searching the literature: preventive maintenance, maintenance
model, time-based maintenance.

The selection methodology was based on searching for the defined keywords,
and later choosing the models, that satisfy the main reviewing criteria. For example,
when searching for the keyword preventive maintenance in a Google search, there
were about 260 million hits. In the ScienceDirect database, this keyword had about
68,440 hits. Comparing the obtained search results to the main required criteria,
such as age-based maintenance model, block-based maintenance model, mainte-
nance optimization for multi-unit system, and periodic maintenance, the author
focused on the most frequently used inspection models published from 1964 to 2015.

Preventive maintenance issues have been investigated by various researchers and
practitioners for over 60 years. Thus, it is impossible to present all of the known
models that appeared during the period under consideration. As a result, just a few
of the other problems are presented that are investigated in the literature but omitted
in this chapter:

* Spare part optimization issues (see [239,240])
e Data uncertainty (see [241,242])
* Maintenance decision-making issues (see [243]).

Moreover, the given literature overview provided definition for the following main
conclusions:

¢ The most commonly used mathematical methods for analyzing maintenance
scheduling problems include applied probability theory, renewal reward
processes, and Markov decision theory. When the functional relationship
between the system’s input and output parameters cannot be described
analytically, various maintenance models have been developed that apply
linear and nonlinear programming, dynamic programming, simulation pro-
cesses, genetic algorithms, Bayesian approach, and heuristic approaches,
which were only mentioned in the presented overview.

e The investigated maintenance models usually are based on cost criterion to
obtain the optimal maintenance parameters. However, maintenance actions
focused on improving system dependability. Thus, for complex systems, where
various types of components have different maintenance cost and different
reliability importance in the system, it is more appropriate to analyze the opti-
mal maintenance policy under cost and reliability constraints simultaneously.

¢ Many maintenance models consider the grouping of maintenance activities
on a long-term basis with an infinite horizon. In practice, planning horizons
are usually finite for a number of reasons: information is only available
over the short term, a modification of the system changes the maintenance
problem completely, and some events are unpredictable.

* In the most existing literature on maintenance theory, the maintenance time
is assumed to be negligible. This assumption makes availability modeling
impossible or unrealistic.
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Most maintenance models are based on the assumption of fully available
logistic support when it is needed. Thus, in the modeling approach, it is
assumed that whenever a system component is to be replaced, a new com-
ponent is immediately available. However, considering real life situations,
the number of spare parts is usually limited and the procurement lead-time
is non-negligible. This situation implies that the maintenance policy and
spare provisioning policy should be modeled and optimized jointly.
Another problem applies to data availability and reliability. Maintenance
and replacement decisions are based on the information available, such as
the failure data of the equipment under consideration, maintenance per-
formance times, and type and number of necessary support resources.
Sufficient data rarely exist for estimating parameters in a complex model,
and if data do exist, they are often unreliable. This situation makes the
application of mathematical models to support maintenance and replace-
ment decisions less obvious.

In summary, traditional PM programs often require very time-consuming, manual
data and rely heavily on “tribal knowledge” estimates or require in-depth knowledge
and analysis of each individual piece of equipment on an ongoing basis to stay up-
to-date. Thus, based on the authors main conclusions and following the global trends
in maintenance (see [244,245] for recent reports), in the future most likely the main
interests will be on more advanced maintenance optimization models that are based
on the use of digital technologies.
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2.1 INTRODUCTION

All equipment breaks down from time to time, requiring materials, tradespeople
to repair it, and causing some negative consequences, such as loss in production or
transportation delays. To reduce the number of these breakdowns, planned main-
tenance actions are implemented. One of the most familiar planned maintenance
actions is inspection.

Currently, inspection and inspection policy development have an important role in
various technical systems, thus they attract a lot of attention in the literature. In many
situations there are no apparent systems indicating the forthcoming failure. In such
systems with non-self-announcing failures (also called unrevealed faults or latent
faults), the typical preventive maintenance policies cannot be used [1]. In maintenance
of such systems the inspection actions performance is introduced. Examples of these
systems include protective devices, emergency devices, and standby units (see [1,2]).

The main purpose of an inspection is to determine the state of equipment
based on the chosen indicators, such as bearing wear, gauge readings, and quality
of a product [3]. Following this, the main definition of inspection can be derived.
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According to EN 13306:2018 standard [4], inspection is defined as “examination
for conformity by measuring, observing, or testing the relevant characteristics of an
item.” The authors [5] extend this definition, providing that inspection is defined as
“measuring, examining, testing, and gauging one or more characteristics of a prod-
uct or service and comparing the results with specified requirements to determine
whether conformity is achieved for each characteristic.”

The main benefits obtained from inspection performance include detection and
correction of minor defects before major breakdown occurs. Consequently, the
inspection maintenance optimization is strictly connected with system’s deteriora-
tion processes, which are generally stochastic. Thus, the condition of a system is
revealed only by its inspection. In other words, inspection models usually assume
that the state of the system is completely unknown unless an inspection is performed.
Following this, the knowledge about the true status of an inspected system gives the
possibility to take appropriate maintenance actions. However, execution of frequent
inspections incurs substantial cost. Conversely, infrequent inspections result in a
higher cost for system downtime because of longer intervals between performance
of these maintenance actions. Following this, to determine an inspection policy, the
correct balance between the number of inspections and the resulting output accord-
ing to the defined optimization criteria (e.g., maximization of profit, minimization of
downtime, and maximization of availability) must be sought.

Moreover, inspection schemes may be periodic and non-periodic (sequential) [6].
In this chapter, the focus is on periodic inspection maintenance modeling issues.
More information about non-periodic inspection maintenance modeling may be
found in [1,7].

Early inspection maintenance models were developed in 1959 by R.E. Barlow
and L.C. Hunter in their work Mathematical models for system reliability (according
to [8]). A standard decision problem includes answering for the question: An unde-
tected failure causes an economic loss which increases in time, whereas inspec-
tions are costly too. What is the most cost-efficient way to schedule inspections
in time? Many extensions and modifications of the standard inspection model have
been developed and investigated. They have been surveyed in the last five decades.

One of the first research works that surveys inspection models is [9], where the
authors focus on the inspection and replacement problems of single and multi-unit
systems. The summary of optimal scheduling of replacement and inspection of sto-
chastically failing equipment is developed in [10]. Later, in [11] the authors review
the research studies that appeared between 1965 and 1976. In this work, the authors
present the discrete time maintenance models in which a unit (or units) is monitored
and a decision is made to repair, replace, and/or restock the unit(s). In [3], the author
gives a state-of-the-art review of the literature related to optimal inspection model-
ing of failing systems. The surveyed research papers were published in the 1960s
and 1970s. In 1989, the authors in [12] present a survey on the research published
after [11]. In this work, the authors focus on single-unit systems (one-unit and com-
plex systems), providing a section on inspection models. The authors indicate the
main differences between developed models are time horizon, available information,
the nature of cost functions, models objective, and system’s constraints. The focus on
multi-unit systems inspection problems is given in [13]. In [14], the authors present
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the literature review on inspection maintenance models. The authors focus on the
inspection models with different types of inspection information (perfect or not) and
different costs of inspections (costly or costless inspection information). The same
year, the author in [15] reviews recent developments in the methodology for solving
inspection problems. The author focuses on the most important issues that need fur-
ther development (e.g., fallible tests performance).

In 2002, the authors in work [16] review classical maintenance models including
inspection strategies. They focus on the models developed in the 1960s and 1970s that
are based on the general inspection policy discussed by R. E. Barlow and F. Proschan
in Mathematical Theory of Reliability. The author also investigates the standard
inspection policies in [17].

Later, in 2012 the authors in [8] review the main inspection models for systems.
They present the two main maintenance models—an inspection without replacement
and an inspection with replacement. The first group of inspection models includes
solutions for three situations: lifetime distribution is known, lifetime distribution is
partially known, and lifetime distribution is unknown.

In the second group of maintenance models, the assumption of inspection-
replacement process is introduced. The next year, the authors in [18] present the
three classes of inspection problems: (1) inspection frequencies for equipment that is
in continuous operation and subject to breakdown, (2) inspection intervals for equip-
ment used only in emergency conditions, and (3) condition monitoring of equipment.

The recent literature review on inspection maintenance also is provided in [19], where
the author focuses on inspection maintenance for single-unit and multi-unit systems.

Moreover, some recent research works are dedicated to comparing the problems
with various maintenance policies. The main comparisons between optimum and
nearly optimum inspection policies are given in [20,21], where authors refer to the
models developed by R. E. Barlow and F. Proschan as standard optimal policies.
In [22], the three sub-optimal inspection polices are proposed and compared—
periodic policy, mean residual life policy, and constant hazard policy. The review
and comparison of known classical optimum-checking policies is given in [23].
Comparisons for inspection and repair policies are analyzed in [24-26].

In summary, based on the developed literature reviews, the existing inspection
models can be classified many ways. One classification is given in [15], where the
author defines five main groups of optimal inspection models: imperfect inspec-
tion models, inspection with replacement policies, inspection policies with delayed
symptoms of failure, inspection models for stand-by systems, and Bayesian models.
More general classifications divide existing maintenance models into the inspection
models for two-states systems and multi-states systems ([27]), or inspection models
for single- and multi-unit systems ([28,29]). According to [1], inspection models are
classified considering the type of maintained systems: protective devices (safety sys-
tems), or standby units, and operating devices.

In this chapter, classification proposed divides the known models into four main
groups of inspection strategies: single-unit systems, multi-unit systems, hybrid
inspection models, and models dedicated to solving other maintenance problems
(e.g., case studies). Thus, the main scheme for classification of inspection models for
technical systems is given in Figure 2.1.
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* preventive maintenance with
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* inventory policy joint optimization
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FIGURE 2.1 Inspection maintenance models for technical systems — the main classifica-
tion. (Own contribution based on Tang, T., Failure finding interval optimization for peri-
odically inspected repairable systems, PhD Thesis, University of Toronto, 2012; Beichelt, F.,
Nav. Res. Logist. Q., 28, 375-381, 1981; Cazorla, D.M. and R. Perez-Ocon, Eur. J. Oper. Res.,
190, 494-508, 2008; Boland, P.J. and E. El-Neweihi, Comput. Oper. Res., 22, 383-390, 1995.)

2.2 INSPECTION MAINTENANCE MODELING

FOR SINGLE-UNIT SYSTEMS

In this section, the author investigates a one-unit stochastically failing or deteriorat-
ing system in which only actual inspection can detect a system’s failure. Following
Figure 2.1, inspection models for two-state, single-unit systems are investigated first.

2.2.1  INSPECTION MAINTENANCE FOR TWO-STATE SYSTEMS

The first inspection model formulated by R. E. Barlow and F. Proschan [7] is called a
pure inspection model for a system and is characterized by the following assumptions:

Two-stated system’s condition (functioning and failed state)

The system’s condition is known only by inspections

Inspections are perfect in the sense that a failure will be identified at inspection
Inspections do not degrade or rejuvenate the system

System cannot fail or age during inspection performance

Inspection actions take negligible time

For the given assumptions, the expected total cost is obtained according to the formula:

CT) =Y [F [t D+ ' =0 ] dF (x) @.1)
n=0

where:
C(T,,) Long-run expected cost per unit time
¢,y Cost of first inspection action performance

¢;» Cost of second (and subsequent) inspection action performance
F(x) Probability distribution function of system/unit lifetime
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The main extensions of this pure inspection model of a system applies to perfect/
imperfect inspection process performance, assuming known/unknown system
lifetime distribution, cost/reliability optimization criteria use, or shock modeling
implementation.

One of the first extensions of the given pure inspection model applies to finite
horizon case implementation. In [30], the author analyzes a model that is based on
the selection of the best maintenance strategy for the object’s reliability state. In [31],
the author analyzes the problem of determining an optimum checking schedule over
the finite horizon with cost considerations.

In [32,33], a heuristic approach for determining the optimal inspection interval is
investigated. The authors in [33] assume that the optimal interval between inspec-
tions depends on a likelihood of malfunction, a cost of inspection, and a cost of
treatment. The developed model is examined later to analyze the relation of subjects’
judgments to the model description. Later, in [32], the author focuses on the develop-
ment of a mathematical model for determining a periodic inspection schedule in a
preventive maintenance program for a single machine.

The second, and very often investigated, extension of the basic inspection model
includes the situation when no or only partial information on a lifetime distribution of
a system is available. One of the first works that investigates this issue is given in [34].
The author in this work considers that the system lifetime distribution is unknown. To
find the optimal inspection policy parameters, the author uses the minimax inspection
strategies with respect to cost criterions. This model later is extended in [35] and [36].

Another interesting problem applies to the imperfect inspection performance
analysis. For example, in [37] the authors develop an imperfect inspection policy
for systems subject to a multiple correlated degradation process. In [38], the author
presents a problem of finding the optimum inspection procedure for a system,
whose time to failure is exponentially distributed. The problem is considered as a
continuous-time Markovian decision process with two states (before and after fail-
ure) and provides a basis for the extended model given in [35].

A work worth noting is [39], where the authors introduce an optimal inspection
policy that is based on implementation of a failure detection zone. The idea is like a
delayed time approach (see [19]) or a Fault Trees with Time Dependencies modeling
approach (see [40]). In this model, if inspection is conducted in a pre-specified time
zone, a failure will be noticed before it occurs. Otherwise, the failure will remain
undetected. The analytical algorithm for searching for the optimal inspection inter-
val is given considering cost and availability criteria.

Another interesting problem is presented in [41], where the authors propose a
model in which the ith test increases a remaining failure rate without changing the
form of the conditional lifetime distribution. The solution algorithms for finding
the best testing times are developed for two cases of uniform and exponential fail-
ure time distributions.

The problem of determination of an optimal inspection policy when inspec-
tions may be harmful to a maintained unit is continued also in [42]. The author in
this work develops a hazardous-inspection model where every performed test may
impair the tested unit. The proposed model is developed based on a Markov decision
process implementation and the emphasis is put on maximization of the expected
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lifetime of the inspected unit. A non-Markovian case is analyzed in [43]. The author
in this work develops two inspection policies: one-test and two-test. The two-stage
inspection procedure is dedicated to expensive devices and is based on perform-
ing a fallible test first and an error-free test whenever the first test reports a failure.
The models are based on the assumptions of arbitrary failure distributions, general
optimality conditions, and algorithms for reduction of the infinite horizon optimiza-
tion to two dimensions. This inspection problem is continued later in [44].

The problem of imperfect inspections with the implementation of multiple post
repair inspections and accidents during inspection is analyzed in [45]. The authors
in this model propose an inspection policy for single- and two-unit systems, where
a repairman is called immediately to repair a failed unit. The analytical solutions
are provided for various measures of reliability such as mean time to system failure,
steady-state availability, busy period of repairman for repair, and inspection per unit
time by using semi-Markov processes and regenerative point techniques.

Another interesting model is given in [46]. The author in this work considers
the problem of the optimal choice of periodic inspection intervals for a renewable
equipment without preventive replacement performance. The model is based on two
optimization criteria: minimization of maintenance costs and maximization of sys-
tem availability. The author develops an approximate method for inspection interval
calculations and proves that the obtained solutions are very close to the exact ones.

The extended inspection models with imperfect testing also are investigated
in [47-50,51]. The continuation of inspection modeling with availability constraints,
given in [51], is presented in [52]. The authors in this work analyze the instantaneous
availability of a system maintained under periodic inspection with the use of random
walk models. Two cases are analyzed: deterministic and stochastic .

Some summary and extensions of the models presented in [52] are given also
in [53]. In this work, the authors focus on periodic inspection, developing five basic
models with availability requirements. All the inspection models are based on dif-
ferent approaches to the determination of inspection times. In a later work [54], the
authors also extend the inspection models given in [51]. The main extension is based
on the assumption that periodic inspections take place at fixed time points after repair
or replacement in case of failure. The implementation of minimal repairs before
replacement or perfect repair is analyzed in [55]. The authors in this work propose a
minimal repair model with periodic inspection and constant repair time. The instan-
taneous availability of the proposed model is derived by a set of recursive formulas,
providing the introduction to optimization of system reliability characteristics.

Recently, in [56] the authors focus on the availability of a system under peri-
odic inspection with perfect repair/replacement and non-negligible downtime due
to repair/replacement for a detected failure and due to inspection. The model is
an extension of the works given in [51,54,57]. The authors in this work analyze a
calendar-based inspection policy and an age-based inspection policy.

The last group of inspection policies for two-stated, single-unit systems applies
to implementation of shock models. One of the first works focused implementation
of random shocks modeling for systems with non-self-announcing failures is given
in [85]. The authors in this work consider a periodic inspection model for a system
with randomly occurring shocks that follows a Poisson process and cumulatively
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damages the system. This model is investigated and extended later in [59,60].
The new inspection policy considers random shock magnitudes and times between
shock arrivals and focuses on optimization of availability criterion.

Another extension of the model presented in [58] is given in [61]. The authors in
this work incorporate a more general deterioration process that includes both shock
degradation and graceful degradation (continuous accumulation of damage). With
the use of regenerative arguments and considering a constant rate of graceful deg-
radation occurrence, an expression for the limiting average availability is derived.

The maintenance models for systems with two failure modes—type I failure rela-
tive to non-maintainable failure mode, and type II failure relative to periodically
maintainable failure mode—are developed in [62—65].

In 2006, a model with three types of inspections is introduced in [66]. In this
article, the authors assume that a system can fail because of three competing failure
types: I, II, and III. Partial inspections detect type I failures without error. Failures
of type II can be detected by imperfect inspections. Type III failures are detectable
only by perfect inspections. If the system is found to have failed in an inspection, a
perfect repair is made.

The summary of the main known models published in the recent literature is
presented in Table 2.1. The author considers a few main criteria for summarizing
this review:

e The problem category (the main model characteristic that distinguishes it)
¢ Planning horizon (investigating infinite or finite case)

e Assumption about the quality of performed inspections in a maintained system
e Type of introduced failure modes (for shock modeling)

* Used optimality criterion (cost or reliability constraints)

* Modeling method that is used in order to optimize the inspection policy

e Model’s reference with the year of its publication

2.2.2  INSPECTION MAINTENANCE FOR MULTI-STATE SYSTEMS

In some systems, such as critical infrastructure where the safety issues are very
important, reliability analysis carried out in relation to two-state technical objects
usually is insufficient (see [19] for a review). The solution to this problem is to con-
sider a technical object in terms of a minimum of three reliability states, where a
third state is the state of partial failure.

The known inspection models for multi-state deteriorating single unit systems
may be classified to the two main groups: models for systems with perfect/imperfect
inspection and models for systems subjected to shocks. Following are the main
directions of research done in these model groups.

One of the first developed inspection models for multi-state units is given in [79].
In this work, the author presents a Markovian model, which is focused on proper
scheduling of inspections and preventive repairs considering minimization of the
total expected cost per time unit. The main assumptions include performance of peri-
odic inspections, implementation of perfect repair and inspection actions, and ran-
dom holding times of systems.
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Another implementation of Markovian modeling in multi-state, single-unit sys-
tems maintenance problems are given in [80]. The authors in this work use non-
homogeneous Markovian techniques to model systems with tolerable down times.

The issues of partially observable process are examined also in [81]. The author
in this paper presents a model of a system that deteriorates according to a discrete-
time Markov processes and its operation and repair costs increase with system
deterioration state number. He proposes a monotonic four-region policy with cost
considerations, where the decision process adopts a countable state space and a finite
action space. The continuation of this problem is given in [82], where the authors
propose a semi-Markov decision algorithm operating on the class of control-limit
rules. This problem is extended later in [83], where the authors allow for delayed
replacement performance and investigate the discounted cost structure.

The semi-Markov processes are applied in [84]. The author in this work develops
a maintenance model for systems with five states that constitute all possible cycles,
which begin with inspections. The solution is based on reliability characteristics
assessment (asymptotic availability, reliability function).

Moreover, the maintenance inspection issues of production multi-state systems
and processes are analyzed in [85-88].

The second investigated problem regards to shock modeling. One of the first works
that considers inspection policies for multi-state, single-unit systems with shock
modeling is given in [89]. The given model is extended later in work [90], where
the author determines an optimal inspection policy for a system with deterioration
process assumed to be an increasing pure jump Markov process. Later, in work [91]
the authors develop an optimal inspection-replacement policy for an item subject to
cumulative damage. In this model, a unit fails depending on the accumulated damage
caused by gradual damage. The authors calculate the optimal damage limit according
to the long-run expected cost rate criterion using the renewal reward theory.

The problem of imperfect inspections and imperfect repairs is investigated in [92].
A model considers a system submitted to external and internal failures whose dete-
rioration level is known by means of inspections. Moreover, the authors assume the
performance of two types of repairs—minimal and perfect—depending on the dete-
rioration level and following a different phase-type distribution. The solutions are
based on implementation of a generalized Markov process and the use of a phase-
type renewal process as a special case.

Another extension of [89] is given in [93], where the authors propose a state-
dependent maintenance policy for a multi-state continuous-time Markovian dete-
riorating system subject to aging and fatal shocks. The model incorporates the
assumptions of state-dependent cost structure, imperfect repair, and perfect inspec-
tions, and is based on implementation of periodic inspections.

The availability of periodically inspected systems subjected to shocks is analyzed
in [94]. In this model, the authors analyze a system whose deterioration process is
modulated by a continuous-time Markov chain and additional damage is induced by
a Poisson shock process.

The summary of the main known models published in the recent literature is
presented in Table 2.2. The author applies the same classification criteria as in
Section 2.2.1.
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2.3 INSPECTION MAINTENANCE MODELING
FOR MULTI-UNIT SYSTEMS

The general classification of the main investigated inspection policies for multi-
component systems considers the type of hidden failures. According to [39], there
are two types of hidden failures:

* Type I: protective devices or standby unit. The function of these devices is
to protect the main system in case of failures.

e Type II: operating devices. They are operating systems, and their failure
will cause direct loss.

At the beginning models are investigated for protective devices and standby units.

2.3.1 INSPECTION MAINTENANCE FOR STANDBY SYSTEMS

The standby units are characteristic for many engineering systems. Spare compo-
nents, or systems, that are not in continuous operation are the examples of this sort
of unit [129]. The main function of the spare unit is to replace the component in
use when the latter fails so that the system is restored to operating condition as
soon as possible. However, the standby units also deteriorate and fail with its fail-
ures remaining undiscovered until the next attempt to use them, unless some test or
inspection is carried out (unrevealed failures).

Many inspection models dedicated to the inspection of standby systems were
developed in the 1970s and 1980s. For example, a two-unit repairable system is ana-
lyzed in [95]. In this work, the first unit is operative and the other is in cold standby.
The author in this work considers two types of failure situations: (1) a failure of an
active element is detected instantaneously but a failure of a standby unit is revealed
at inspection epochs only and (2) a failure of both the active and the standby units
is revealed at the time of an inspection only. The extension of this model is pre-
sented also in [96], where the authors discuss a two-unit cold standby redundant
system with repair, inspection, and preventive maintenance. The model is based on
the assumption of arbitrary distributions of failure time, inspection time, repair, and
preventive repair times.

The reliability analysis of a two-unit cold standby system with the consideration
of single repair facility performance is given in [97]. In this work [97], the authors
assume that a single repair facility facilitates inspection, replacement, preparation,
and repair. Moreover, failure, delivery, replacement, and inspection times have expo-
nential distributions, whereas all other time distributions are general.

A similar problem is analyzed in [98], where the authors investigate a two-unit
warm standby system with minor (internal) and major (external) repair. Another
extension of these works applies to the analysis of two non-identical units. Using the
regenerative point technique, various pointwise and steady-state reliability charac-
teristics of system effectiveness are obtained.

Later, a warm standby n-system with operational and repair times following
phase-type distributions is considered in [99]. The analyzed system is governed by
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a level-dependent quasi-birth-and-death process and the general Markov model is
provided. The main reliability characteristics that are calculated include availability
and rate of occurrence of failures.

Another extension of the inspection model developed in [97] is given in [100].
In this work, the authors consider a reliability model for a two-unit cold standby
system with a single server. In the work, various reliability measures of system
effectiveness are obtained by using a semi-Markov process and a regenerative point
technique. Later, this model is extended in [101], where the authors investigate two
non-identical units, where the first unit goes for repair, inspection, and post repair
(when needed), whereas the second unit is as good as new after repair. The priority
in operation is given to the first unit (lower running costs), while the priority in repair
is given to the second unit (less time consuming). The model also is based on various
calculations of reliability characteristics with the use of regenerative point technique
and Monte Carlo simulation.

Moreover, the extension of [100] is given in [102]. The authors in this work study
two dissimilar (automatic and manual) cold standby systems. An inspection policy is
introduced for an automatic machine to detect this kind of a failure. The model solu-
tion is based on the estimation of various measures of reliability and profit incurred
to the system using a semi-Markov process and a regenerative point technique.

The problem of time-dependent unavailability of periodically tested aging com-
ponents under various testing and repair policies is analyzed in [103,104].

The investigation of maintenance for multi-component systems, which may be
either in operating condition or in the standby mode is presented in [70]. The authors
in this work define an inspection policy along with a preventive maintenance (PM)
procedure and imperfect testing for a series system. The cost optimization is per-
formed based on the renewal theory use.

The shock model implementation is considered in [105]. The authors in this work
consider a parallel redundant system consisting of n components. Considering the
assumption that the arrival rate of shocks and the failure probabilities of compo-
nents may depend on an external Markovian environment, the authors propose
several state-dependent maintenance policies based on system availability and cost
functions.

The components failure interaction is considered in [106]. The authors in this
work investigate a two-component cold standby system under periodic inspections.
They assume that a failure of one component can modify the failure probability of a
component still operating with a constant probability and obtain the system reliabil-
ity function for the case of staggered inspections. The failure interaction scheme is
like the shock model used in studies of common cause failures (known as a f-Factor
model).

The continuation of research studies about testing policies for two-unit parallel
standby systems without identical components is presented in [107]. The authors in
this work propose an optimal testing policy for a system under the criteria of avail-
ability and maintenance costs. The analytical solution is provided in the context of
recognition of common cause failure.

Moreover, the comparison of various inspection models for redundant systems is
given in [108]. In this work, the authors provide the comparison of four models of
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two- and three-component systems using discrete Markov chains. The first model
applies to active redundancy without component repair, the second model includes
active redundancy with component repair, the third and fourth models analyze
standby redundancy without and with component repair.

2.3.2  INSPECTION MAINTENANCE FOR OPERATING SYSTEMS

Inspection models for multi-unit operating systems include two main groups of research
works: test procedure searching models and optimal inspection models. The first group
of models is focused on the development of the best maintenance scheduling order,
answering the question: In what order the components should be tested to satisfy the
time requirements? The second group of inspection models focuses on optimal main-
tenance policy searching considering cost and/or reliability criteria.

One of the first research works on optimum test procedure models is given in [109].
The author in this work focuses on searching for test procedures that maximize the
probability of locating a failed component within the given time. The solution is pro-
vided using renewal theory and dynamic programming. Later, the authors in [110]
study the problem of scheduling activities of several types under time constraints.
The developed model is focused on finding an optimal schedule that specifies the
periods to execute each of the activity types to minimize the long-run average cost
per period. The discrete time maintenance problem of » machines is solved for finite
and infinite time horizon cases.

The implementation of an imperfect inspection case into a maintenance man-
agement model is presented in [111]. The authors in this work analyze a two-stage
inspection process that considers detection and sizing activities. The purpose of this
study is to develop a method that simulates deterioration, inspection, repair, and
failure of structures over time using Markov matrices.

Another inspection model that includes an imperfect inspection problem is given
in [112]. The authors present a model for determining optimal inspection plans for
critical multi-characteristic components. The inspection is performed in stages by
inspectors who may make mistakes—errors of false acceptance and false rejection
occurrence possibility. This problem is continued later in [113] and the extension of
this model is given in [114]. The model is focused on finding the optimal number of
inspections necessary to minimize the total cost per accepted component.

The issues of imperfect inspections performance are analyzed in [115,116].
In [116], the authors investigate an imperfect inspection model focused on processes
of testing and estimation of model parameters. The probability of failure detection is
a constant variable and the solution is based on a Markov chain and use of simulation
modeling. In [115], the authors develop a maintenance policy for pipelines subjected
to corrosion, including predictive degradation modeling, time-dependent reliability
assessment, inspection uncertainty, and expected cost optimization. The solution is
obtained with the use of Bayesian modeling. The influence of the type I and type 11
inspection errors on maintenance costs is investigated in [117].

The second group of models applies to the problem of optimization of inspec-
tion policy parameters. In this area, one of the preliminary models is given in [118].
The author in this work develops an optimal inspection and replacement model
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for a coherent system with components having exponential life-time distributions.
The solution is based on the implementation of a semi-Markov decision process
framework.

One of the extensions of this model is presented in [119], where the author develops
an optimal inspection strategy under two optimality criteria: the long-run average net
income and the total expected discounted net income. The author considers a multi-
unit machine in a series-reliability structure, if along the inspection process only one
unit can be tested. This problem later is investigated in [120], where the author gives
an example to demonstrate that the previously presented characterization of the opti-
mal inspection policy for series systems is not correct in the discounted case.

Another extension of the optimal inspection model given in [118] applies to the
investigation of reliability characteristics. For example, in [121] the author presents
an analytical method that gives upper and lower bounds for the reliability in a case of
systems subject to inspections at Poisson random times. This model later is extended
in [122] by providing the exact expression of the reliability function, its Laplace
transform, and the Mean Time To Failure (MTTF) of the system.

Later, perfect and minimal repair policies in a reliability model are considered
in [123]. The author in this work considers two-unit systems with stochastic depen-
dence and two types of failures (soft and hard failures), providing analytical reliabil-
ity and cost models. The practical application is based on the optimization of steam
turbine system maintenance.

The issues of structural reliability are considered in [124], where the authors ana-
lyze the optimal time interval for inspection and maintenance of offshore structures.
The structural reliability is expressed here by means of closed-form mathematical
formulas that are incorporated into the cost-benefit analysis.

Moreover, in the literature inspection maintenance policies for multi-state sys-
tems can be found. For example, in [125] the authors focus on a periodic inspection
maintenance model for a system with several multi-state components over a finite
time horizon. The degradation process of the components is modeled by the non-
homogeneous continuous-time Markov chain, and the particle swarm optimization
is used to optimize the maintenance threshold and inspection intervals under cost
constraints. Later, in [126] an optimization model of an inspection-based PM policy
is developed for three-state mechanical components subject to competing failure
modes, which integrates continuous degradation and discrete shock effects. Periodic
inspection of series systems with revealed and unrevealed failures is considered
in [127]. This model extends the one given in [118] by introducing the probability of
failure revealing. The simple maintenance model for n independent components in
series is based on renewal theory.

Series-parallel systems are considered in [128]. The authors propose a general
preventive maintenance model used to optimize the maintenance cost. The model is
developed using a simulation approach and a parallel simulation algorithm for avail-
ability analysis. A special ratio-criterion is based on a Birnbaum importance factor.
The optimization is performed using a genetic algorithm technique.

The summary of the main known models published in the recent literature is
presented in Table 2.3. The author considers the same classification criteria as in the
previous sections.
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2.4 HYBRID INSPECTION MODELS

In the investigation of hybrid inspection models, two main groups of models can be
defined:

* Risk-based inspection models (RBI)
* Inspection models with preventive maintenance policy implementation

The first group of models focuses on “designing and optimization of an inspection
scheme based on the performance of a risk assessment progress using historical
database, analytical methods, experience and engineering judgment” [134]. In this
approach, risk assessment is used as a valuable tool to assign priorities among inspec-
tion and maintenance activities by analyzing the likelihood of failure and its conse-
quences [135,136]. This approach is predominantly used in the oil and gas industries
(see [134,136—139]), but some implementations also may be found for marine sys-
tems (see [135]), nuclear power plants (see [140—-142]), or railway systems (see [143]).
A basic overview on RBI is given in [6].

The second group of the maintenance models is based on different types of prob-
lem investigations. For example, in the literature maintenance models can be found
that are based on the implementation of maintenance-free operating periods in the
development of inspection policy (see [73]). The maintenance model as a mixture
of a standard age replacement policy (ARP) and a maintenance procedure for unre-
vealed failures is given in [70]. The maintenance policy for a unit as inspected and
maintained preventively at periodic intervals is given in [144]. The author in this
work develops two maintenance models as an extension of the well-known ARP and
an inspection model with constant checking time.

The introduction of an inspection-repair-replacement (IRR) policy is given
in [71,72]. In these works, the authors assume that a system is inspected at pre-
assigned times to distinguish between the up and down states. If the system is
identified as being in the down state during the inspection, then a repair action (per-
fect repair according to [71] or minimal repair (according to [72]) will be taken.
Moreover, periodic preventive replacement is performed. The focus is to determine
an optimal IRR policy so that the availability of the system is high enough at any
time considering the minimization of cost criterion. The models are based on the
renewal reward process use.

Simple and hybrid inspection policies focused on guaranteeing a high level of
availability are investigated in [175]. First, the simple periodical inspection is ana-
lyzed. To overcome its weaknesses and consider the information about remaining
life of a system, the quantile-based inspections are introduced. This inspection pol-
icy is valid for increasing failure rate of the system. Later, a hybrid inspection policy
is developed that considers performance of maintenance actions (periodic inspec-
tions or quantile-based inspections) according to the type of lifetime distributions:
increasing failure rate or decreasing failure rate. Analytical solutions and numerical
examples are provided for the limiting average availability and the long-run inspec-
tion rate assumptions.
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A randomly failing single unit system whose failures may be self-announcing or
not self-announcing is considered later in [78]. The authors in this work consider
a randomly failing single unit system that is submitted to inspection when its age
reaches T, units of time. The model includes imperfect inspection and preventive
replacement performance. The proposed model is based on the implementation of
the basic strategy of an ARP for the case of self-announcing failures. The objective
is to determine the inspection and preventive maintenance interval that maximizes
the stationary availability of the system.

The hybrid inspection models are developed for maintenance of multi-unit sys-
tems. The block inspection and replacement policy is presented in [106], where the
authors introduce a periodical inspection for a two-unit parallel system. This model
considers the detection capacity of inspections (perfect/imperfect), minimal repairs,
and failure interactions to consider dependence between subsystems.

An interesting model is developed in [146], where the authors continue investiga-
tion of issues analyzed in [106] and [147]. The authors consider a multi-unit system
composed of identical units having periodic imperfect PM and periodic inspection
carried out every T, time units. During the performance of inspection actions, units
are checked to ascertain whether they are working or not. Failed units are replaced
by new ones at inspection time. Assuming negligible PM times, the authors estimate
an average cost per unit time function.

Another interesting problem is presented in [148], where the authors consider
periodic and opportunistic inspections of a system with hard-type and soft-type
components. Failures of soft-type components can be detected only at inspections.
Thus, a system can operate with a soft failure, but its performance may be reduced.
The hard-type component failures are self-announcing and create an opportunity
for additional inspection (opportunistic inspection) of all soft-type components.
Moreover, the system also is inspected periodically. Based on this assumption, the
two optimization models are discussed using the simulation modeling approach and
cost criteria. This problem also is continued in [149].

The problem of opportunistic inspection performance is considered in [150].
The authors in this work investigate an n,-out-of-n system with hidden failures and
under periodic inspection. The developed model is based on the assumption that
every system failure presents an additional opportunity for inspection. The objec-
tive is to find the optimal periodic inspection policy and the optimal maintenance
action at each inspection for the entire system. Moreover, three types of maintenance
are considered: minimal repair, preventive replacement, and corrective replace-
ment. The inspection maintenance model is based on implementation of a genetic
algorithm and on cost criteria. The extensions of this model is presented in [151],
where the authors focus on an n,-out-of-n system with components whose failures
follow a Non-Homogeneous Poisson Process (NHPP). This model does not optimize
the maintenance action, which is based on the components state (age dependent).
However, the model considers an inventory policy that focuses on supporting the
inspection policy to ensure the required spares when necessary (at inspection times).
The modeling approach is based on development of the simulation model.
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2.5 OTHER INSPECTION MAINTENANCE MODELS

When analyzing and reviewing the literature on inspection maintenance, other
issues (not mentioned in the previous subsections) also are noticeable. To the most
commonly investigated issues we may include:

* Production planning and quality control (see [152—155])

e Cumulative damage modeling (see [156,157])

» Joint optimization of inventory policy with inspection maintenance model-
ing (see [158,159])

e Safety and reliability in maintenance (see [6,160—165])

Some examples of case studies can be found on optimization of inspection schedules
for different systems. For example, in the literature optimization of inspection policy
can be found for railway carriers (see [166]), nuclear power plants (see [161,167,168]),
tunnel lighting systems (see [169]), a scale that weighs products in the final stage of
the manufacturing process (see [170,171]), sewing machines (see [172]), or wooden
poles structures (see [173]). Other inspection problems that are investigated apply
to optimization of the periodic inspection of aircraft (see [130]), maintenance of
transport systems with a subjective estimation approach (see [174]), investigations of
system reliability structure (see [175]), inspection frequency of safety-related control
systems of machinery (see [132,176]), optimization of inspection and maintenance
decisions for infrastructure facilities (see [74]), inspection issues of hydraulic com-
ponents (see [133]), safety-related control systems (see [132]), or multi-stage inspec-
tion problems (see [131]). Simulation modeling is investigated in [177].

A widely investigated inspection of production process/systems and the main-
tenance issues is worth noting. Research in this area focuses mostly on computer-
aidedilnspection planning systems (see [178] for state of the art) or maintenance and
inspection models for production inventory systems (see [179—183]). In this research
area, authors are interested in development of inspection policies for systems in stor-
age to provide high reliability (see [184—189]).

2.6  CONCLUSIONS AND DIRECTIONS FOR FURTHER RESEARCH

In this chapter, the author provides a literature review on the most commonly
used optimal inspection maintenance models. The literature was selected using
Google Scholar as a search engine and ScienceDirect, JStor, SpringerLink, and
SAGEJournals. The author primarily searched the relevant literature based on
keywords, abstracts, and titles. Moreover, also articles were searched for relevant
references. The following main terms and/or a combination of them were used for
searching the literature: inspection maintenance, inspection model, and inspection
maintenance optimization.

The selection methodology was based on searching for the defined keywords,
and later choosing the models that satisfy the main reviewing criteria. For example,
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FIGURE 2.2 Models distribution in relation to the period of their publication.

when searching for the keyword “inspection maintenance” in Google search, there
were about 260 million hits. In the ScienceDirect database, this keyword had about
98,500 hits. Comparing the obtained search results to the main required criteria
such as periodic inspection, maintenance optimization, and technical system, 122
inspection models published from 1962 to 2016 (see Figure 2.2) were the focus of
this chapter.

Due to the plethora of available publications on inspection maintenance, there
was no possibility to present all the known models from this research area. The most
investigated ones that are not included in this chapter apply to:

e Sequential inspection maintenance modeling (see [17,23,57])
* Condition-based maintenance with inspection modeling issues (see [190])
e Delay-time modeling (see [19])

This literature overview lets the author draw the following main conclusions:

e The most commonly used mathematical methods applied for analysis of
inspection maintenance scheduling problems include applied probability
theory, renewal theory, Markov decision theory, and Genetic Algorithms
(GA) technique. However, there are a lot of inspection maintenance
problems that are too complex (e.g., shocks modeling and information
uncertainty) to be solved in an analytical way. Thus, in practice, simulation
processes and Bayesian approaches can be used widely.

*  Most research on periodic inspections for hidden failures assumes that the
times for inspection are negligible. However, in some cases the inspection
time cannot be ignored due to its influence on system reliability characteris-
tics. Thus, the optimal inspection policy is not obtained using this assumption.

* Many inspection maintenance models are based on simplified assumptions
of infinite planning horizon, the steady-state conditions, perfect repair pol-
icy, available spare parts, and so on. These assumptions often are not valid
for performance of real-life systems.
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Due to the complexity of models developed for inspection maintenance,
in many cases there are problems with optimal computation of checking
procedures. Thus, in such situations, the nearly optimal methods or algo-
rithms should be implemented. Such algorithms usually are developed for
the single-unit case.

The widely known inspection maintenance models focus on performance
of the inspection action that only gives the information about the state of the
tested system (up state or down state). There are no models developed that
give additional information about the signals of forthcoming failures (some
defects occurrence); thus, this type of maintenance models is not enough for
systems in which such symptoms may be diagnosed.
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3.1 INTRODUCTION

Most engineering systems experience the aging phenomena during their life cycle.
The operating conditions and external stresses further expedite the aging process of
these systems. The aging process reflects the propagation of the failure mechanism,
which ultimately results in a decline of product performances and finally product
failure. To reduce the downtime and ensure safe operations, it is desirable to identify
the product’s lifetime and reliability measure accurately so that appropriate main-
tenance policies can be executed. Therefore, the knowledge of product deteriora-
tion characteristics and fundamental root causes is a great source of information
to assess the product performance and reliability using the degradation modeling
(Limon et al. 2017a; Shahraki et al. 2017). In degradation modeling, a predefined
threshold value is considered to identify the time-to-failure. Further, the degradation

79
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approach provides more accurate reliability estimates compared to the traditional
failure time approaches.

In traditional deterministic models, system behavior is defined by a set of equa-
tions that can describe with certainty how the system performance will evolve over
the period of time. However, in a reality, there exists variation or uncertainty in sys-
tem performance that causes probabilistic behavior of the system. This situation led
to the increasing importance of the stochastic processes for modeling the probabilis-
tic degradation behavior of the engineering systems. A stochastic process is defined
by a collection of random variables that are associated with a set of numbers that
represent the random changes of a system over time. It can be divided into two broad
categories: discrete and continuous state stochastic process.

The continuous state stochastic processes, mostly the members of the Levy fam-
ily, such as the Wiener process, Gamma process, and Inverse Gaussian process are
being successfully used in modeling degradation processes of the system (Ye et al.
2013; Limon et al. 2017b; Limon et al. 2018). These processes have the independent
increment referred to as a Markov property that is very applicable to many engi-
neering degradation phenomena. Further, time-to-failure’s explicit expression by the
first passage of time concept provides clear advantages of continuous stochastic pro-
cesses in degradation modeling for reliability assessment.

On the other hand, the discrete state stochastic processes are used to model the
degradation process where the overall status of the degradation process can be
divided into a finite number of discrete levels ranging from perfect functioning to
complete failure. Each state can correspond to a certain level of performance of
a system under operation. The discrete state stochastic processes are used in deg-
radation modeling because of the simplicity associated with dealing with only a
limited number of states and their practical applications in degradation modeling
(Moghaddass and Zuo 2014; Shahraki and Yadav 2018). The change of the system
state may happen at the discrete or continuous time that leads to different models.
Moreover, in some applications that the system’s history and age may influence the
future state of the system, the aging Markovian and semi-Markov processes are used
as an extension of Markov processes.

The remainder of this chapter is organized as follows. Section 3.2 presents the
different types of continuous state stochastic processes, degradation modeling with
those processes, and selection of appropriate stochastic process. Section 3.3 describes
the discrete state stochastic processes with case examples. Finally, Section 3.4 sum-
marizes the application of stochastic processes in degradation modeling to evaluate
the system reliability.

3.2 CONTINUOUS STATE STOCHASTIC PROCESSES

The continuous state stochastic process represents the continuity of the system
changes as a function of time and implies a well-behaved sample path property to
further analysis. The commonly used continuous state stochastic processes are mem-
bers of the Levy processes such as the Wiener process, Gamma process, and Inverse
Gaussian process. The fundamental idea of using the Levy processes in degradation
modeling is based on the assumption that every degradation process is a cuamulative
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result of the small and independent degradation increments. Besides capturing the
temporal variation of the degradation processes, these members of the Levy pro-
cesses also have well-established mathematical properties useful for explaining the
degradation behavior. Further, the members of the Levy processes also have a strong
Markov property with the following mathematical expression:

Pr(X, 1 X, Xy Xy, X,)=Pr(X,1X,.)

This implies that the next degradation increment is only dependent on the cur-
rent state of the degradation and independent of the past degradation increments.
This property is also intuitive and practical for many deterioration processes.
The following sections provide the details of each stochastic processes for degrada-
tion modeling.

3.2.1  WIieNER PROCESS

The basic Wiener process can be expressed as:
Y(t)=uA(r)+oB(A(r)) 3.0

Here B(.) is the standard Brownian motion, ¢ and o represents the drift and volatility
parameter respectively, A(.) indicates the timescale function, and Y(?) is the charac-
teristic indicator that represents the system behavior. Suppose, a random variable
Y(#) follows the Wiener stochastic process, then it has the following mathematical
properties:

1.y (0) =0

2. y(1) follows a normal distribution with N ~ (11 A(t),5*A(2))

3. y(¢) has an independent increment for every time interval Af (At =t; —t;_)

4. The independent increment Ay (t) = y; — y;_1 follows the normal distribution
N ~ (u AA(t),O'ZAA(t)) with probability density function (PDF):

7[Ay—;4 AA(t)]z
f 1 262 AA(r)
(1 =—F¢
M0 6 ardA(r)

The Wiener process is known also as the standard Brownian motion that is the random
movement of particles suspended in a fluid environment resulting from their collision.
This random movement of small particles is very analogous to the random incre-
ment of the deterioration path. Besides, the Wiener process has many other attractive
properties that are well suited to model the degradation behavior. For example, the
degradation process can be viewed as an integration of small environmental effects in
a cumulative form. The increment process of these small effects can be approximated
by a normal distribution according to the central limit theorem. The environmen-
tal effects such as temperature, shocks, and humidity are most often independent,

(3.2)
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and resulting degradation are also independent in the time interval. Considering this
aspect, the Wiener process is a good versatile model to describe many degradation
phenomena. In a Wiener process, the drift parameter [ represents the degradation
rate and timescale function A(.) captures the nonlinearity in the degradation process.

The manufacturer often uses the accelerated degradation test (ADT) to quickly
analyze the reliability matrices during the product design stages. In ADT, to expedite
the degradation process, product samples are subjected to higher stress levels than
the normal operating conditions. The effect of stress on product degradation as well
as the lifetime can be explained by several existing physics or empirical-based reac-
tion rate models. For example, the temperature or any thermal effect on a product
deterioration can be captured easily by the Arrhenius model. Following are several
other well-established reaction rate models where d(s) represents the rate of deg-
radation at stress level s, and @, and a, are the constant coefficients that depend on
material or product types (Nelson 2004):

a

d(s)=ae T ; Arrhenius model(s=T)
=aV®; Powerlaw model(s=V) (3.3)
=ae®; Exponential model (s =W)

Since the magnitude of stress measurement units may differ significantly in the
multi-stress scenario, it is important to use standardized transform stresses to disre-
gard the influence of stress measurement units. The transformed stress level is given
as (Park and Yum 1997):

_ S-S,
So—1/Sy

_ log(S,;)—log(Sé)
log(S,'w)—log(S{)) '

« for Arrhenius model

for Power law model (3.4)

S-S,
Sy =50

for Exponential law model

where S., S;, and Sy represent the operational, applied accelerated, and maximum
stress level in their original form, whereas S represents corresponding transformed
stress. It is considered the multiple stress degradation test with possible interaction
effect between stresses. The nonlinear behavior of the degradation is described by
the power law function (A(t):t", cisa constant). Considering both the Wiener
parameter is stress dependent, the log-likelihood function can be written as:

" 1 N RPN
10 R Gl G|

2( ,c c
i=1 j=1 k=1 20 (tijk—t(ifl)ik)

3.5)
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The maximum likelihood estimation (MLE) method can be applied to estimate
the model parameter of the previous function. The time to failure according
to the Wiener process is defined when the first passage of time reaches the
threshold degradation D and it follows the inverse Gaussian (IG) distribution
with the PDF:

b j% e{%} (3.6)

Ji6. (am = [2%}73

Here, a and b are the /G distribution parameters. The mean time to failure than can
be written as:

1
D_)’OZ
w = 3.7
g {u(s)} (3.7)

The reliability function can be approximated with:

R(t)~® D=yo—u(s)t

(3.8)
o’ ()

3.2.2 GAMMA Process

The gamma process represents the degradation behavior in a form of cumulative
damage where the deterioration occurs gradually over the period of time. Assuming
a random variable Y(f) represents the deterioration, then the gamma process that
is a continuous-time stochastic process has the following mathematical properties
(O’Connor 2012):

1. y(0)=0

2. y(¢t) follow a gamma distribution with Ga ~ (at, B)

3. y(¢) has an independent increment in a time interval At (At =t¢;, —t;_;)

4. The independent increment Ay(¢) = y; — y;_; also follows the gamma distri-
bution Ga ~ (aAt, §) with PDF:

c c
a(t; =tiy)

P A0 3.9
Faor T(a(tf 1)) Y >

where o >0 and S > 0 represent the gamma shape and scale parameters, respectively,
¢ is a nonlinearity parameter, and I'(.) is a gamma function with T'(a) = ["x“"'e”dx.
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Now, considering the accelerated test and both gamma parameter dependent on stresses
with interaction effect, the log-likelihood function can be written as:

m a(s)] (w -t I)ka [a(:)(,jk t(‘ l)jk)—l] avB(s)

L®) HHH r o) (15 =t | o ‘ (3.10)

i=1 j=1 k=l

The MLE method with advanced optimization software can be used to solve this
complex equation. Now assuming that a failure occurs while the degradation path
reaches the threshold D, then the time to failure £ is defined as the time when the
degradation path crosses the threshold D and the reliability function at time ¢ will be:

R(t)=P(t<1p)=1- 2" D)

where D; = (D—y,)p and y, is the initial degradation value. The cumulative distribu-
tion function (CDF) of ¢ is given as:

3.11)

=7 (3.12)

Because of the gamma function, the evaluation of the CDF becomes mathematically
intractable. To deal with this issue, Park and Padgett (2005) proposed an approxi-
mation of time-to-failure £ with a Birnbaum-Saunders (BS) distribution having the

following CDF:
Fs (1 [ (\/7 —\/7]] (3.13)

where a = 1/ (wp) and b = wj/a. Considering BS approximation, the expected failure
time can be estimated as:

1

&g _(“’ﬁ o ) (3.14)

a 2o

3.2.3 INVERSE GAUSSIAN PROCESS

Consider a system’s behavior is represented by the IG process. If Y(7) indicates the
system’s performance characteristic at time ¢, then the IG process has the following
properties (Wang and Xu 2010):
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1. y(0) = 0 with probability one

2. y(¢) has an independent increment in each time interval At (At =t; —t;_;)

3. The independent increment Ay(t)=y; —y;; follows the IG distribution
IG ~ ( UAA@D), AAA()? ) with PDF:

) \1/2 [_Z(Ay‘”‘(’))z}
:[)LA(t) ] S

27Ay’

f(AnyAA(t), AAA(Y) (3.15)

Here ¢ and A denote the mean and scale parameter and A (f) represents the shape
function. The mean of Y(7) is defined by uA(f) and the variance is @?A(?)/A. The shape
function is nonlinear, and a power law is chosen in this work to represent the nonsta-
tionary process (A (7) = 1°). By the properties of the IG process and Equation 3.15, the
likelihood function of the degradation increment can be given as:

c c 2
. 2 (Ay"fk —Hik (’fjk*’u'k))
e VB g P i)
T /Ly'k(fzyk fz:fk) v 203 Avije

L(0) =HHH o © (3.16)

Suppose Y () is a monotonic degradation process and the lifetime &, is defined by
the first passage of time where degradation reaches the threshold value D. If the ini-
tial degradation is indicated by y,, then y(r)—y, follows the /G distribution. Therefore,
the CDF of £, can be written as:

27t¢

e e P S

(3.17)

where @ (.) is the CDF of the standard normal distribution. However, when uA(z) and
t are large, Y(¢) can be approximated by the normal distribution with mean uA(f) and
variance *A(f)/A. Therefore, the CDF of &, also can be approximated by the follow-
ing equation (Ye and Chen 2014):

F (&6 1Dt 2)?) =®[W] (3.18)

)t /A

And the approximated mean lifetime expression is:

/¢
Eic = [DJ (3.19)
i}
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3.2.4 Case ExampLE: DEGRADATION ANALYSIS WITH A CONTINUOUS
STATE STOCHASTIC PROCESS

To demonstrate the proposed method, light emitting diodes (LEDs) are taken as a
case study example. Recently, LEDs have become very popular due to their very
low energy consumption, low costs, and long life (Narendran and Gu 2005). As
a solid-state lighting source, the use of LEDs is increasing in many sectors such
as communications, medical services, backlighting, sign-post, and general lighting
purposes. LEDs produce illumination and unlike the traditional lamp light instead
of catastrophic failure, the output light of LEDs is usually degraded over the useful
time and experiences soft failure modes. Therefore, it is reasonable to consider the
light intensity of LEDs as a degradation of performance characteristics in this study.

The experiment data on degradation of LEDs are taken from the literature
(Chaluvadi 2008). Table 3.1 provides the details of experimental set up of the LED

TABLE 3.1
Accelerated Degradation Test Dataset of LEDs
Stress Level Degradation Measurement (lux)
Sample/time (hrs) 0 50 100 150 200 250
1 1 0.866 0.787 0.76 0.716 0.68
2 1 0.821 0.714 0.654 0.617 0.58
3 1 0.827 0.703 0.64 0.613 0.593
4 1 0.798 0.683 0.623 0.6 0.59
5 1 0.751 0.667 0.628 0.59 0.54
6 1 0.837 0.74 0.674 0.63 0.613
40 mA 7 1 0.73 0.65 0.607 0.583 0.58
8 1 0.862 0.676 0.627 0.6 0.597
9 1 0.812 0.65 0.606 0.593 0.573
10 1 0.668 0.633 0.593 0.573 0.565
11 1 0.661 0.642 0.594 0.58 0.553
12 1 0.765 0.617 0.613 0.597 0.56
1 1 0.951 0.86 0.776 0.7 0.667
2 1 0.933 0.871 0.797 0.743 0.73
3 1 0.983 0.924 0.89 0.843 0.83
4 1 0.966 0.882 0.851 0.814 0.786
5 1 0.958 0.89 0.84 0.81 0.8
6 1 0.94 0.824 0.774 0.717 0.706
35 mA 7 1 0.882 0.787 0.75 0.7 0.693
8 1 0.867 0.78 0.733 0.687 0.673
9 1 0.89 0.8 0.763 0.723 0.713
10 1 0.962 0.865 0.814 0.745 0.742
11 1 0.975 0.845 0.81 0.75 0.741
12 1 0.924 0.854 0.8 0.733 0.715

Source: Chaluvadi, V.N.H., Accelerated life testing of electronic revenue meters, PhD dissertation,
Clemson University, Clemson, SC, 2008.




Application of Stochastic Processes in Degradation Modeling 87

Oma 020

o
w

4

Relative light intensity
S
#
Relative light intensity
&

(24
w0

/

o
o
o

o
o

0.5 < pe = 0.65
0 50 100 150 200 250 o 50 100 150 200 2%
Time (hours) Time (hours)
FIGURE 3.1 LED degradation data at a different stress level.

and degradation data from the test. Two different combinations of constant acceler-
ated stresses were used to accelerate the lumen degradation of LEDs. At each stress
level, twelve samples are assigned, and the light intensity of each sample LED was
measured at room temperature every 50 hours up to 250 hours. The operating stress
is defined as 30 mA and 50 percent degradation of the initial light intensity is con-
sidered to be the failure threshold value.

Figure 3.1 shows the nonlinear nature of the LEDs degradation path that
justifies our assumption of the non-stationary continuous state stochastic pro-
cess. The nonlinear likelihood function with multiple model parameters makes
a greater challenge to estimate parameter values. The MLE method with an
advanced optimization software R has been used to solve these complex equa-
tions. The built-in “mle” function that uses the Nelder-Mead algorithm (optim) to
optimize the likelihood function is used to estimate model parameters. After the
model parameters for each stochastic process have been estimated, the lifetime
and reliability under any given set of operating conditions can be estimated. Now,
considering the different stochastic process models, the parameter and lifetime
estimates are provided in Table 3.2.

The results show that the Wiener process has deviated (larger) lifetime estimates
compared to the Gamma and IG process. Figure 3.2 illustrates the reliability estimates
considering different stochastic process models. Similar to lifetimes, reliability plots
also show deviated (higher) estimate by the Wiener process.

TABLE 3.2

Parameter and Lifetime Estimates with Different Degradation Model

Model 7a 7 8 8 ¢ Lifetime
Weibull -4.3516 0.9483 -3.8413 0.1570 0.4569 3002.26
Gamma -0.7636 0.0954 4.2685 -.08528 0.5802 1812.28
1G -5.1956 0.9481 -6.1025 0.1185 0.6097 1611.15
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FIGURE 3.2 Reliability estimates using various continuous stochastic processes.

3.2.5 SEeLecTION OF APPROPRIATE CONTINUOUS STATE STOCHASTIC PROCESS

The appropriate selection of the stochastic process is very important because effec-
tive degradation modeling depends on the appropriate choice of the process. The reli-
ability estimation and its accuracy also are dependent on the appropriate stochastic
process selection. From the LED case study example, it is observed that the lifetime
and reliability estimates differ among three continuous state stochastic processes.
There are several criteria to choose an appropriate stochastic process for specific
degradation cases which are discussed next.

The graphical analysis is a very common method to check the data patterns and
behavior. Figure 3.3 illustrates the histogram and CDF graphs to compare the fitness
of three different stochastic processes. The histogram and the CDF graphs suggest
that the Gamma process provides the best fit for LED degradation data. On the other
hand, the Wiener process is the least fitted degradation model for LED data. Besides,
quantile-quantile (Q-Q) plot and probability plots are also a very useful graphical
technique to check the model fitness. These plots also provide the same conclusion
for the LED data (see Figure 3.4).

Besides graphical methods, there are other stronger statistical methods that are
used to check the model fitness such as goodness-of-fit tests. Several parametric
or nonparametric methods are available to compare the model fitness such as KS
(Kolmogorov-Smirnov) statistic, CVM (Cramer-von Mises) statistic, AD (Anderson-
Darling) statistic, AIC (Akaike’s Information Criterion), and BIC (Bayesian
Information Criterion). All these statistics and criteria are used to select the best-
fitted model. Table 3.3 provides the goodness-of-fit statistic value to compare the
fitness to the stochastic processes for LED data. It is observed that the Gamma pro-
cess has the least statistic value in all cases and Wiener has the highest statistic
value. This observation implies that the Gamma process is the most suitable and



Application of Stochastic Processes in Degradation Modeling 89

Histogram and theoretical densities Empirical and theoretical CDFs
s o |
e —— wiener \a
I == Gamma
8 P ==+ InvGaussian 2
'z\ ' 3 ©
&= - w o]
e 21 o
o} Y O <« |
0 o )
. :/’:)\\
i N\
] ) g~ g | — Wiener
: _— == Gamma
s | I o | === InvGaussian
f T T T T T T | ° 4 T \ — ; T ;
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.00 0.05 0.10 0.15 020 025 0.30 0.35
data data
FIGURE 3.3 Graphical model fitness of LED degradation data.
Q-Q plot P-P plot
° ° -
. 8 2
o ° E o |
— — o
c N Qo
T o ©
S & Qo o |
T o ° °
= S
S g - = ]
= o | 3 °
e o K=
= | © Wiener o g © Wiener
w © Gamma £ © Gamma
S s © InvGaussian [ W o | © InvGaussian
o T T T T T T T o T T T T T T
01 00 01 02 03 04 05 0.0 0.2 04 0.6 08 1.0
Theoretical quantiles Theoretical probabilities

FIGURE 3.4 Q-Q and probability plots of degradation data.

TABLE 3.3

Goodness-of-fit Statistics for Stochastic Processes

Goodness-of-fit Statistic Wiener Gamma Inverse Gaussian
KS statistic 0.1802 0.0708 0.1590
CVM statistic 1.27821 0.1159 0.5977
AD statistic 7.1927 0.6224 2.9771
AIC -315.2034 -407.427 —389.4947

BIC -309.6285 —401.852 -383.9197
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Wiener is the least suitable model for the LED degradation data. This result explains
the huge discrepancy between the lifetime and reliability estimates of the Wiener
process compared to other two degradation models. The physical degradation phe-
nomena also is intuitive to this fitness checking criteria. As LEDs are monotonically
degraded over a period of time, thus it basically follows the assumption of a mono-
tonic and nonnegative Gamma process most and then an IG process. Because of the
clear monotonic behavior of the LED data, the degradation definitely does not follow
the Wiener process. All the model fitness test statistic and criteria also indicate an
ill-fitted degradation behavior of Wiener process for LED data. Further, this poorly
fitted Wiener process also resulted in much lower nonlinear constant estimates (see
Table 3.2) that represent a slower degradation rate than the actual situation. This mis-
representation of the degradation increment and the lower degradation rate than the
actual situation causes the overestimate of the lifetime and reliability by the Wiener
degradation modeling. This case example clearly shows the importance of choosing
the right stochastic process for assessing the system’s degradation behavior.

3.3 DISCRETE STATE STOCHASTIC PROCESSES

This section presents and discusses different stochastic processes used to model the
discrete state degradation process. Unlike the Wiener process, Gamma process, and
IG process models, a finite state stochastic process evolves through a finite number
of states. In a continuous state degradation process, the degradation process is mod-
eled as a continuous variable. When the degradation process exceeds a predefined
threshold, the item is considered failed. However, most engineering systems consist
of components that have a range of performance levels from perfect functioning to
complete failure. In the discrete-state space, the overall status of the degradation
process is divided into several discrete levels with different performances ranging
from perfect functioning to complete failure. It is important to highlight here that
when a number of states approach to infinity, the discrete-state space and continu-
ous-state space become equivalent to each other.

In general, it is assumed that the degradation process {X (¢),t>0} evolves on a
finite state space S= {0,1,...,M —1,M } with O corresponding to the perfect healthy
state, M representing the failed state of the monitored system, and others are inter-
mediate states. At time ¢ = 0, the process is in the perfect state and as time passes it
moves to degraded states. A state transition diagram used for modeling the degrada-
tion process is shown in Figure 3.5. Each node represents the state of the degradation
process and each branch between two nodes represents the transition between the
states corresponding to the nodes. A system can degrade according to three types of
transitions: transition to the neighbor state (Type 1), transition to any intermediate
state (Type 2), and transition to the failure state (Type 3). Type 1 transitions from
one state to the next degraded state are typical of degradation mechanisms driven by
cumulative damage and is called minor degradation. Type 2 and Type 3 transitions
are called major degradation.

In the context of modeling degradation process, this section focuses on cases in
which there is no intervention in the degradation process; i.e., once the process tran-
sits to a degradation state, the previous state is not visited again.
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Type 3

FIGURE 3.5 A multi-state degradation process with minor and major degradation.

The discrete state stochastic process used to model the degradation process can
be divided into different categories depending on the continuous or discrete nature
of the time variable, and Markovian and non-Markovian property (Moghaddass and
Zuo 2014).

From a time viewpoint, the multistate degradation process can evolve according
to a discrete-time stochastic process or a continuous-time stochastic process. In the
discrete-time type, the transition between different states occurs only at a specific
time; however, transitions can occur at any time for the continuous-time stochastic
process. With respect to the dependency of degradation transitions to the history
of the degradation process, the multistate degradation process can be divided into
Markovian degradation process and non-Markovian degradation process. When the
degradation transition between two states depends only on its current states, that is,
the degradation process is independent of the history of the process, the degradation
model follows the Markovian structure. On the other hand, in a multistate degrada-
tion process with a non-Markovian structure, the transition between two states may
depend on other factors like previous states, the age of the system, and on how long
the system has been in its current state. The following sections provide a detailed dis-
cussion on Markovian structure and semi-Markov process with suitable examples.

3.3.1 MARKOVIAN STRUCTURE

A stochastic process {X(¢)|t=0} is called a Markov process if for any
to <t <ty <---<t,<t,<t the conditional distribution of X(f) for given values of
X (t), X (#),..., X (t,) depends only on X (¢,):

PI'{X (I)Sx|X(t,l):xn,X(tn,l):xn,l,...,X(tl):xl,
(3.20)
X(to) =x0)} =Pr{X (1) <x| X (2,) = x,}

This applies to a Markov process with discrete-state space or continuous-state space.
A Markov process with discrete-state space is known as a Markov chain. If the time
space is discrete, then it is a discrete-time Markov chain otherwise it is a continuous-
time Markov chain.
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A discrete-time Markov chain is a sequence of random variables X, X,..., X,,...
that satisfy the following equation for every n (n =0, 1, 2,...):

PI'(Xn =X, | XO = Xp, X] = Xlyenns anl =xn,1)=Pr(X,1 =X, | anl :.x,,,]) (321)

If the state of the Markov chain at time step » is x,, we denote it as X, = x,. Equa-
tion 3.21 implies that the chain behavior in the future depends only on its current
state and it is independent of its behavior in the past. Therefore, the probability that
the Markov chain is going from state / into state j in one step, which is called one-step
transition probability, is p;; = Pr(X 2= X =i ) For time a homogeneous Markov
chain, the transition probability between two states does not depend on the n, i.e.,
Dij = Pr(Xn =j| X, = i) = Pr(X1 =jlXo= i) = constant. The one-step transition
probabilities can be condensed into a transition probability matrix for a discrete-time
Markov chain with M + 1 states as follows:

Poo Pot --- Pom

p- Pio P11 ---Piu (3.22)

Pmo Pmi --- Pum

The sum of each row in P is one and all elements are non-negative. As the
discrete-time Markov chain is used to model the degradation process of an
item, the transition probability matrix P is in upper-triangular form (p; =0 for
i > j) to reflect the system deterioration without considering maintenance or repair.
Moreover, for the failure state M, which is also known as an absorbing state,
pum =1 and py; =0 for j=0,1,...,M —1.

Having the transition probability matrix P and the knowing the initial conditions
of the Markov chain, p(0) = [ P0(0), p1(0),..., pu (O)], we can compute the state proba-
bilities at step n, p(n)= [po(n),pl(n),...,pM(n)]. pi(n)=Pr{X,=j},j=1...M,
which is the probability that the chain is in state j after n transitions. For many
applications such as reliability estimation and prognostics, state probabilities are of
utmost interest.

Based on the Chapman-Kolmogorov equation, the probability of a process mov-
ing from state i to state j after n steps (transitions) can be calculated by multiplying
the matrix P by itself n times (Ross 1995). Thus, assuming that p(0) is the initial
state vector, the row-vector of the state probabilities after the n'" step is given as:

p(n) = p(0).P" (3.23)

For most of the systems, as the system is in the perfect condition at the beginning of
its mission, the initial state vector is given as p(0) =[1,0,0,...,0].

When the transition from the current state i to a lower state j takes place at any
instant of the time, the continuous-time Markov chain is used to model the degra-
dation process. In analogy with discrete-time Markov chains, a stochastic process
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{X (¢)|t >0} is a continuous-time Markov chain if the following equation holds for
every ty <t;<...<t, | <t,(nis a positive integer):

Pr(X(tn) = Xn | X(t()) = X0y-ees X(tn—l) = xn—l) = Pr(X(tn) =Xn | X(ln—l) = xnfl) (324)

Equation 3.24 is analogous to Equation 3.21. Thus, most of the properties of the
continuous-time Markov process are similar to those of the discrete-time Markov
process. The probability of the continuous-time Markov chain going from state i into
state j during A¢, which is called transition probability, is Pr(X (t + At) = j | X (1) =i) =
7 (1,A). They satisfy: 7; (1,At) > 0and 3.7z (1,Ar) = 1.

For time homogeneous continuous-time Markov chain, the transition probability
between two states does not depend on the ¢ but depends only on the length of the
time interval As. Moreover, the transition rate (klj(t)) from state i to state j (i *J ) at
time 7 is defined as: A; (1) = p; = X}At), which does not depend on ¢ and is constant
for a homogeneous Markov process.

Like the discrete-time case, it is important to get the state probabilities for calcu-
lating the availability and reliability measures for the system. The state probabilities
of X (t) are:

M
pj(t):Pr{X(t):j},ij,l,...,MfortZO andej(t):l (3.25)
j=0

Knowing the initial condition and based on the theorem of total probability and
Chapman-Kolmogorov equation, the state probabilities are obtained using the sys-
tem of differential equations as (Trivedi 2002; Ross 1995):

, dp;(1) < - .

b =TI =N 02 py ()Y e G=0LM (326
i=0 i=0
i#j i#j

Equation 3.26 can be written in the matrix notation as:

Ao Aot Aom
A A A
%zp(t)l, P(f):[Po(f),pl(t),...,pM(t)]’/ft: 10 1 .
Ao At oo Aum
(3.27)

In the transition rate matrix, A; =-3_ 4; and 2’]”:0 A;j=0 for0<i< M. As the
continuous-time Markov chain is used to model the degradation process, the tran-
sition rate matrix A is in upper-triangular form (4; =0 for i > j) to reflect the
degradation process without considering maintenance or repair. Since state M
is an absorbing state, all the transition rates from this state are equal to zero,
Ay =0for j=0,1,....M —1.

Regarding the method to solve the system of Equation 3.27, there are several
methods including numerical and analytical methods such as enumerative method
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(Liu and Kapur 2007), recursive approach (Sheu and Zhang 2013), and Laplace-
Stieltjes transform (Lisnianski and Levitin 2003).

Example 3.3.1.1

Consider a system that can have four possible states, S = {0,1 ,2,3}, where state
0 indicates that the system is in as good as new condition, states 1 and 2 are inter-
mediate degraded conditions, and state 3 is the failure state. The system has only
minor failures; i.e., there is no jump between different states without passing all
intermediate states. The transition rate matrix is given as:

Ao A1 Ao Ao -3 3 0

>
o
>
R
N
>
w
o
|
N
N
o = O o

The X33 =0 shows that the state 3 is an absorbing state. If the system is in the best
state at the beginning (p(0) =[p,(0), p:(0),p2(0),p3(0)] =[1,0,0,0]), the goal is to com-
pute the system reliability at time t > 0.

Solution 3.3.1.1: For the multi-state systems, the reliability measure can be
based on the ability of the system to meet the customer demand W (required
performance level). Therefore, the state space can be divided into two subsets
of acceptable states in which their performance level is higher than or equal to
the demand level and unacceptable states. The reliability of the system at time
t is the summation of probabilities of all acceptable states. All the unacceptable
states can be regarded as failed states, and the failure probability is a sum of
probabilities of all the unacceptable states.

First, find the state probabilities at time t for each state solving the following
differential equations:

0 =—2o1po(t)
d'Z}t(t) = —o1po(t) = Aapy (©
d;:jt(t) =—2spi(t) = Aasps (O
C”(’jt(” = ~Jaspa(t)

Using the Laplace-Stieltjes transforms and inverse Laplace-Stieltjes transforms
(Lisnianski et al. 2010), the state probabilities at time ¢ are found as:

poft) =€
_ 101 —Aat _ ,—Aoit
pi(t) = 201—/112(6 e ")
_ —22oil( Aot — Ao )6‘%23[4‘(}«23 - %1)971}2[4‘()«12 = Aas)e ]
pa(t) =
(A2 = 221) (o1 = A2 ) (A23 = Aon)
ps =1=pa(t)=pi(t) = po(t)
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The plot of the state probabilities is shown in Figure 3.6. As shown, the probability
of being in state 0 is decreasing with time and the probability of being in state 3

is increasing with time.

Then the reliability of the system at time ¢ is calculated based on the demand
level by summation of the probabilities of all acceptable states as:

If acceptable states are : 0,1,2— Ry(t) = po(t)+py(t)+ p (t)

If acceptable states are : 0,1— Ry (t) = po (t
If acceptable states are: 0 — R; (t) = po (t)

The plots of the system reliability for all three cases are

Reliability

)+pi(t)

shown in Figure 3.7.

FIGURE 3.7 System reliability for various cases.
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Let 7; denote the time that the degradation process spent in state i. According to
the Markov property in Equation 3.24, i does not depend on the past state of the
process, so the following equation holds:

P(zi > t+Atle; > t) = h(At) (3.28)

Function h(At) in Equation 3.28 only depends on At, and not on the past time t.
The only continuous probability distribution that satisfies Equation 3.28 is the
exponential distribution. In the discrete time case, requirement in Equation 3.28
leads to the geometric distribution.

In a Markovian degradation structure, the transition between two states at time ¢
depends only on the two states involved and is independent of the history of the pro-
cess before time t (memoryless property). The fixed transition probabilities/rates and
the geometric/exponential sojourn time distribution limit the use of a Markov chain to
model the degradation process of real systems. For the degradation process of some
systems, the probability of making the transition from one state to a more degraded
state may increase with the age and the probability that it continuously stays at the
current state will decrease. That is, p;(t + At) < p;(t) and Z P tHADZD T py(0)
Therefore, the transition probabilities and transition rates are not constant during the
time and an extension of the Markovian model, which is called aging Markovian
deterioration model, is used to include this aging effect.

For the discrete-time aging Markovian model, P(t) is one-step transition prob-
ability matrix at time ¢ and p;(t) represents the transition probability from state i to
state j at time t. As shown in Chen and Wu (2007), each row of P(t) represents a
state probability distribution given the current state at i that will form a bell-shape
distribution. Let N; satisfy pin(t) = max{p,,( ),j=0,1,. } where N; represents
the peak transition probability in the bell-shape dlstrlbutlon Then:

R0 =Y pi(0): )= Y pi(0) (329
j=1 j=Ni +1

P'(t) and P*(t) are left-hand side and right-hand side cumulated probabilities,
respectlvely Since Z " P (t)=1, then P*(t) =1-P"(t). For j<N,, p;(t+1) < p;(0)
and for j > N;, py(t + 1) < p;(t). When the system becomes older, " increases while
PR decreases therefore:

PL(t)2 B (t+1); BR(6) < PR (t+1) (3.30)

Then P(t +1) can be modified as:

Le+1) . R(t+1) .
Pf/(f”):Pf/(f)ppE(t))V/SM:Pif(t”)zpif(t)p()VP/Vf (3.31)

P (t)

The aging factor § (0 <§ < 1) is defined by Chen and Wu (2007) as § = -3 ’I”) —1 that
can be estimated from historical data. Therefore, Equation 3.31 is represented as:

pi (t+1)=p; (t).(1 —WJW <N py (t+1)=py (1).(1+8) Vi >N (3.32)

i
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Starting with the initial transition probability matrix P(0), the values of the P(),
which are changing during the time, can be calculated according to Equation 3.32.

For the continuous-time aging Markovian model, which is called the non-
homogeneous continuous-time Markov process, the amount of time that the sys-
tem spends in each state before proceeding to the degraded state does not follow
the exponential distribution. Usually, the transition times are assumed to obey
Weibull distribution because of its flexibility, which allows considering hazard
functions both increasing and decreasing over time, at different speeds.

To get the state probabilities at each time ¢, we have to solve the Chapman-
Kolmogorov equations as:

d < .
’” P ZP' iO = pi(0)D A (), j=01...M (333)
=0

i#j i#j

Equation 3.33 can be written in the matrix form as:

Joo(t)  Zar(t) .. Joum(t)

p(O-[po(6)-putt], 2(0)=| o1 A0 2] (3.34)

o (t) Aan(t) . A (1)

The transition rate matrix A(t) has the same properties as the transition matrix
in Equation 3.27. To find the state probabilities at time ¢, many methods have
been used to solve Equation 3.34 such as state—state integration method (Liu and
Kapur 2007) and recursive approach (Sheu and Zhang 2013). Equation 3.34 can
be recursively solved from state O to state M as follows:

j‘?»no(S)ds
p() (t) = e" (3.35)
- [ 2a(s)e

ZJ' t)dy(a)e™  den, =T, M1 (3.36)

pu(t) =1 "pi(1) (3.37)
j=0
The initial conditions are assumed to be p(t):[po(o) =1,0(0)=0,....om(0) = 0}.
Example 3.3.1.2

(Sheu and Zhang 2013; Shu et al. 2015) Assume that a system degrades through
five different possible states, S = {0, 1, 2,3,4} and state O is the best state and state
4 is the worst state. The time T spent in each state i before moving to the next state
j follows the Weibull distribution T; ~ Weibull(1/ (i —0.5j),3) with scale parameter



98

Reliability Engineering

a; =1/(i—0.5j) and shape parameter 8 =3. The nonhomogeneous continuous
time Markov process is used to model the degradation process. The transition rate
from state i to state j at time t is 4; (t) = 3t*/ (i—0.5j)’ Vi, j €S, i > j. Based on the
demand level, the states 3 and 4 are unacceptable states. The goal is to compute
the system reliability at time t(0 <t < 4).

Solution 3.3.1.2: The transient degradation rate matrix is:

Zoo(t)  Zoi(t)  Zoa(t)  Aos(t)  Zaa(t)
0 () Ja(t)  As(t) Au(t)
A(t)=| 0 0 Ja(t)  Zs(t)  Aa(t)|=
0 0 0 A3 () Asa(t)
0 0 0 0 0
-0.419945t*  0.1920¢t2 0.11112  0.06997t*>  0.046875t*

0 -0.6781t>  0.3750¢t* 0.1920¢t? 0.1111¢2
0 0 -1.2639t>  0.8889t° 0.3750¢t*
0 0 0 —3t? 3t?
0 0 0 0 0

po(0)=1, p;(0)=0,=12,...,M.
The state probabilities can be obtained using Equations 3.36 and 3.37 as:

-0.14¢°

po(t) =e
p (t) _ 70.7439(6—042269 7670‘1‘"3)
P, (t) = 0.0139e 421" +0.4623e 14" —0.4761e7022¢"

ps (t) = -0.005109¢ ™" +0.24178e™°1*" —0.24381e %" +0.007117¢ 423"

ps(6)=1=po(t) = (t) = p (1) = ps (1)
=1-2.44798e " 11.46381e°22%" _(0.021017e %" 4+ 0.005109¢™"

The system state probabilities are shown in Figure 3.8.

As the states 3 and 4 are unacceptable states, the reliability of the system at
time tis R, (t) = po(t) + pi(0) + p,(0). Figure 3.9 shows the system reliability as a func-
tion of time.

The aging Markovian models used to overcome the limitations of Markov chain
structures can be framed as a semi-Markov process. Semi-Markovian structures
consider the history of the degradation process and consider arbitrary sojourn time
distributions at each state. Semi-Markovian models as an extension of Markovian-
based models will be explained in the next section.
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FIGURE 3.8 System state probabilities: Example 3.3.1.2.
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FIGURE 3.9 System reliability as a function of time.

3.3.2 SemMi-MARkov PROCESS

The semi-Markov process can be applied to model the degradation process of
some systems whose degradation process cannot be captured by a Markov process.
For example, Ng and Moses (1998) used the semi-Markov process to model bridge
degradation behavior. They described the semi-Markov process in terms of a transi-
tion matrix and a holding time or sojourn time matrix. A transition matrix has a set
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of transition probabilities between states that describe the embedded Markov chain.
The holding time matrix has a set of probabilities obtained from the probability den-
sity function of the holding times between states.

For Markov models, the transition probability of going from one state to another
does not depend on how the item arrived at the current state or how long it has been
there. However, semi-Markov models relax this condition to allow the time spent in
a state to follow an arbitrary probability distribution. Therefore, the process stays in
a particular state for a random duration that depends on the current state and on the
next state to be visited (Ross 1995).

To describe the semi-Markov process X = {X (t) 2 0}, consider the degrada-
tion process of a system with finite state space S ={0,1,2,...,M} (M + 1: the total
number of possible states). The process visits some state i € S and spends a random
amount of time there that depends on the next state it will visit, j € S,i # j. LetT,
denote the time of the nth transition of the process, and let X (Tn) be the state of the
process after the nth transition. The process transitions from state i to state j #1
with the probability p; = P(X (T,Hl) = j‘X (Tn) =1). Given the next state is j, the
sojourn time from state i to state j has a CDF, Fj;. For a semi-Markov process, the
sojourn times can follow any distribution, and p; is defined also as the transition
probability of the embedded Markov chain.

The one-step transition probability of the semi-Markov process transiting to
state j within a time interval less than or equal to ¢, provided starting from state, is
expressed as (Cinlar 1975):

0, (1) =Pr( X (1) = i =T, 51,

X(1,)=i) 120 (3.38)
The random time between every transition (7,,; —T,), sojourn time, has a CDF as:
Fy(6)=Pr(Ty =T, <t|X (T,0) = j, X (T,) =) (3.39)

If the sojourn time in a state depends only on the current visited state, then the
unconditional sojourn time in state i is Fy (1)=F; ()= jes Qii(1). The transition
probabilities of the semi-Markov process (Q(t) =[0;®)],i,je S ), which is called
semi-Markov kernel, is the essential quantity of a semi-Markov process and satisfies
the relation:

0y (1) = pyFy (1) (3.40)

Equation 3.40 indicates that the transition of the semi-Markov model has two steps.
Figure 3.10 shows a sample degradation path of a system. The system is in the state i
at the initial time instance and transits to the next worse state j with transition prob-
ability p;. As the process is a monotone non-increasing function without considering
the maintenance, j =i+1 with probability one. Before moving into the next state j,
the process will wait for a random time with CDF F;;(¢). This process continues until
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FIGURE 3.10 A sample degradation process.

the process enters the state M that is an absorbing state. For this example the transi-
tion probability matrix is given as:

0 1 0 0
0 0 1 .. 0

P= (3.41)
0 0 0 1

When the semi-Markov process is used to model the degradation process, the initial
state of the process, the transition probability matrix P, and matrix F(¢) must be
known. Another way of defining the semi-Markov process is knowing the kernel
matrix and the initial state probabilities.

Like previous models, it is important to find the state probabilities of the semi-
Markov process. The probability that a semi-Markov process will be in state j at
time 7 > 0 given that it entered state i at time zero, 7;; (¢) = Pr{X (r)=j1X(0)= i},
is found as follows (Howard 1960; Kulkarni 1995):

(1) =8;[1-F()]+ Zj%k (9)my; (1—-9)d9 (3.42)
keS o
dQy (9
i (9) = Q;é ) (3.43)

li=j
O =4.. ", (3.44)
0i#j
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In general, it is difficult to obtain the transition functions, even when the kernel
matrix is known. Equation 3.42 can be solved using numerical methods such as
quadrature method (Blasi et al. 2004; Corradi et al. 2004) and Laplace and inverse
Laplace transforms (Dui et al. 2015) or simulation methods (Sdnchez-Silva and
Klutke 2016).

Moreover, the stationary distribution 7= (7;; j €§) of the semi-Markov process
is defined, when it exists, as:

. LW,
mi=limm; (t)= —
J —0 U( ) M
U;W;
i=0

where v; for j € S denotes the stationary probability of the embedded Markov chain
satisfying the property: v; = ZZoUz‘ Dij» Zf‘io v; =1, and w; for j €S is the expected
sojourn time in state j.

For some systems, degradation transitions between two states and may depend on
the states involved in the transitions, the time spent at the current state (7), the time
that the system reached the current state (s), and/or the total age of the system (¢+s).
As another extension, a nonhomogeneous semi-Markov process is used for model-
ing the degradation of such systems in which degradation transition can follow an
arbitrary distribution.

The associated non-homogeneous semi-Markov kernel is defined by:

(3.45)

0 (5,)=Pr(X (T1) = j. T <6|X (T,)=i,T,=5) 120 (346)
In non-homogeneous semi-Markov, the state probabilities are defined and obtained
using the following equation:

i (t)= Pr{x (1)=j1x(0)= i} =8;[1-F(t,9)] +2J‘q,-k(s,‘9)7rkj(t —~9)(d9) (3.47)

keS

The obtained state probabilities can be used to find different availability and reli-
ability indexes.

Example 3.3.2

Consider a system (or a component) whose possible states during its evolution in
time are S= {0,1,2}.Denote by U= {0,1} the subset of working states of the system
and by D= {2} the failure state. In this system, both minor and major failures are
possible. The state transition diagram is shown in Figure 3.11.

The holding times are normally distributed, i.e., F; ~ N(u;,0;). Therefore, the
CDF of the holding time from state i to state j is:

(u— u,,

J ) du  Vijes
0

27rc7f
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FIGURE 3.11 State transition diagram for semi-Markov model.

The goal is to find the system reliability at time ¢ given the best state is the initial
state of the system.

Solution 3.3.2: As the system is at state O at the beginning, the reliability of the
system at time t is the probability of transition from state O to state 2 at time ¢,

o2 (t)
First, we find the kernel matrix of the semi-Markov process Q(t) =[Q;(t)],/, je S:

0 Qult) Qunl)
Q=0 o Qo
0 0 0

Qoui(t) is the probability that the process transitions from state 0 to 1 within a time
interval less than or equal to t that can be determined as the probability that the
time of transition from state O to 1 (T,) is less than or equal to t and the time of
transition from state 0 to 2 (T,,) is greater than t.

t
Qo](t) = Pr(To] < tand T()2 > t) = J‘[1 - FOZ(t)]dFm(t)
0
Other values of the kernel matrix are obtained as:

Qoz(t) =Pr(To, <tand Ty, > 1) = j [1= Foult) JdFoa (0)
0

Qu(t) = Pr(Tu < t) =F,

According to Equation 3.42, the following system of equations has to be solved to
obtain the system reliability (ﬂoz(t)):

To2 (t) = J.qm (9)7T12(t - 8)d8
0

a2 (t) = J.qu (9) w2t —NdI
0

%) (t) =1
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All these models presented are based on the assumption that the degradation
process is directly observable. However, in many cases, the degradation level is
not directly observable due to the complexity of the degradation process or the
nature of the product type. Therefore, to deal with indirectly observed states,
models such as hidden Markov models (HMM) and hidden semi-Markov mod-
els (HSMM) have been developed. The HMM deals with two different stochastic
processes: the unobservable degradation process and measurable characteristics
(which is dependent on the actual degradation process). In HHMs, finding a sto-
chastic relationship between unobservable degradation process and the output
signals of the observation process is a critical prerequisite for condition monitoring
and reliability analysis. As discussed, the details of HMM are beyond the scope of
this chapter, interested readers can refer to Shahraki et al. (2017 and Si et al. (2011)
for more details.

3.4 SUMMARY AND CONCLUSIONS

This chapter presented the application of stochastic processes in degradation mod-
eling to assess product/system performances. All the stochastic processes are cat-
egorized into continuous state and discrete state processes. Among the continuous
state stochastic processes, the Wiener, Gamma, and IG processes are discussed and
applied for degradation modeling of engineering systems using accelerated deg-
radation data. The lifetime and reliability estimation approaches also are derived
based on stochastic degradation models. For accurately assessing the product perfor-
mances, appropriate selection of the stochastic process is crucial. The graphical and
statistical methods are presented to assist in successful selection of the best-fitted
degradation model for a case specific situation.

In addition, discrete state stochastic processes have been discussed and applied
to model the degradation of systems when their degraded states take values from
discrete space. The discrete- and continuous-time Markov chain models are used to
model the degradation process when the state transitions will happen at a discrete or
continuous time, respectively. In Markov chain models, the next state of the system
only depends on the current and not the history of the system (memoryless property)
that limits their application for some systems. As the extensions of the Markovian
model, aging Markovian deterioration and semi-Markov models are applied to cap-
ture the influence of the age and the history on the future states. The system reli-
ability is calculated for systems that are degrading with time after modeling their
degradation process using proper models.
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4.1 INTRODUCTION

Almost 70 years after its introduction, Failure Modes and Effects Analysis (FMEA)
has been applied in a large series of cases from different sectors, such as automotive,
electronics, construction and services, and has become a standard procedure in many
companies for quality control and for the design of new products. FMEA has also a
great following in the scientific community as testified by the vast multitude of related
documents from scientific and patent literature; to date, more than 3,600 papers
in Scopus DB and 146 patents in Espacenet DB come up by just searching for
FMEA without synonyms, with a trend of constant growth over the years.

The majority of those contributions deals with FMEA modifications involving
the procedure and the integrations with new methods and tools to enlarge the field
of application and to improve the efficiency of the analysis, such as by reducing the
required time and by finding more results.

To be able to orientate among the many contributions, the surveys proposed in
the literature can play a fundamental role, which have been performed according to
different criteria of data gathering and classification.
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In [1] the authors analyzed scientific papers about the description and review of
basic principles, the types, the improvements, the computer automation codes, the
combination with other techniques, and specific applications of FMEA.

The literature survey in [2] analyzes the FMEA applications for enhancing service
reliability by determining how FMEA is focused on profit and supply chain-oriented
service business practices. The significant contribution consists in comparing what
previously was mentioned about FMEA research opportunities and in observing how
FMEA is related to enhancement in Risk Priority Number (RPN), reprioritization,
versatility of its application in service supply chain framework and non-profit service
sector, as well as in combination with other quality control tools, which are proposed
for further investigations.

In [3], the authors studied 62 methodologies about risk analysis by separat-
ing them into three different phases (identification, evaluation, and hierarchiza-
tion) and by studying their inputs (plan or diagram, process and reaction, products,
probability and frequency, policy, environment, text, and historical knowledge),
the implemented techniques to analyze risk (qualitative, quantitative, determin-
istic, and probabilistic), and their output (management, list, probabilistic, and
hierarchization).

In [4], the authors analyzed the innovative proposed approaches to overcome
the limitations of the conventional RPN method within 75 FMEA papers published
between 1992 and 2012 by identifying which shortcomings attract the most attention,
which approaches are the most popular, and the inadequacy of approaches.

Other authors focused on analyzing specific applications of the FMEA approach.
In [5] the authors studied how 78 companies of motor industry in the United Kingdom
apply FMEA by identifying some common difficulties such as time constraints, poor
organizational understanding of the importance of FMEA, inadequate training, and
lack of management commitment.

However, despite the results achieved by these surveys, no overview considers
all the proposals presented, including patents, and analyzes at a higher level than
“simple” document counting within the cataloging classes and tools used.

To fulfill this aim, a previous survey [6] considerably increased the number
of analyzed documents, by including also patents. In addition, the analysis of the
content was improved by carrying out the analysis on two related levels: followed
strategies of intervention (e.g., reduce time of application) and integrated tools
(e.g., fuzzy logic). Although the results achieved are remarkable, the main limita-
tions of this analysis are the onerous amount of time required along with the number
of correlations between different aspects (e.g., problems and solutions, methods and
tools, etc.).

This chapter proposes a semi-automatic semantic analysis about documents
related to FMEA modifications and the subsequent manual review for reassuming
each of them through a simple sentence made by a causal chain including the decla-
ration of the goals, the followed strategies (FMEA modifications), and integrations
with methods/tools.

This chapter is organized as follows. Section 4.2 presents the proposed procedure
of analysis, Section 4.3 proposes the results and the discussions, and Section 4.4 draws
conclusions.
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4.2 RESEARCH METHODOLOGY AND POOL DEFINITION

The first step of this work is the definition of the pool of documents to be analyzed:
starting from the same pool of documents in [6] proposing FMEA modifications.
This pool counts 286 documents, 177 scientific papers (165 from academia and
12 from industry), and 109 patents (23 from academia and 86 from industry).
Figure 4.1 shows the time distribution for patents and for scientific publications.
The number of patents is increasing, except for the last period that does not include
all potential patents since they are not disclosed for the first 18 months.

4.2.1 DerNiTIoN ofF THE ELEcTRONIC PooL

In order to automatically process the collected documents through available tools
for semantic analysis, for each document, an XML file was manually created, which
was nominated with a unique ID and compiled according to a rigid structure where
each part of the original document was inserted within specific text fields (e.g., Title,
Abstract, Introduction, State_of_the_Art, Proposal).

The objective of this classification is to divide the original proposals from each
document, within the field Proposal, from the previous ones, reported within the
field State_of_the_Art, so as not distort the survey with redundant results, and to
provide the possibility to separately process the different parts to achieve specific
purposes (e.g., keywords investigation). In addition, the comparison with the ID
allows referencing the content to the specific document.

4.2.2 DEFINITION OF THE FEATURES OF ANALYSIS

An additional preliminary activity deals with the definition of the features to be
analyzed. Since one purpose of the proposed method is to perform a deeper analy-
sis by relating different aspects, the features deliberately consider heterogeneous
aspects (goal, strategies of interventions, and integrations) and they work at different
levels of detail (e.g., goals and sub-goals, methods and tools).

Some features have been hypothesized a priori by considering previous
FMEA surveys, while others iteratively emerged during the analysis.

In the following discussion, the features are presented in detail.

80
o Papers ‘.'203 Q 17
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40
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30
2 Patents & 23 d
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(a) Q% Q% Q% Q@ Q&Qq% S5 ee & Qo S Academia Industry

[ Papers | Patents

FIGURE 4.1 (a) Time distribution (priority date) of the collected documents and (b) compo-
sition of the final set of documents (papers vs. patents and academia vs. industry).
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4.2.2.1 Goals

These features deal with targets that the authors who is proposing the analyzed
FMEA modifications wants to achieve through them. All of them focus on improving
the main aspects related to the applicability of the method (e.g., reducing the required
input, improving expected output, ameliorating the approach of the involved actors):

e Reduce FMEA time/costs of application by applying the modified FMEA
version to reduce: the number of participant (e.g., experts), the time required
to gather the useful information and perform the analysis ([9], [30], [36], [37],
[47], [52], [56], [64], [72], [78], [80], [90], [99], [132]).

* Reduce production time/costs of the considered product by using FMEA mod-
ifications for finding and preventing possible faults during production that can
cause possible delays or extra costs, without modifying product design ([35],
[43], [57], [63], [88], [89], [93], [109], [110], [119], [121], [126]).

* Improve design of the product by applying a modified FMEA during design
process in order to specifically change the design of the product in order to
make it: more robust (i.e., robust design), more able to meet the requirements,
or to not dissatisfy them (i.e., product re-design), more easily to be manufac-
tured (i.e., design for manufacturing) though a radically change of product’s
shape and components, more easily been repaired (i.e., design for mainte-
nance) ([15], [19], [23], [24], [25], [27], [39], [40], [49], [58], [61], [62], [65],
[69], [70], [76], [79], [87], [92], [94], [96], [100], [103], [104], [107], [114]).

* Analyze complex systems. If the modified version of FMEA has been spe-
cifically improved to manage products with a high number of component
and functionalities ([26], [31], [32], [82], [98], [118], [117], [124], [128]).

*  Ameliorate human approach. If the modified version of FMEA is able to
improve the user interface, reduce its tediousness and better involve the user in
a more pro-active approach ([10], [13], [16], [22], [28], [29], [33], [34], [41], [42],
[46], [48], [501, [51], [53], [54], [55], [59], [60], [66], [68], [71], [73], [74], [77],
[81], [83], [84], [85], [86], [105], [106], [108], [111], [112], [113], [115], [116],
[122], [123], [125], [130], [131]).

4.2.2.2 Strategies (FMEA Interventions)

These features investigate the strategies of intervention on FMEA structure, or the
parts/steps of the traditional procedure that are modified by the considered documents:

e Improve/automate Bill of Material (BoM) determination to provide criteria
to (1) identify the parts (e.g., sub-assemblies and single components) and
their useful features and attributes and (2) facilitate the management of the
parts and their relations.

e Improve/automate function determination by suggesting modalities to
identify and describe product requirements, functions and sub-functions,
and associate them to the related parts.

e Improve/automate failure determination to increase the number of consid-
ered failure modes, effects and causes, identify their relations, and improve
their representation by introducing supporting models.
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e Improve/automatize Risk Analysis by overcoming the main limitations
of traditional indexes by providing explanations about their uses or new
complementary or alternative methods ([14], [18], [20], [21], [44], [45], [55],
[75], [91], [95], [120]).

e Improve/automate problem solving by improving the decision making and
solving phase.

4.2.2.3 Integrations
The following kinds of integrations have been collected:

e Templates (e.g., tables and matrices) to organize and manage the bill of
material, the list of functions and faults, and the related risk.

e Database (DB) containing information about product parts, functions,
historical failures, risk, and the related economic quantifications. They are
used to automatically or manually gather the content for the analysis.

e Tools for fault analysis (Fault A. including Fault Tree Analysis (FTA),
Fishbone diagram and Root Cause Analysis (RCA) ([17], [38]).

o Interactive graphical interfaces or software that directly involve user inter-
actions through graphical elements and representations (e.g., plant schemes
and infographics) for data entry and visualization.

e Artificial Intelligence (AI) based tools involving Semantic Recognition and
Bayesian Networks ([12], [67], [102], [125], [127], [129], [133]).

Other considered integrations are function analysis (FA), fuzzy logic, Monte Carlo
method, quality function deployment (QFD), hazard and operability study (HAZOP),
ontologies, theory of inventive problem solving (TRIZ), guidelines, automatic mea-
surements (AM) methods, brainstorming techniques, and cognitive maps (C Map).

4.3 SEMI-AUTOMATIC ANALYSIS

At this point, the defined features have been semi-automatically investigated within
the collected pool using a software for semantic analysis. The first step of the proce-
dure deals with the manual translation of each considered feature into one or more
search queries consisting of single keywords (e.g., name, verb, adjective).

For each keyword, the software provides its main linguistic relations with other
term found within the specific sentences of the documents through semantic analysis.

The kinds of relations are different depending on the linguistic nature of the
used keyword. If a substantive (e.g., FMEA) is used, then the following can be
identified: the modifiers, or adjectives or substantives acting as adjectives (e.g., tra-
ditional FMEA, fuzzy FMEA, cost-based FMEA), nouns and verbs modified by the
keyword (e.g., FMEA table, FMEA sheet), verbs with the keyword used as object
(e.g., executing FMEA, evaluate FMEA), verbs with the keyword used as subject
(e.g., FMEA is ..., FMEA generates ...), substantives linked to the keyword through
AND/OR relations (e.g., FMEA and QFD, FMEA and risk), prepositional phrases
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TABLE 4.1
Keywords Used to Explain the Features Through the Queries

Generic terms

Name Verbs FMEA Terms Methods/Tool
FMEA, Human, Approach, Improve, Anticipate, Failures, Modes, Fuzzy, TRIZ, Database,
Design, Production, Ameliorate, Effects, Cause, Artificial Intelligence,
Maintenance, Time, Automatize, Analyze, Risk, Solving, QFD, Function
Costs, Problem Reduce, Eliminate, Decision making Analysis, etc.
Solve

(e.g., ... of FMEA, ... through FMEA). When a verb is used as keyword, the follow-
ing can be identified: its modifiers (e.g., effectively improve), the objects (e.g., improve
quality, improve design), the subjects (e.g., QFD improves), and other particles used
before or after the verb (e.g., improve and evaluate).

In this way, by using the restricted number of keywords, reported in Table 4.1, all
the features can be easily investigated.

Thus, the translation of a generic feature (e.g., ameliorate human approach)
depends on the manual formulation of a keyword (e.g., ameliorate), the automatic
processing, and the manual research of the more suitable relations to express the
features itself (e.g., ameliorate + human approach).

However, since the features can be expressed in a variety of ways, by increasing
the number of alternative keywords, the number of pertinent identified documents
also increases (recall). What achieves this aim is the expansion of the synonyms
(e.g., improve in addition to ameliorate) and the research of the alternative forms that
can be used to express the feature (e.g., Reduce Tediousness and Reduce Subjectivity
for Improve Human Approach).

The research of specific terms, such as the name of the integrated tools (e.g., fuzzy,
TRIZ, QFD), can instead be carried out according to different strategies: (1) includ-
ing them within the keywords, (2) using verbs (e.g., introduce, integrate), and search-
ing the tools among the objects (e.g., Introduce fuzzy logic), (3) using the modifiers
of FMEA (e.g., fuzzy FMEA), and (4) searching the relations between FMEA and
linguistic particles (e.g., FMEA and TRIZ).

Then, for each interesting relation identified, the software provides the list of the
related sentences for each document manually checked in order evaluate its adher-
ence with the investigated feature.

At this point, each selected sentence is summarized through a triad consisting of
subject 4 verb + object.

Table 4.2 shows the followed steps to define the triads in the paper proposed in [7].

All the identified triads are then collected within a table (as shown in Table 4.3),
the data for each document (row) is organized according to the features (columns),
where, in each cell, the subject of a triad is reported (e.g., The improved failure
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TABLE 4.2

Example of the Strategy Used to Build the Triads

Considered document

Investigated

Features

Ameliorate
Human
Approach

Improve Failure
Modes
determination

Introduce TRIZ

Used
Keyword

Syntactic
Parser

Improve Improve +
Human

Approach

Improve Improve +
Failure
Modes

TRIZ TRIZ +
Perturbed
Function
Analysis
(Modifier)

Related Sentence

The objective of this paper is
to propose a new approach
for simplifying FMEA by
determining the failures in a
more practical way by better
involving the problem solver
in a more pro-active and
creative approach

Perturbed Functional Analysis
is proposed in order to
improve the capability of
determine Failure Modes

Specifically, an inedited
version of TRIZ function
analysis, called “Perturbed
Function Analysis” is
proposed

Triad Subject +
Verb + Object

The improved
Failure Modes
Determination
ameliorates human
approach

Perturbed Function
Analysis improves
Failure Modes
determination

The authors propose
the Perturbed
Function Analysis

Source: Spreafico, C. and Russo, D., Can TRIZ functional analysis improve FMEA? Advances in
Systematic Creativity Creating and Managing Innovations, Palgrave Macmillan, Cham,
Switzerland, pp. 87-100, 2019.

TABLE 4.3
An Extract from the Table of Comparison of the Documents and the Triads
Features
Goal Strategy Methods/Tools
Ameliorate Improve Failures Introduce Perturbed
Document Human Approach Determination Function Analysis
[7] The improved Perturbed Function The authors

failure modes

Analysis
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Why? Why?

Spreafico and
Russo (2019)

Node N+1 Node N Node N-1
L J L J L J
T T T
PART 1-GOAL PART 1 - STRATEGY PART 3 -
METHODS/TOOLS

FIGURE 4.2 Example of a causal chain constituted by goal, strategy, and method/tool.

modes) related to a determined feature that has been redefined by using the verb and
the object of the triad (e.g., ameliorates human approach).

Therefore, the identified subjects are used as links to build the causal chains,
starting from the latter ones, related to the integrations with methods and tools.
For example, the causal chain resulting from the previous example (Table 4.3) is the
authors introduce the Perturbed Function Analysis (METHOD/TOOL) IN ORDER
TO Improve the failure identification (STRATEGY) IN ORDER TO Ameliorate
Human Approach (GOAL).

By reading the causal chain in this manner, the logic on its base is the following:
each node provides the explanation of the existence of the previous one (WHY?) and
it represents a way to obtain the next one (HOW?).

Figure 4.2 shows an example of the simpler causal chain that can be built,
which is constituted by one goal (i.e., Ameliorate Human Approach), one strategy
(e.g., Improve Failure Determination), and one integration with methods or tools
(i.e., The Perturbed Function Analysis).

This example represents the simplest obtained causal chain, consisting of only
three nodes arranged in sequence: one for the goals, one for the strategies, and one
for the integrations with methods/tools.

However, the structure of the causal chain can be more complex because the num-
ber of nodes can increase and their reciprocal disposition can change from series to
parallel and by a mix of both.

In the first case (nodes in series), each intermediate node is preceded (on the left)
by another node expressing its motivation (WHY ?—relation) and it is followed by
another representing a way to realize it (HOW?—relation). More goals can be con-
nected in the same way, through their hierarchization: e.g., the goal “reduce the
number of experts” can be preceded by the more generic goal “reduce FMEA costs.”
The same reasoning is valid for the strategies and the integrations with methods/
tools. In particular, in this case, we stratified them into four hierarchical levels: (1)
theories and logics (e.g., fuzzy logic), (2) methods (e.g., TRIZ), (3) tool, which can be
included in the methods (e.g., FA is part of TRIZ), and (4) knowledge sources (e.g.,
costs DB).
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CN202887188 -

FIGURE 4.3 Example of a complex causal chain obtained from the patent. (From Ming, X.
et al., System capable of achieving failure mode and effects analysis (FMEA) data multi-
dimension processing, CN202887188, filed June 4, 2012, and issued April 17, 2013.
Representation is courtesy of the authors.)

In the second case (nodes in parallel), two or more nodes can concurrently pro-
vide a motivation for a previous node or be two possibilities to realize the subsequent
node.

As example of a more complex causal chain, consider the Chinese patent [8§].
Table 4.4 represents an extract from the table of comparison relative to this docu-
ment: as can be seen, the resulting relations between the included subjects and the
features are more complex and interlaced in comparison to the example shown in
Table 4.3.

Figure 4.3 represents the causal chain obtained for this document. In this case the
two nodes reduce FMEA time/costs and analyze complex systems represent the two
main independent goals pursued by this contribution. The two nodes Automate
Failure Determination and Automate Risk Analysis are the two followed strategies
both for reduce FMEA time/cost” and to analyze Complex Systems. Finally, the
node fuzzy logic represents a high-level integration to realize the two strategies,
while a failure DB and a risk DB have been used to provide the knowledge for a
fuzzy logic-based reasoning in two different ways: the first one is used for Automate
the Failure determination (through fuzzy logic) and the second one is to Automate
Risk Analysis (through fuzzy logic).

4.4 RESULTS AND DISCUSSION

The proposed methodology has been tested during two distinct phases. During
phase 1 (automatic semantic analysis), all the documents in the selected pool were
processed because the algorithm of semantic parsing of the used tool is strictly influ-
enced by number of analyzed sentences in terms of founded linguistic synonyms
and relations. During phase 2 (manual review and causal chains building), instead
a restricted set of documents was considered to test the methodology in a restricted
time period under a temporal burden of required operations.

To obtain a significant sample, the documents were selected based on the typol-
ogy (papers or patents), date of publication, kind of source (for papers—journal or
proceedings), and nationality (for patents). The resulting sample counts 127 docu-
ments consisting of 80 papers and 47 patents.

After the sample was processed, the features were investigated, and the docu-
ments were classified, one causal chain was built for each document, which usually
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consists of more than four nodes, including at least one for each part (goal, strategy,
and integration). The total number of the causal chains is the same of the analyzed
document (127), since their correspondence is biunivocal: for each document there
was only one causal chain and vice versa.

In general, the more followed goals are Improve Design and Improve Human
Approach, which together are contained within 61 percent of the triads, while the
more considered strategies are related to the failure determination (automate and
improve), followed by Automate Risk Analysis.

Among the integrations with methods and tools, fuzzy logic and databases are
the most diffused, respectively, with 37 and 28 occurrences within the causal chains,
followed by the interface with 23 occurrences.

More detailed considerations are possible by analyzing the relations between goals
and strategies. In fact, the two more diffused strategies are considered differently:
those for failure determination are implemented to realize all the goals, while those
for Improving Risk Analysis are especially considered to Improve Human Approach
but practically ignored for achieving other purposes (i.e., Improve Design and
Analyze Complex Systems).

Other considerations can be done by comparing the couplings between multiple
goals, strategies, and tools.

By comparing the combinations between goals, the most considered combina-
tions found are: Improve Design—Improve Human Approach (8 occurrences) and
Improve Design—Analyze Complex Systems (7 occurrences), and Improve Human
Approach—Reduce Production Time/Costs (7 occurrences).

Among the combinations of the strategies that emerged, the most considered
combinations are: Automate Failure Determination—Automate Risk Analysis
(12 occurrences) and Automate Failure Determination—Improve Risk Analysis
(7 occurrences).

Finally, the analysis of the multiple integrations revealed that the common cou-
pling is between fuzzy logic and DBs with 6 occurrences.

A deeper analysis can be done by considering the causal chains. Among the dif-
ferent possibilities, the most significant deals with the comparison of the common
triads, or the combinations of three nodes: goal, strategy, and integration. In this way,
a synthetic but sufficiently significant indication is obtained to understand how the
authors are working to improve FMEA.

Figure 4.4 shows the tree map of the common triads, where the five main areas
are the goals, their internal subdivisions (colored) represent the strategies, in turn
divided between the integrations, where are reported the documents index (please
refer to the legend).

For example, analyzing the graph shows that the three documents [11,97,101] pro-
pose modified versions of FMEA based on the same common triad, or with the
objective to Improve Design phase, by improving the determination of the failures
through the introduction of databases (DB). Other goals, strategies, or integrations
differentiate the three contributions.

Analysis of the common triad shows that the most diffused consider the
goal Improve Human Approach: Improve Human Approach—Improve Risk
Analysis—Fuzzy (8 documents), Improve Human Approach—Improve Function
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186 Triads (127 documents)

Improve Design (57)

1. Solving (4)

Improve Human Approach (56)

1. Solving (4)

Template [29,
113]

Reduce FMEA time/costs (29)

1. Solving (2)

Reduce production time/costs (24)

1. Solving (1)

Analyze complex systems (20)

Legend
- Improve Bill of Material (BoM) definition - Improve Risk Analysis
- Improve Function Determination - Automate Risk Analysis
- Improve Failures Determination I:l Improve Problem Solving

- Automate Failures Determination

FIGURE 4.4 Main solutions proposed in papers and patents to improve FMEA, represented
through triads (goal, strategy, and method/tool).
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Determination—Interface (5 documents), and Improve Human Approach—Improve
BoM Determination—Interface (5 documents).

By considering the triads, some more interesting observations can be made about
the integrations. In general, their distribution is quite heterogeneous in relation
to strategies and goals. In fact, fuzzy logic almost always has been introduced to
Improve and Automate Risk Analysis to achieve all the goals, while has been used
for improving Failure Determination or automate it, but only in order to Improve
Design but not for other purposes.

Another case is represented by the interfaces, which have been introduced to
improve almost the strategies and goals.

Other integrations instead are related almost exclusively to same strategy for
achieving each goal. This is the case of the databases used to Automate Risk Analysis
and secondly to Automate Failures Determination and guidelines that generally are
used to Automate or to Improve Risk Analysis.

4.5 CONCLUSIONS

In this chapter a method for performing semi-automatic semantic analysis about
FMEA documents has been presented and applied on a pool of 127 documents,
consisting of paper and patents, selected from international journals, conference
proceedings, and international patents.

As aresult, each document has been summarized through a specific causal chain
including its considered goals (i.e., Improve Design, Improve Human Approach,
Reduce FMEA Time/Costs, Reduce Production Time/Costs, Analyze Complex
Systems), its strategies of intervention (Improve/Automate BoM, Function, Failures
Determination, Risk Analysis and Problem solving) and the integrated methods,
tools, and knowledge sources.

The main output of this work is summarized in an infographic based on a Treemap
diagram style comparing all the considered documents on the basis of the common
elements in their causal chains, which highlights the more popular direction at dif-
ferent levels of detail (i.e., strategies, methods, and tools) of intervention in relation
to the objective to pursue.

The consistent reduction of required time along with the number of considered
analyzed sources and the level of deepening of the same, represented by the ability to
determine the relationships between the different parameters of the analysis within
the causal chain, are elements of novelty compared to previous surveys, which could
positively impact scientific research in the sector.

The main limitations of the approach consist of the complexity of the manual
operations required to define the electronic pool and to create part of the relations
within the causal chains, which will be partly solved by automating the method for
future developments.
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5.1 INTRODUCTION

Due to the ubiquitous provision of services on the internet, dependability has become
an attribute of prime concern in hardware/software development, deployment, and
operation. Providing fault-tolerant services is related inherently to the adoption of
redundancy. Redundancy can be exploited either in time or in space. Replication of
services usually is provided through distributed hosts across the world so that when-
ever the service, the underlying host, or network fails another service is ready to take
over. Dependability of a system can be understood as the ability to deliver a specified
functionality that can be justifiably trusted. Functionality might be a set of roles or
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services (functions) observed by an outside agent (a human being, another system,
etc.) that interacts with system at its interfaces; and the specified functionality of a
system is what the system is intended.

Two fundamental dependability attributes are reliability and availability. The
task of estimating reliability and availability metrics may be undertaken by adopting
combinatorial models such as reliability block diagrams and fault trees. These mod-
els, however, lack the modeling capacity to represent dynamic redundancies. State-
based models such as Markov chains and stochastic Petri nets have higher modeling
power, but the computation cost for performing the evaluation is usually an issue
to be considered. This chapter studies the reliability and availability modeling of a
system through Markov chains and stochastic Petri nets.

This chapter is divided into four sections. After the introduction follows a
glance on some key authors and papers of area. Section 5.3 brings out background
concepts on Markov chains and Stochastic Petri Nets. Section 5.4 presents some
availability and reliability models for computer systems. Section 5.5 closes the
chapter.

5.2 A GLANCE AT HISTORY

This section provides a summary of early work related to dependability and briefly
describes some seminal efforts as well as the respective relations with current preva-
lent methods. This effort is undoubtedly incomplete; nonetheless, the intent is that it
provides key events, people, and noteworthy research related to what is now called
dependability modeling [28].

Dependability is related to disciplines such as fault tolerance and reliability.
The concept of dependable computing first appeared in the 1820s when Charles
Babbage carried out the initiative to conceive and build a mechanical calculating
engine to get rid of the risk of human errors [1,2]. In his book, On the Economy of
Machinery and Manufacture, he remarks “The first objective of every person who
attempts to make an article of consumption is, or ought to be, to produce it in perfect
form” [3]. In the nineteenth century, reliability theory advanced from probability and
statistics as a way to support estimating maritime and life insurance rates. In the early
twentieth century, methods had been proposed to estimate survivorship of railroad
equipment [4,5].

The first IEEE (formerly AIEE and IRE) public document to mention reliability
is “Answers to Questions Relative to High Tension Transmission” that archives the
meeting of the Board of Directors of the American Institute of Electrical Engineers
held on September 26, 1902 [6]. In 1905, H. G. Stott and H. R. Stuart discuss
“Time-Limit Relays and Duplication of Electrical Apparatus to Secure Reliability
of Services” at New York [4] and Pittsburg [5]. In these works, the concept of reli-
ability was chiefly qualitative. In 1907, A. A. Markov began the study of a nota-
ble sort of chance process. In this process, the outcome of a given experiment can
modify the outcome of the next experiment. This sort of process is now called a
Markov chain [7]. Markov’s classic textbook, Calculus of Probabilities, was pub-
lished four times in Russian and was translated into German [9]. In 1926, 20 years
after Markov’s initial discoveries, a paper by Russian mathematician S. N. Bernstein
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used the term “Markov chain” [8]. In the 1910s, A. K. Erlang studied telephone traf-
fic planning for reliable service provisioning [10].

The first generation of electronic computers was entirely undependable; thence
many techniques were investigated for improving their reliability. Among such tech-
niques, many researchers investigated design strategies and evaluation methods.
Many methods then were proposed for improving system dependability such as error
control codes, replication of components, comparison monitoring, and diagnostic
routines. The leading researchers during that period were Shannon [13], Von
Neumann [14], and Moore [15], who proposed and developed theories for building
reliable systems by using redundant and less reliable components. These theories
were the forerunners of the statistical and probabilistic techniques that form the
groundwork of modern dependability theory [17].

In the 1950s, reliability turns out to be a subject of great interest because of the
cold war efforts, failures of American and Soviet rockets, and failures of the first
commercial jet—the British de Havilland Comet [18,19]. Epstein and Sobel’s 1953
paper on the exponential distribution was a landmark contribution [20]. In 1954, the
first Symposium on Reliability and Quality Control (it is now the IEEE Transactions
on Reliability) was held in the United States, and in 1958 the First All-Union
Conference on Reliability was held in Moscow [7,21]. In 1957, S. J. Einhorn and
F. B. Thiess applied Markov chains for modeling system intermittence [22], and in
1960 P. M. Anselone employed Markov chains for evaluating the availability of radar
systems [23]. In 1961, Birnbaum, Esary, and Saunders published a pioneering paper
introducing coherent structures [24].

The reliability models might be classified as combinatorial (non-state space
model) and state-space models. Reliability Block Diagrams (RBD) and Fault Trees
(FT) are combinatorial models and the most widely adopted models in reliability
evaluation. RBD is probably the oldest combinatorial technique for reliabil-
ity analysis. Fault Tree Analysis (FTA) was initially developed in 1962 at Bell
Laboratories by H. A. Watson to analyze the Minuteman I Intercontinental Ballistic
Missile Launch Control System. Afterward, in 1962, Boeing and AVCO expanded
the use of FTA to the entire Minuteman II [25]. In 1965, W. H. Pierce unified the
Shannon, Von Neumann, and Moore theories of masking and redundancy as the
concept of failure tolerance [26]. In 1967, A. Avizienis combined masking methods
with error detection, fault diagnosis, and recovery into the concept of fault-tolerant
systems [27].

The formation of the IEEE Computer Society Technical Committee on Fault-
Tolerant Computing (now Dependable Computing and Fault Tolerance TC) in 1970 and
of IFIP Working Group 10.4 on Dependable Computing and Fault Tolerance in 1980
was an essential mean for defining a consistent set of concepts and terminology. In early
1980s, Laprie coined the term dependability for covering concepts such as reliability,
availability, safety, confidentiality, maintainability, security, and integrity [1,29].

In late 1970s some works were proposed for mapping Petri nets to Markov
chains [30,32,47]. These models have been extensively adopted as high-level Markov
chain automatic generation models and for discrete event simulation. Natkin was the
first to apply what is now generally called stochastic Petri nets (SPNs) to depend-
ability evaluation of systems [33].
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5.3 BACKGROUND

This section provides a very brief introduction to Continuous Time Markov Chains
(CTMCs) and SPNs, which are the formalism adopted to model availability and reli-
ability in this chapter.

5.3.1 Markov CHAINS

Markov chains have been applied in many areas of science and engineering. They have
been widely adopted for performance and dependability evaluation in manufacturing,
logistics, communication, computer systems, and so forth [34]. The name Markov chains
came from the Russian mathematician Andrei Andreevich Markov. Markov was born on
June, 14, 1856, in Ryazan, Russia, and died on July 20, 1922, in Saint Petersburg [35].

The References offers many books on Markov chains [36—40]. These books cover
Markov chain theory and applications in different depth and styles.

A stochastic process is defined as a family of random variables ({X(?): t € T})
indexed through some parameter (f). Each random variable (X,(#)) is defined on some
probability space. The parameter ¢ usually represents time, so X,(f) denotes the value
assumed by the random variable at time #. T'is called the parameter space and is a subset
of R (the set of real numbers).

If T is discrete, that is, T = {0,1,2,...}, the process is classified as discrete-time
parameter stochastic process. On the other hand, if 7 is continuous, that is, 7 = {t:
0 <t < o}, the process is a continuous-time parameter stochastic process. In CTMC,
a change of state may occur at any point in time. A CTMC is a continuous time, dis-
crete state-space stochastic process, that is, the state values are discrete, but param-
eter ¢ has a continuous range over [0,e0].

A CTMC can be represented by a state-transition diagram in which the vertices rep-
resent states and the arcs between vertices i and j are labeled with the respective transi-
tion rates, that is, 4;, i # j. Consider a chain composed of three states, s, s, and s,, and
their transition rates, a, f3, , and A. The model transitions from s to s; with rate a; from
state s,, the model transitions to state s, with rate f, and to state s, with rate . When in
state s,, the model transitions to state s; with rate A. The rate matrix, Q is:

- a 0
0= B ~(B+r) v
0 A -2
For time homogeneous CTMCs:
drl(t
dt( ) :H(t)-Q, 6D

(r)=T1(0) e :H(O)[1+ y th] (5.2)
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In many cases, however, the instantaneous behavior, I1(#), of the Markov chain is
more than needed. In many cases, often it is satisfied already when computing the
steady-state probabilities, that is, IT = lim, _, _I1(#). Hence, consider the system of
differential equations presented in Equation 5.1. If the steady-state distribution
exists, then dI(7):

dri(e) _
dt

Consequently, for calculating the steady-state probabilities, the only necessity is to
solve the system:

-0 =0, Zwﬂizl. (5.3)

5.3.2 StocHasTIiC PeTRI NETS

The first SPN extensions were proposed independently by Symons, Natkin, and
Molloy [30,31,32]. After, many other stochastic extensions were introduced, Marsan
et al. extended the basic SPNs by considering stochastic timed transitions and immediate
transitions [41]. This model was named Generalized Stochastic Petri Nets (GSPN) [43].
Later on, Marsan and Chiola proposed an extension that also supported determinis-
tic timed transitions [42], which was named Deterministic Stochastic Petri Nets
(DSPN) [46]. Many other extensions followed, among them extended Deterministic
Stochastic Petri Nets (eDSPN) [44.,45] and Stochastic Reward Nets (SRN) [48].

The SPN considered here is a very general stochastic extension of Place-Transition
nets. Its modeling capacity is well beyond that presented by Symons, Natkin, and
Molloy. The original SPN considered only exponential distributions. GSPNs adopted,
besides exponential distributions, immediate transitions. These models shared the
memoryless property also presented in untimed Petri nets since reachable marking
is only dependent on the current Petri net marking.

Stochastic Petri Nets—Let SPN = (P, T, I, O, H, M, Atts) be an SPN, where P, T,
I, O, and M,, are defined as for Place-Transition nets, that is, P is the set of places, T
is the set of transitions, / in input matrix, O is the output matrix, and M, is the initial
marking. The set of transition, 7, is, however, divided into immediate transitions
(T;,), timed exponentially distributed transitions (7, ), deterministic timed transi-

exp.

tions (7,,,), and timed generically distributed transitions (7):
T = T[m UTexp UTdet UTg .

Immediate transitions are graphically represented by thin black rectangles, timed
exponentially distributed are depicted by white rectangles, deterministic timed tran-
sitions are represented by thick black rectangles, and timed generically distributed
gray rectangles denote transitions. The matrices / and O represent the input and
output arcs of transitions. These matrices may be marking dependent, that is the arc
weights may be dependent on current marking:

= (ip,t)\P\x\T\’ l.,,,, :MD XRSSPN g N,
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and

0= (Op,t)‘P‘x‘T‘s Op,t :MD ><RSSI;'N - N’

where MD = {true, false} is a set that specify if the arc between p and ¢ is marking
dependent or not. If the arc is marking dependent, the arc weight is dependent on the
current marking M € RSy, RSgpy 1s the reachability set of the net SPN. Otherwise,
it is constant.

H = (hy ey Ppo - MD X RSspy > N

is a matrix of inhibitor arcs. These arcs may also be marking dependent, that is the
arc weight may be dependent on current marking. h,: MD X RSgpy — N, where
MD = {true, false} is a set that specify if the arc between p and ¢ is marking depen-
dent or not. If the arc is marking dependent, the arc weight is dependent on the cur-

rent marking M € RS,,. Otherwise, it is constant.

e Arts = (I, Dist, MDF, W, G, Policy, Concurrency) is set of attributes
assigned to transitions, where:

e II: T — N is a function that assigns a firing priority on transitions.
The larger the number the higher is the firing priority. Immediate transi-
tions have higher priorities than timed transitions, and timed determinis-
tic transitions have higher priorities than random timed transitions, that is,
n(t) > nt) > n(ty), ;€ T;,, ; € Ty, and 1, € T, UT,..

e Dist: T, ,UT, — F is a function that assigns non-negative probability distri-
bution function to random delay transitions. F is the set of functions.

e MDF: T — MD is a function that defines if the probability distribution
functions assigned to delays of transitions are marking dependent or not.
MD = {true, false}.

e W. T, ,UT,UT,, — R*is a function that assigns a non-negative real num-
ber to exponential, deterministic, and immediate transitions. For expo-
nential transitions, these values correspond to the parameter values of the
exponential distributions (rates). In the case of deterministic transitions,
they are the deterministic delays assigned to transitions. Moreover, in
the case of immediate transitions, they denote the weights assigned to
transitions.

* G: T — TNIlis a partial operator that assigns to transitions a guard expres-
sion. The guards are evaluated by GE: (T — TNy — {true, false} that
results in true or false. The guard expressions are Boolean formulas com-
posed of predicates specified regarding marking of places. A transition may
be enabled only if its guard function is evaluated as true. It is worth noting
that not every transition may be guarded.

e Policy: T — {prd, prs}, where prd denotes pre-emptive repeat different
(restart), and prs is pre-emptive resume (continue). The timers of transitions
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with prd are discarded and new values are generated in the new marking.
The timers of transitions with prs hold the present values.
e Concurrency: T — T,, — {sss, iss} is a function that assigns to each timed

transition a timing semantics, where sss denotes single server semantics
and iss is infinite server semantics.

SPNs are usually evaluated through numerical methods. However, if the state space
is too big, infinite or even if non-phase-type distributions should be represented, the
evaluation option may fall into the simulation. With simulation, there are no funda-
mental restrictions on the models that can be evaluated. Nevertheless, the simulation
does have pragmatical constraints, since the amount of computer time and memory
running a simulation can be prohibitively large. Therefore, the general advice is to
pursue an analytical model wherever possible, even if simplifications and or decom-
position is required.
For a detailed introduction to SPNs, refer to [43,45].

5.4 AVAILABILITY AND RELIABILITY MODELS
FOR COMPUTER SYSTEMS

Dependability aspects deserve great attention for assuring of the quality of service
provided by a computer system. Dependability studies look for determining reliabil-
ity, availability, security, and safety metrics for the infrastructure under analysis [50].
RBD [51], FT [53] and Petri nets are, as well as Markov chains, widely used to capture
the system behavior and allow the description and prediction of dependability metrics.

The most basic dependability aspects of a system are the failure and repair
events, which may bring the system to different configurations and operational
modes. The steady-state availability is a common measure extracted from depend-
ability models. Reliability, downtime, uptime, and mean time to system failure are
other metrics usually obtained as output from a dependability analysis in computer
systems.

The combined analysis of performance and dependability aspects, so-called
performability analysis, is another frequent necessity when dealing with computer
systems, since many of them may continue working after partial failures. Such grace-
fully degrading systems [54] require specific methods to achieve an accurate evalu-
ation of their metrics. Markov reward models constitute an essential framework for
performability analysis. In this context, the hierarchical modeling approach is also
a useful alternative in which distinct models may be used to represent the depend-
ability relationships of the system in the upper level and performance aspects in the
lower level, or vice versa [49,55,58].

For all kinds of Markov chain or SPN analyses, an important assumption must
be kept in mind: the exponential distribution of transition rates or firing delays,
respectively. The behavior of events in many computer systems may fit better to
other probability distributions, but in some of these situations, the exponential dis-
tribution is a fair approximation, enabling the use of Markovian models. In cases
when the exponential distribution is not a reasonable approximation, SPN exten-
sions may be used that enable non-exponential distributions. Such a deviation
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from Markovian assumptions requires the adoption of simulation for a model solu-
tion [57,59-61]. It is possible also to adapt transitions to represent other distributions
employing phase approximation or moment matching as shown in [36,52]. The use
of such techniques allows the modeling of events described by distributions such as
Weibull, hypoexponential, hyperexponential, and Erlang and Cox [13,16].

5.4.1 CoMMON STRUCTURES FOR COMPUTATIONAL SYSTEMS MODELING

Consider a single component repairable system. This system may be either opera-
tional or in failure. If the time to failure (TTF) and the time to repair (TTR) are
exponentially distributed with rates 4 and u, respectively, the CTMC shown in
Figure 5.1a is its availability model. The state U (Up) represents the operational
state, and the state D (Down) denotes the faulty system. If the system is operational,
it may fail. The system failure is represented by the transition from state U to state
D. The faulty system may be restored to its operational state by a repair. The repair is
represented by the transitions from state D to state U. The matrix rate, Q, is presented
in Figure 5.1b.

The instantaneous availability is the instantaneous probability of being in state U
and D is, respectively:

A (eu)r
AU)=nU0)=ii;1+i+11e(l“> (54

and

A A o n)t

UA(I)=7ID(I)=1+/J_Z+M

) (3.5)
such that z,(7) + 7, () = 1.

If + — oo then the steady-state availability and unavailability is obtained,
respectively:

A=my = H (5.6)
A+u
and
UA=rmp = 2 , 5.7
A+u
A U D
(A A\U
O ORL vk
(a) (b)

FIGURE 5.1  Single component system: (a) Availability model and (b) Matrix rate.
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such that 7, + 7, = 1. The steady-state measures can be obtained also by solving:
HQZO, ﬂU+ﬂD:1,

where I1 = (z,7,,). The downtime in a period 7' is DT = z;, X T. For a time period of
1 year (365 days), the number of hours 7" is 8760 h and 525,600 min. Now assume
a CTMC that represents the system failure. This model has two states, U and D, and
only one transition. This transition represents the system failure; that is, when the
system is operational (U), it may fail, and this event is represented by the transition
from the state U to state D, with failure rate (1). Solving:

dIi(r)
dt

-1(1)-0.

where T1(1) = (2(0),7(1) and 7, + 7y(t) = 1, m,(H) = e and 7y(t) = 1-e™" are
obtained. The system reliability is:

Rt =ny(t)=e* (5.8)
and the unreliability is:
UR(t)=np(t) =1—e . (5.9)

Itis worth mentioning UR(f) = F(t), where F(f) is camulative distribution function of the
time to failure. Consequently, as MTTF = | : R(t) dt, we have: MTTF = j; eMdr=1.
The mean time to failure (MTTF) also can be computed from the rate matrix
0 [56,65].

5.4.1.1 Cold, Warm, and Hot Standby Redundancy

Systems with stringent dependability requirements demand methods for detecting,
correcting, avoiding, and tolerating faults and failures. A failure in a large-scale sys-
tem can mean catastrophic losses. Many techniques have been proposed and adopted
to address dependability issues in computer systems in such a way that failures can
be tolerated and circumvented. Many of those techniques are based on redundancy,
i.e., the replication of components so that they work for a common purpose, ensuring
data security and availability even in the event of some component failure. Three
replication techniques deserve special attention due to its extensive use in clustered
server infrastructures [28]:

e Cold Standby: The backup nodes, or modules, are turned off on standby
and will only be activated if the primary node fails. One positive point
for this technique is that the secondary node has low energy consumption.
While in standby mode, the reliability of the unit is preserved, i.e., it will
not fail or at least its mean time to failure is expected to be much higher
than a fully active component. On the other hand, the secondary node needs
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significant time to be activated, and clients who were accessing information
on the primary node lose all information with the failure of the primary
node and must redo much of the work when the secondary node activates.

* Hot Standby: This type can be considered the most transparent of the rep-
lication modes. The replicated modules are synchronized with the operat-
ing module; thereby, the active and standby cluster participants are seen by
the end user as a single resource. After a node fails, the secondary node
is activated automatically and the users accessing the primary node will
now access the secondary node without noticing the change of equipment.

e Warm Standby: This technique tries to balance the costs and the recovery
time delay of cold and hot standby techniques. The secondary node is on
standby, but not completely turned off, so it can be activated faster than
in the cold standby technique, as soon as a monitor detects the failure of
the primary node. The replicated node is synchronized partially with the
operating node, so users who were accessing information on the operating
node may lose some information that was being written close to the moment
when the primary node failed. It is common to assume that in such a state
the standby component has higher reliability than when receiving the work-
load (i.e., properly working).

Figure 5.2 depicts an example SPN for a cold-standby server system, comprising two
servers (S1 and S2). There are two places (S1 _Up and S2 _Down) representing the
operational status of the primary server, indicating when it is working or has failed,
respectively. Three places (S1 Up, S2 Down, and S2 Waiting) represent the opera-
tional status of the spare server, indicating when it is working, failed, or waiting for
activation in case of a primary server failure.

Notice that in the initial state of the cold-standby model, both places S1 _up and
S2 Waiting have one token, denoting the primary server is up, and the spare server
is in standby mode. The activation of the spare server occurs when the transition
S1 Fail fires, consuming the token from S1 Up. Once the place S1 _Up is empty, the
transition S2 Switch On becomes enabled, due to the inhibitor arc that connects it to
S1 Up. Hence, S2 Switch On fires, removing the token from S2 Waiting, and putting
one token in place S2 Up. This is the representation of the switchover process from
the primary server to the secondary server, which takes an activation time specified
in the S2 Switch On firing delay.

The repair of the primary server is represented by firing the S1 Repair transition.
The places S1 Down and S2 Up become empty, and S1 _Up receives one token again.
As previously mentioned, the time to failure of primary and secondary servers will
be different after the spare server is preserved from the effects of wear and tear when
it is on shut off or in standby mode. The availability can be numerically obtained
from the expression:

A= P((#SIUP =1)v (#S2yp = 1))

Figure 5.3 depicts an example CTMC for a warm-standby server system, origi-
nally shown in [49]. This model has many similarities to the SPN model for the
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S1_Fail

S1_Epair
S2_Fail
S2_Up S2 Down _Y S2 Waiting
L
o—/
S2_Repair S2_Switch_On

.

FIGURE 5.2 SPN for cold standby redundancy.

FIGURE 5.3 CTMC for warm standby redundancy.
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cold-standby system, despite the distinct semantics and notation. It might be inter-
esting to verify that both approaches can be used interchangeably, mainly when the
state-space size is not a major concern.

The CTMC has five states: UW, UF, FF, FU, and FW, and considers one pri-
mary and one spare server. The first letter in each state indicates the primary server
status, and the second letter indicates the secondary server status. The letter U
stands for Up and active, F means Failed, and W indicates Waiting condition (i.e.,
the server is up but in standby waiting for activation). The shaded states represent
that the system has failed (i.e., it is not operational anymore). The state UW rep-
resents the primary server (S1) is functional and secondary server (S2) in standby.
When S1 fails, the system goes to state FW, where the secondary server has not yet
detected the SI failure. FU represents the state where S2 leaves the waiting condi-
tion and assumes the active role, whereas Sl is failed. If S2 fails before taking the
active role, or before the repair of SI, the system goes to the state FF, when both
servers have failed. For this model, we consider a setup where the primary server
repair has priority over the secondary server repair. Therefore, when both serv-
ers have failed (state FF) there is only one possible outgoing transition: from FF
to UF. If S2 fails when S1 is up, the system goes to state UF and returns to state
UW when the S2 repair is accomplished. Otherwise, if S1 also fails, the system
transitions to the state FF. The failure rates of SI and S2, when they are active, are
denoted by 1. The rate 42 denotes the failure rate of the secondary server when it
is inactive. The repair rate assigned to both S1 and S2 is u. The rate a represents
the switchover rate (i.e., the reciprocal of the mean time to activate the secondary
server after a failure of S1).

The warm standby system availability is computed from the CTMC model by
summing up the steady-state probabilities for UW, UF, and FU states, which denote
the cases where the system is operational. Therefore, A = 7y, + 7, + 75y System
unavailability might be computed as U =1 — A, but also as U = 7 + 7z .

A CTMC model for a cold standby system can be created with little adjustments
to the warm standby model, described as follows. The switchover rate (@) must be
modified accordingly to reflect a longer activation time. The transition from UW to
the UF state should be removed if the spare server is not assumed to fail while inac-
tive. If such a failure is possible, the failure rate (12) should be adjusted to match the
longer mean time to failure expected for a spare server that is partially or entirely
turned off.

A CTMC model for a hot standby system also can be derived from the warm
standby model by reducing the value of the switchover rate (@) to reflect a smaller
activation time or even removing state FW to allow transition from UW to FU
directly if the switching time from primary to spare server is negligible. In every
case, the failure rate of the spare server (42) should be replaced by the same rate
of the primary server since the mean time to failure is expected to be the same for
both components.

5.4.1.2 Active-Active and k-out-of-n Redundancy Mechanisms

Active-active redundancy means that two operational units share the workload, but
workload can be served with acceptable quality by a single unit.
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FIGURE 5.4 CTMC for 3-out-of-5 redundancy.

The concept of active-active redundancy can be generalized by assuming that a
system may depend strictly only on a subset of its components. Consider a system
composed of n identical and independent components that is operational if at least
k out of its n components are working correctly. This sort of redundancy is named
k-out-of-n.

Combinatorial models, such as RBD [62], are widely used for representing k-out-
of-n arrangements, but they also might be modeled and analyzed with CTMC mod-
els with equivalent accuracy and even more flexibility [28,57]. Figure 5.4 depicts an
example of CTMC model for a 3-out-of-5 redundant server system.

In such a CTMC, the 5U state represents that all five servers are operational.
The failure rate of a single server is denoted by A, whereas the repair rate is denoted
by . The transition from state 5U to state 4U occurs with the rate 51, according to
the properties of exponential distribution that is assumed in a Markov chain, con-
sidering that the failure of each unit is statistically independent of one to each other,
which simply means they may fail concurrently. Similarly, the model goes from state
4U to state 3U with a rate of 4/ after there are only four operational servers remain-
ing. If the model is in state 3U, another failure brings it to the Down state, which
represents that the whole system is not operational anymore, and the other servers
are turned off, and hence no other failure can occur. Only the repair of at least one
server can bring the system to an operational state again. This model considers that
only one server can be repaired at a time, which may be the case in many companies
where the maintenance team has a limited number of members or equipment needed
for the repair. For such a reason, the repair occurs with a u rate for all transitions
outgoing from Down, 3U, and 4U states.

The availability for such a system may be computed as:

A=P{5U}+P{4U}+P{3U} (5.10)

601°
1- 3 2 2 3
604" +20A° u+5Au" +u

The capacity-oriented availability (COA) allows to estimate how much service the
system can deliver considering failure states [63,64]:

5xP{5U}+4xP{4U}+3xP{3U}
5

COA = (.11)

A (6047 +164 +3u” )
C60A° +20A% 0+ 5407 + 1

COA
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The mean time to failure is:

400A* +275A° 1+ 1072207 +13040° +

MTTF =
60A° (2047 +5Au + 11*)

5.4.2 ExampLES OF MODELS FOR COMPUTATIONAL SYSTEMS

To demonstrate how to analyze the availability and reliability of computing systems,
an example of architecture that is presented in Figure 5.5 is used. The system is com-
posed of a switch/router and server subsystem. The system fails if the switch/router
fails or if the server subsystem fails. The server subsystem comprises two servers, S1
and S2. S1 is the main server, and S2 is the spare server. They are configured in cold
standby mechanism, that is, S2 starts as soon as Sl fails. The startup time of S2 may
be configured according to the adopted switching mechanism. If the start-up time of
S2 is equal to zero, then it is perfect switching.

For computing the availability and reliability for such a system, a modeling strat-
egy consisting of Markov chains and SPN models is used.

5.4.2.1 Markov Chains
5.4.2.1.1 Availability CTMC Model

The architecture described in Figure 5.5 enables availability analysis through a het-
erogeneous modeling approach. Many formalisms may be used to compute such
metrics. However, the redundancy mechanism used in the systems requires the use
of state-based models, such as Markov chains or SPNs. Therefore, this example
depicts the use of CTMC model to compute availability and reliability measures.

Figure 5.6 represents the CTMC availability model. The CTMC represents the
detailed behavior of the system which employs redundancy, the start-up time of S2
is zero. The CTMC has six states as a tuple: (D, S2,D), (S1,S2,D), (S1,S2,SR), (D,
S2,SR), (D, D, D), and (D, D, SR), and considers one primary and one spare server,
S1 and S2 respectively, and one switch/router.

@)( ﬁ

Switcher/Router

Clients

)

S2

Servers

FIGURE 5.5 A simple example.



Markov Chains and Stochastic Petri Nets for Availability and Reliability Modeling 141

FIGURE 5.6 CTMC availability model.

Each state name comprises three parts. The first one represents the server one (S1),
the second denotes the server two (S2), and the third letter describes the switch/router
component (SR). The S1 denotes that S1 is running and operational, the S2 represents
the S2 is running and operational, and SR represents the Switch/router is running
and operational. The letter D represents the failure state. The initial state (S1,S2,SR)
represents the primary server (S1) is running and operational, the secondary server
(S2) is the spare server, and the switch/router (SR) is functional. When S1 fails, the
system goes to the state (D,S2,SR), outgoing transition: from (S1,S2,SR) to (D,S2,SR),
when S1 repair, the system returns to the initial state. Once in the state (D,S2,SR), the
system may go to the state (D,S2,D) through the SR failure or, the system may go to
state (D, SR) through the S2 failure. In both cases, the system may return to the previ-
ous state across the SR repair rate or S2 repair rate, respectively. As soon as the state
(D,D,SR) is achieved, the system may go to the state (D,D,D) with the SR failure, or
returns to the initial state (S1,S2,SR), when the repair is accomplished (i.e., the repair
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of the systems S1 and S2). The failure rates of S1, S2, and SR are denoted by 1_S1,
A_S2, and 1_SR, respectively, as well as the repair rates for each component u_S1,
p_S2, and u_SR. The u_S denotes the repair rate when the two servers are in a fail-
ure state.

The CTMC that represents the architecture enables obtaining a closed-form equa-
tion to compute the availability (see Equation 5.12). It is important to stress that the
parameters y_Sl=u_S2=u_SR are equal to u and A_S1=1_S2 are equal to A.

plp(putp)+a(utau))

A= (/'LSR +u)(/'Lz+,u(u+,us)+)L(/,L+2/.t5))

(.12)

5.4.2.1.2  Reliability CTMC Model

Figure 5.7 depicts the CTMC reliability model for this architecture. The main
characteristics of the reliability models are the absence of repair, i.e., when the
system goes to the failure state the repair is not considered. This action is neces-
sary to compute with more ease the system mean time to failure, and subsequently
the reliability metric. The reliability model has three states as a tuple: (S1,S2,SR);
(D,S2,SR); and Down state. The initial state (S1,S2,SR) represents all components
running. If SI fails, the system may go to (D,S2,SR) state, then this event repre-
sents that even with the failure of S1 server, the system may continue the operation
with the secondary server (S2). When S1 is repaired, the system returns to the
initial state. Outgoing transition: from (S1,S2,SR) to Down, when SR fails, repre-
sents the system failure; thus, the system is offline and may not provide the service.
Once in (D,S2,SR) state, the system may go to the Down state with S2 failure rate
or SR failure rate. Once in the Down state, the system goes to the failure condition,
and it is possible to obtain the reliability metric. The up states of the system are
represented by (S1,S2,SR) and (D,S2,SR).

Ny
2

7
(1))
E:
i

B
/)\’s“_\)

/S“

FIGURE 5.7 CTMC reliability model.
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5.4.2.1.3 Results

Table 5.1 presents the values of failure and repair rates, which are the reciprocal
of the MTTF and mean time to repair (MTTR) of each component represented in
Figures 5.6 and 5.7. Those values were estimated and were used to compute the avail-
ability and reliability metrics.

It is important to stress that the u S represents twice the repair rate of u S1 con-
sidering just one maintenance team. The availability and reliability measures were
computed herein for the architecture described in Figure 5.5, using the mentioned
input parameters. The results are shown in Table 5.2, including steady-state avail-
ability, number of nines, annual downtime, reliability, and unreliability, considering
4,000 h of activity.

The downtime provides a view of how much time the system is unavailable for its
users for 1 year. The downtime value of 10.514278 h indicates that the system can be
improved; this downtime indicates that the system stands still for 10 hours of total
outage through a year. At 4,000 h of activity, the system has a reliability a little over
80 percent.

5.4.2.2 SPN Models
5.4.2.2.1 Availability SPN Model

An SPN model may be used to represent the same system already analyzed with the
CTMC model discussed in the previous section, and to obtain availability and reli-
ability measures similarly.

TABLE 5.1

Input Parameters

Variable Value (h~1)
1 SR 1/20,000
1. S1=152 1/15,000
uSl=uS2=u_SR 1724

us 1/48
TABLE 5.2

CTMC Results

Availability 0.9987997
Number of nines 2.9207247
Downtime (h/yr) 10.514278
Reliability (4,000 h) 0.8183847

Unreliability (4000 h) 0.1816152
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The redundant mechanism is employed to represent switch/router component and
two servers, S1 and S2. The servers are configured in cold Standby; that is, S2 starts
as soon as Sl fails. The start-up time of S2 is denoted by S2 Switching-On transition.
Figure 5.8 shows the SPN model adopted to estimate the availability and downtime
of the servers with cold standby redundancy.

The markings of the places SR OK and S1 OK denote the operational states of
the switch/router and S1 server. The marking of the S2 _OFF indicates the wait-
ing state before the activation of S2 server. When the place S2 OK is marked, the
server S2 is operational and in use. The places SR F, S1 F, and S2 F indicate the
failure states of these components. When the main module fails (S1), the transition
S2 Switching-On is enabled. Its firing represents the start of the spare in operational
state (S2). This period is the Mean Time to Activate (MTA).

The following statement is adopted for estimating availability and unavailability:

A=(P((#SR_OK =1)AND((#S1_OK =1)OR(#52_OK =1))))

UA=1-(P((#SR_OK =1)AND((#S1_OK =1)OR(#52_OK =1))))

S1_0OK

S1R

S1F

§2_0K

S2R
<——
S2F
S$2_SwitchingOn S2 OFF
S2_F

FIGURE 5.8 Availability SPN model.
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5.4.2.2.2  Reliability SPN Model

Figure 5.9 shows the SPN reliability model for architecture presented in Figure 5.5.
The main difference between models of Figures 5.8 and 5.9 is the repair time
for the entire system, i.e., the system reliability considers the time until the first
failure. The model represents an active/active redundancy, with the failure of Sl
and S2 servers the immediate transition is enabled and may be fired, marking the

-
I

SR_F S1_F

SR_OK

sAsainjieq

D

System_OFF S2_OK
k L@

FIGURE 5.9 SPN Reliability model.
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place System OFF with a token. The following expressions are adopted for esti-
mating reliability and unreliability, respectively:

R(t) =1— P((# SR F = )V (# System OFF = 1))(t)

UR(t) = P(#SRF =1)V (#System OFF =1))(t)

5.4.2.2.3 Results

Table 5.3 presents the values of mean time to failure (MTTF) and mean time to
repair (MTTR) used for computing availability and reliability metrics for the SPN
models. We computed the availability and reliability measures using the mentioned
input parameters. The results are shown in Table 5.4, including steady-state avail-
ability, number of nines, annual downtime, reliability, and unreliability, considering
4,000 h of activity. The switching time considered is 10 minutes, which are enough
for the system startup and software loading.

This SPN model enables the computation of the reliability function of this sys-
tem over time, which is plotted in Figure 5.10, considering the baseline setup of
parameters shown in Table 5.3, and also a scenario with improved values for the
switch/router MTTF (30,000 h) and both servers MTTR (8 h). It is noticeable that, in
the baseline setup, the system reliability reaches 0.50 at around 15,000 h, and after
60,000 h (about 7 years), the system reliability is almost zero. When the improved
version of the system is considered, the reliability has a smoother decay, reaching
0.50 just around 25,000 h, and approaching zero only near to 100,000 h. For the
sake of comparison, the reliability at 4,000 h is 0.8840773, wherein the baseline
setup is 0.818385. Such an analysis might be valuable for systems administrators to

TABLE 5.3

Input Parameters for SPN Models

Transition Value (h) Description
SRF 20,000 Switch/Router MTTF
SIF = S2F 15,000 Servers MTTF

SRR =S1R =S2R 24 MTTR

S2 Switching On 0.17 MTA

TABLE 5.4

SPN Results

Availability 0.998799
Number of nines 2.920421
Downtime (h/yr) 10.521636
Reliability (4,000 h) 0.818385

Unreliability (4,000 h) 0.181615
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FIGURE 5.10 Reliability function for the example system.

make decisions regarding system maintenance and replacement of components to
avoid failures that will cause significant damage for revenue, customer satisfaction,
or other corporate goals.

5.5 FINAL COMMENTS

The process of analytical modeling for computational systems must consider a vari-
ety of strategies and characteristics of each available formalisms. The choice of one
type of model may involve accuracy issues, expressiveness power, accessible soft-
ware tools, and the complexity of the target system.

The concepts and examples presented in the chapter should be viewed as an
introduction and motivation on possible methods to select when studying computing
reliability and availability metrics. The conciseness and power of SPNs especially
can be useful in many cases when complexity grows and many details must be
represented. Nevertheless, CTMCs always will be kept as an option which provides
enough resources for performing many kinds of analyses. Other modeling formal-
isms, such as FTs, RBDs, Reliability Graphs, and stochastic Automata networks, are
also significantly important and enable different views for the same dependability
concepts approached here.

The world is a place where information systems control almost every aspect
of daily lives. The knowledge and framework exposed here may be increasingly
required as regulatory agencies and big corporate customers demand the estimation
of boundaries on how dependable their systems are.
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6.1 INTRODUCTION

Spent nuclear fuel is generated from the operation of nuclear reactors and must be
safely managed following its removal from reactor cores. The Nuclear Technology
Development Center (Centro de Desenvolvimento da Tecnologia Nuclear—CDTN),
Belo Horizonte, Brazil constructed a dual-purpose metal cask in scale 1:2 for the
transport and dry storage of spent nuclear fuel (SNF) that will be generated by
research reactors, both plate-type material testing reactor (MTR) and TRIGA fuel
rods. The CDTN is connected to the Brazilian National Nuclear Energy Commission
(Comissao Nacional de Energia Nuclear—CNEN).

The dual purpose cask (DPC) development was supported by International
Atomic Energy Agency (IAEA) Projects RLA4018, RLA4020, and RLA3008.
The project began in 2001 and finished in 2006. Five Latin American countries
participated—Argentina, Brazil, Chile, Peru, and Mexico. The cask is classified as a
Type B package according to IAEA Regulations for the Safe Transport of Radioactive
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Materials (IAEA, TS-R-1, 2009). The RLA/4018 cask was designed and constructed
in compliance with TAEA Transport Regulations. The IAEA established the stan-
dards for the packages used in the transport of radioactive materials under both nor-
mal and accident conditions.

The general safety requirement concerns, among other issues, are package tie-
down, lifting, decontamination, secure and closing devices, and material resistance to
radiation, thermal, and pressure conditions likely to be found during transportation.

The regulations establish requirements that guarantee that fissile material is pack-
aged and shipped in such a manner that they remain subcritical under the conditions
prevailing during routine transport and in accidents.

6.2 OVERVIEW OF FAULT TREE ANALYSIS

Different techniques are applied widely in risk analyses of industrial process and
equipment operating such as Failure Modes and Effects Analysis (FMEA) and its
extension Failure Mode, Effects, and Criticality Analysis (FMECA) (Gual et al.,
2014; Perdomo and Salomon, 2016), fault tree analysis (FTA) (Vesely, 1981), What-if
(Gual, 2017), Layer of Protection Analysis (LOPA) (Troncoso, 2018a), and Hazards
and Operability Study (HAZOP) (Troncoso, 2018b). Different methods of solving a
fault tree as an advanced combinatorial method (Rivero et al., 2018) also has been
applied. All techniques have advantages and limitations. The selection techniques
chosen will depend on the documentation available and the objectives to be achieved.

The FTA is one of the most popular and visual techniques to identify risk for
design operation, reliability, and safety.

The traditional FTA technique was selected to evaluate reliability and risk assess-
ment of a DPC constructed at CDTN for the transport and storage of spent nuclear
fuel that will be generated by research reactors.

FTA techniques were first developed at Bell Telephone Laboratories in the early
1960s. Since this time, FTA techniques have been adopted readily by a wide range
of industries, such as power, rail transport, oils, nuclear, chemistry, and medicine,
as one of the primary methods of performing reliability and safety analysis. FTA is
a top down, deductive failure analysis in which an undesired state of a system is
analyzed using Boolean logic to combine a series of lower-level events. This analy-
sis method is used mainly in the field of safety engineering and reliability engi-
neering to determine the probability of a safety accident or a specific system level
(functional) failure. In 1981, the U.S. Nuclear Regulatory Commission (NRC) issued
the Fault Tree Handbook, NUREG-0492 (Vesely, 1981). In 2002, the National
Aeronautics and Space Administration (NASA) published the Fault Tree Handbook
with Aerospace Applications (Stamatelatos et al., 2002). Today, FTA is used widely
in all major fields of engineering.

FTA defined in NUREG-0492 is “An analytical technique, whereby an undesired
state of the system is specified (usually a state that is critical from a safety stand-
point), and the system is then analyzed in the context of its environment and opera-
tion to find all credible ways in which the undesired event can occur.”

A Fault Tree always can be translated into entirely equivalent minimal cut
sets (MCS), which can be considered the root causes for these fall fatalities
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TABLE 6.1

Fundamental Laws of Boolean Algebra

Law AND Form Representation OR Form Representation
Commutative X+y=y+x Xy =yX

Associative X+y+z)=x+y)+z x(y-z) = (x'y)z
Distributive x(y+z)=xy+xz Xy +Xxz

Idempotent XX =X X+Xx=X

Absorption Xx(xX+y)=x X+Xy=X

(Vesely et al., 1981). The FTA begins by identifying multiple-cause combina-
tions for each fatality. These multiple-cause combinations can be connected by an
AND-gate (the output occurs only if all inputs occur), indicating that these two or
three events contributed simultaneously to these fatal falls and OR gate (the out-
put occurs if any input occurs). Fundamental laws of Boolean algebra (Whitesitt,
1995) (see Table 6.1) were applied to reduce all possible cause combinations to
the smallest cut set (Vesely et al., 1981) that could cause the top event to occur.
Eventually, all case combinations associated with each basic event can be simpli-
fied and presented in a fault tree diagram.

The fault tree gates are systematically substituted by their entries, applying the
Boolean algebra laws in several stages until the top event Boolean expression con-
tains only basic events. The final form of the Boolean equation is an irreducible logi-
cal union of minimum sets of events necessary and enough to cause of the top event,
denominated MCSs. Then, the original fault tree is mathematically transformed into
an equivalent MCS fault tree. The transformation process also ensures that any sin-
gle event that appears repeatedly in various branches of the fault tree is not counted
twice.

Fault trees graphically represent the interaction of failures and other events within
a system. Basic events at the bottom of the fault tree are linked via logic symbols
(known as gates) to one or more top events. These top events represent identified
hazards or system failure modes.

A fault tree diagram (FTD) is a logic block diagram that displays the state of
a system (top event) in terms of the states of its components or subsystems (basic
events). The basic events are determined through a top-down approach. The rela-
tionship between causes and the top event (failure or fatalities) are represented by
standard logic symbols (AND, OR, etc.).

FTA involves five steps to obtain an understanding of the system:

* Define the top event to study

e Obtain an understanding of the system (with functional diagram, design,
for example)

e Construct the fault tree

e Analyze the fault tree qualitatively or quantitatively

e Evaluate the results and propose recommendations.
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FTA is a simple, clear, and direct-vision method for effectively analyzing and esti-
mating possible accidents or incidents and causes. FTA is useful to prioritize the
preventive maintenance of the equipment that is contributing the most to the failure.
Also, it is a quality assurance (QA) tool. The overall success of the FTA depends on
the skill and experience of the analyst.

Qualitative analysis by FTA is an alternative for reliability assessment when his-
torical data of undesirable event (fatalities or failure) are incomplete or unavailable
for probabilistic calculation (quantitative).

FTA can be used for quantitative assessment of reliability if probability values
are available.

For a large or very complex system that includes a large number of equipment and
components, FTA can be time consuming. The complex FTA must be analyzed with
a specialized computer program. However, there are still several practical cases in
which fault trees are convenient as it is for the case study solved here.

This methodology (Vesely et al., 1981) is applicable to all fault trees, regardless of
size of complexity, that satisfy the following conditions:

e All failures are binary in nature (either success or failure; ON/OFF).
The partial failures do not exist.

e Transition between working and failed states occurs instantaneously (no
time a delay is considered).

e All component failures are statistically independent.

e The failure rate of reach equipment item is constant.

e The repair rate for each equipment item is constant.

e After repair, the system will be as good as the old, not as good as new (i.e.,
the repaired component is returned to the same state, with the same failure
characteristics that it would have had if the failure had not occurred; repair
is not considered to be a renewal process).

e The fault tree for system failure is the same as the repair tree (i.e., repair
of the failed component results in the immediate return to their normal
state of all higher intermediate events that failed as a result of the failed
component).

But, the biggest advantage of using FTA is that it starts from a top event that is
selected by the user for a specific interest, and the tree developed will identify the
root cause.

6.3 MINIMAL CUT SETS

There are several methods for determining MCS. In this case study, the classic
Boolean reduction is used as was described previously.

The adjective minimal means that they are all essential. If just one of the single
events is recovered, the system recuperates the success state, and when it fails, it
causes the system failure.

Cut sets with fewer events are generally more likely to fail since only a few events
must fail simultaneously. Therefore, these MCSs have a higher importance.
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The MCSs can be ordered by number and the order (i.e., cut set size).

A cut set order is the number of elements in cut sets. The first-order MCS can be
directly obtained, and the second-order MCS is obtained by the logical operation
“OR.” When the gate is “AND,” it increases the order of the MCS and when it is
“OR,” the quantity of MCS is increased.

The lower the order, the more critical is the cut, which is only acceptable if this
failure is of very low probability.

6.4 DESCRIPTION OF DUAL PURPOSE CASK

The difference between the conventional transport and storage packages of radioac-
tive material and the DPC is that in addition to the cask body it has primary and
secondary lids, an internal basket, and external shock absorbers (See Figure 6.1).

Figure 6.2 shows the photography of a DPC constructed in CDTN.

The RLA4018 cask consists of a robust cylindrical body provided with an internal
cavity to accommodate a basket holding the spent fuel elements, a double lid (primary
and secondary), and two external impact limiters (top and bottom). The impact limit-
ers are structures made of an external stainless-steel skin and an energy-absorbing
filling material.

The body and the primary lid are sandwich-like structures with stainless steel in
the outside and lead in the inside for shielding purposes. The primary lid is provided
with a double metallic sealing system. Bolts are used to fix the primary lid to the
cask body.

The main function of the secondary lid is to protect the primary lid against impacts.

The internal basket is a square array stiffened by spacers and provided with a
bottom plate and feet. It is designed typically to hold 21 MTR fuel elements. Each
MTR fuel type element has 21 plates, with oxide fuel of U;0y and clad in aluminum.
The fuel elements are transferring into a basket of stainless steel and transported dry.
Fuel elements are stored interim in dry conditions.

Top shock absorber

Secondary lid

Portlid (He)
Accelerometerbase Primarylid
Internal wall cavity

Basket
Cask body

Water draining
Tensor bar——

Bottom shock absorber

FIGURE 6.1 Spent fuel transport and storage RLA4018 design by CDTN.
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FIGURE 6.2 Photography of spent fuel transport and storage RLA4018 design by CDTN.

The cask is provided with four lifting trunnions; two in the top half and two in its
bottom half so that the cask can be easily rotated. The cask is vertically held down
by four bottom screwed trunnions.

The process of loading spent fuel consists of submerging the transport cask in
the reactor pool while spent fuel is transferred into the basket. The water is drained
and the cask is dried to eliminate residual amounts of water in the cavity to ensure
sub-criticality conditions.

The cask has one draining port for vacuum drying, while its primary lid is pro-
vided with another one for helium gas filling. After the water draining, a cask pri-
mary lid is installed on the cask body. Next, a vacuum drying system is connected to
a cask to remove the moisture from the cask.

The shock absorbers provide protection to the whole cask during the 9 meters
drop test prescribed for this type of package. They consist of a thin external
stainless-steel shell encasing an energy absorbing material. Different materials
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have been used by the cask designers for this purpose, the most common being
polyurethane foam, solid wood and wood composites, aluminum honeycomb, and
aluminum foam. The currently selected cushioning material is high density rigid
polyurethane foam.

It is important to note that the accelerometer base is not in the final cask. It is used
only to measure the acceleration range during the impact tests.

Type B packages are designed to withstand very severe accidents in all the modes
of transport without any unacceptable loss of containment or shielding.

The transport regulations and storage safety requirements to consider in the
DPC package design (IAEA, 2014), under routine conditions of transport (RCT),
normal conditions of transport (NCT), and accident conditions of transport
(ACT) are:

e Containment of radioactive materials

¢ Shielding (control of external radiation levels)

e Prevention of nuclear criticality (a self-sustaining nuclear chain reaction)
¢ Prevention of damage caused by heat dissipation

e Structural integrity

e Stored spent fuel retrievability

* Aging

Aging effects in DPCs is considering because they are expected to be used for spent
fuel interim storage for up to 20 years.

The objective of the regulations is to protect people and the environment from the
effects of radiation during the transport of radioactive material.

Normal conditions that a spent fuel transport package must be able to resist
include hot and cold environments, changes in pressure, vibration, water spray,
impact, puncture, and compression.

To show that it can resist accident conditions, a package must pass impact, fire,
and water immersion tests.

Reports from the United States (Nuclear Monitor 773, 2013) and the United
Kingdom (Jones and Harvey, 2014) include descriptions of various accidents and
incidents involving the transport of radioactive materials, which occurred until 2014,
but none resulted in a release of radioactive material or a fatality due to radiation
exposure. For this reason, this study is important.

6.5 CONSTRUCT THE FAULT TREE OF DUAL PURPOSE CASK

The fault tree is a directed acyclic graph consisting of two types of nodes: events
(represented as circles) and gates.

An event is an occurrence within the system, typically the failure of a component
or sub-system.

Events can be divided into:

¢ Basic events (BEs), which occur on their own
¢ Intermediate events (IEs), which are caused by other events
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The root, called the top event (TE), is the undesired event of a tree.

Rectangle represents top event and middle events.

Circle represents basic events.

Logic OR gate, which is equivalent to the Boolean symbol +, represents a situ-
ation in which one of the events alone (input gate) is enough to contribute to the
system fault (output event). OR gates increase the number of cut sets, but often lead
to single component sets.

Logic AND gate, which is equivalent to the Boolean symbol, represents a situa-
tion in which all the events shown below the gate (input gate) are required for a sys-
tem fault shown above the gate (output event). AND gates of the fault tree increase
the number of components (order) in a cut set.

The analysis was performed according to the following steps:

e Definition of the system failure event of interest, known as the top event, as
environmental contamination.

* Identification of contributing events (basic or intermediate), which might
directly cause the top event to occur.

6.6 RESULTS

The specific case study analyzed to apply FTA is titled Environmental contamina-
tion (Top Event).

The fault tree was constructing within multidisciplinary teams working together,
such as nuclear engineers, electrical engineers, and mechanical engineers. Working
within multidisciplinary teams makes it possible to analyze the design of weak points.

The fault tree diagram is shown in Figure 6.3.

The basic events that led to the top event, Environmental contamination, are
shown in Table 6.2 with the symbols given.

Table 6.3 describes the symbols for the Intermediary Events on the FTD.

The Boolean algebra analysis of the fault tree is shown in Table 6.4.

The MCSs are listed in Table 6.5.

Events B1, B2, B3, B4, B5, B7, B8, B9, and B10 are associated with human errors.
Hence, B6 is susceptible to human error.

Boolean algebra laws reduced the amount of cause combinations and the redun-
dancy of basic events.

MCS can be used to understand the structural vulnerability of a system. If the
order of MCS is high, then the system will less vulnerable (or top event in fault trees)
to these events combinations. In addition, if there are numerous MCSs, it indicates
that the system has higher vulnerability. Cut sets can be used to detect single point
failures (one independent element of a system that causes an immediate hazard to
occur and/or causes the whole system to fail).

Two first-order and five second-order MCS were found.

e Ist order: The occurrence of a BE implies the occurrence of the top or
undesired event.

e 2nd order: The simultaneous occurrences of BEs result in the loss of conti-
nuity of operation of the system.
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outside of cask failure fire with incorret torquel
(G6) (G3) (Gh)
A ﬁm Collisions and
other accident
{G5)
Vehicle Fire Operator  Failure in
collision of ail erros inspection
®» ® ® @ BN CING
Manufacturing . . Materials Deficiencies
faiture (welding .Fa'lu'f. n aging in components
defect) inspection,
control, in testing
Deficiencies in decontamination Failure in
equipment and/or screw closure
cont detection (F1) (F2)

N A

Contaminated
water in
reactor poal

@@‘

Improper Error in tightening
equipment to torque calculation
closure of screw

ONO,

FIGURE 6.3 FTD of RLA4018 DPC before the MCS analysis.

TABLE 6.2

Description of Symbols for the Basic Events on the Fault Tree Diagram
Number Basic Events Symbols
1 Containment failure Bl
2 Failure in inspection, control, in testing program B2
3 Vehicle collision B3
4 Fire of oil B4
5 Deficiencies in component BS
6 Operator errors B6
7 Contaminated water in reactor pool B7
8 Improper equipment to closure of screw B8
9 Error in tightening torque calculation B9
10 Material aging B10




162 Reliability Engineering

TABLE 6.3

Description of Symbols for the Intermediary Events on the FTD

Number Intermediary Events Symbols

1 Contamination outside of cask G2

2 Vehicle fire G3

3 Internal lid screws with incorrect torque G4
Collision and other accidents G5
Containment failure G6

5 Deficiencies in decontamination equipment and/or contamination detection Fl1
Failure in screw closure F2

TABLE 6.4

Minimal Cut Set Determination Steps

Step Boolean Expression for Top Event (G1) of Figure 6.3

1 Gl =G2+ G6 + G3 + G4 + (G5-G3)

2 Gl = (B7-B6) + (B2:B6) + (B2-B6) + (B2-B6) + (B2:B6) + B8 + B9 + (B1-B2) + (B10-B2) ++

(B3:B4) + (B2-B6) + (B5-B6-B3-B4)

3 G1 = (B7-B6) + (B2:B6) + B8 + B9 + (B1-B2) + (B10-B2) + (B3-B4)

TABLE 6.5

List of Minimal Cut Sets

Number  Minimal Cut Sets Cause

1 B8 Improper equipment to closure of screw

2 B9 Error in tightening torque calculation

3 (B6,B7) Operator errors and contaminated water in reactor pool

4 (B3,B4) Vehicle collision and fire of oil

5 (B2,B6) Failure in inspection, control, in testing program and operator errors

6 (B1,B2) Containment failure and failure in inspection, control, in testing program

7 (B10,B2) Failure in inspection, control, in testing program and material aging

Based on this, it is necessary early on to prevent the occurrence of the top event and
take care more quickly with the most critical causes (i.e., those that represent the first
or lowest order MCSs (B8 and B9). It shows the system is relatively safe because the
first order MCSs are few. The system is relative dangerous however.

For this tree, seven root causes were found and, according to the MCSs, two of
these causes are critical; they can happen independent of the others and cause the
top event.

Human error in inspection, control, in testing program, decontamination, in contam-
ination detection, manufacturing, in tightening torque calculation, in use of improper
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equipment to closure of the screws and preparation of operators for transportation
as well as during loading and unloading of spent nuclear fuel must be considered.

Corrective actions are required to minimize the probability of fault occurrence,
such as:

e Make sure the operator is well trained and qualified
e Create a preventive/predictive maintenance planning and scheduling
e Build a QA program

The diagrams created in the fault tree methods, in general, are more easily under-
stood by non-probabilistic safety analysis (PSA) specialists, and therefore they can
greatly assist in the documentation of the event model (IAEA-TECDOC-1267, 2002).

A PSA fault tree is a powerful tool that can be used to confirm assumptions that
are commonly made in the deterministic calculation about the availability of sys-
tems, for example, to determine the potential for common cause failures or the mini-
mum system requirements, to identify important single failures, and to determine
the adequacy of technical specifications (JAEA-SSG-2, 2002).

The risk assessment has been seriously addressed within the TAEA staff in the
Safety Analysis Report (SAR) and an assessment of PSA (IAEA-GSR-4, 2016) is
included in the SAR.

The risk assessment for spent nuclear fuel transportation and storage are part of
SAR of the CDTN. The constructed DPC is not yet licensed in Brazil. The SAR is
an important document for the entire licensing process.

This study will form part of a future SAR of the CDTN and a safety operation
manual for the DPC because it provides pertinent information.

6.7 CONCLUSION

The FTA of the DPC was established on the basis of the environmental contamina-
tion scenario of the DPC in this chapter.

Some main causes include the use of improper equipment for closure of screws
and errors in calculation of the tightening torque. Appropriate precautions measures
can be taken to decrease the probability of this occurrence.

The results revealed that a large proportion of undesired events were the result of
human errors. Proposed corrective actions have been implemented to minimize the incident.

This evaluation system predicted the weak points existing in the DPC, as well as
provided theoretical support to avoid the loss of DPC integrity.

Despite all the advantages previously discussed, it is important to note that this
study is an initial work that must continue because other possible undesired events
must be studied.

This is the first work in CDTN about FTA for DPCs that will contribute to many
future studies in this system, and will involve quantitative derivation of probabilities.

This study provides an organized record of basic events that contribute to an envi-
ronmental contamination of a DPC. Also is provided information pertinent to future
SARs of nuclear installations of CDTN (in Portuguese, RASIN) and an operation
manual for DPCs.
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7.1 INTRODUCTION

Aging describes how an operating unit improves or deteriorates with its age and is
usually measured by the term of the failure rate function [1,2]. The failure rate is
the most important quantity in reliability theory and these properties were investi-
gated in [2—4]. For an age replacement model, it has been supposed that an operat-
ing unit is replaced preventively at time 7' (0 <T < o) or correctively at failure time
X (X > 0), whichever occurs first, in which the random variable X has a general
distribution F(t) = Pr{X <t} for ¢ > 0 with finite mean p = .[(:OF (t)dt. The expected
cost rate for the age replacement policy was given [2,4]:

cr +(cp—cr)F(T)
T_ ’
J F(t)det

0

C(T) = (7.

where:
cr = preventive replacement cost at time T,
cp = corrective cost at failure time X,
Cp >Cr.

165
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To obtain an optimum T" to minimize Equation (7.1), it was assumed F(¢) has a
density function f(¢t)=dF(¢)/dt, ie., F(t) = .[(;f(u)du, where @ =1-¢(¢) for any
function @(¢). Then, for F(¢) <1, the failure rate h(t) is defined as [2]:

_S0
o= (7.2)

where h(t)At = Pr{t < X <t + At} for small At > 0 represents the probability that an

operating unit with age ¢ will fail during interval (¢, + At). Therefore, optimum T~ to
minimize C(T) is a solution of:

Cr

I TF(:)[h(T) — h(t))dr = (7.3)
0

Cr—Cr

It has been shown [4] that if A(¢) increases strictly to A(e0) =lim,_./i(f) and
h() > ¢ /[u(cr —cr)], then a finite and unique T exists, and the optimum cost rate
is given by the failure rate A(¢) as:

C(T") = (cr —cr)R(T"). (7.4)

Equations (7.3) and (7.4) indicate the optimum time T" decreases while the expected
cost rate C(T") increases with the failure rate A(t). This result means if we know
more about the properties of the failure rate, we can make better replacement deci-
sions for an operating unit in an economical way.

We recently proposed several new replacement models such as random replace-
ment, replacement first, replacement last, replacement overtime, and replacement
middle [5-8]. These models showed that the extended types of failure rates appeared,
which played important roles in obtaining optimum replacement times in analytical
ways. So it would be of interest to survey the reliability properties of the failure rates
and their further applications for the recent maintenance models.

The standard failure rate /4(f) has been defined in Equation (7.2). We will for-
mulate several extended failure rates in inequality forms by integrating A(¢) with
replacement policy at time 7. We show the examples of these failure rates appeared
in replacement models. In Section 7.3, when the replacement time 7" and work num-
ber N become the decision variables, we introduce the failure rates that are found
in age and random replacement models. In Section 7.4, the failure rates in periodic
replacement models with minimal repairs are given and shown in periodic and ran-
dom replacement models. In Section 7.5, the failure rates and their inequalities are
shown for the model where replacement is done at failure number K.

The recent models of replacement first, replacement last, and replacement over-
time are surveyed for these failure rates in the following sections. In addition, we
give an appendix for the proofs of these extended failure rates.
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7.2 INEQUALITIES OF FAILURE RATES

We give the cumulative hazard function H(t), i.e., H(t) = _[(; h(u)du, and obtain:
_ t _
F(t)= exp(—J. h(u)duj =e " e, H(t)=-logF(t). (7.5)
0

This equation means the functions of F(¢), h(t), and H (¢) can determine each other.
Suppose the failure distribution F (¢) has an increasing failure rate (IFR) property,
and its failure rate () increases with ¢ from £(0) to s(o) = lim;«A(t), which might
be infinity. Then we have the following inequalities [2,9]: For 0 < T < co:
Inequality I:

T

F(t)dt

L’, o ) _HD)
J‘F(u)du}dt _LF(z)dz r

0

< IW(T)

I

L (7.6)
= F(t)dt
< i(T) < J.Tw .
L F(t)de L U F(u)du}dt
Inequality II:
o T_
oy Lrow o [Fon g o
Foa [[F w1 F (Fwa
L F(t)dt L J.OF(u)du dr j.o J.IF(u)du dr L

Generally, repeating the procedures of integral calculations in Equation (7.6), we
obtain:
Inequality III:

IOT{IO’"[_..‘L'lf(u)du,,,]dtnl}dtn J-Tf(t)dt
<ooogdo
J.OT {'[0[ . .[:F(u)du. 1t }dtn J’OT F()dt

[row [ o
< J-:F(t)dt o _f;{_[:[“' J: :QF(M)du---]dznl} dr,

<h(T)

(7.8)

(n=1,2,---).
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All of the above functions increase with T and become A(T) = A for T >0 when
F(t)y=1-e™.

We next give some other applications of the failure rates in Equations (7.2), (7.6),
and (7.7) to replacement policies planned at time 7 when A(¢) increases with ¢ from
h(0) to h().

Example 7.1

[4, p. 8] Suppose the unit only produces profit per unit of time when it is operating
without failure, and it is replaced preventively at time T (0 < T < ). Then the aver-
age time for operating profit during [0, T] is:

Io(T) = T x F(T) + Ox F(T) = TF(T).

Optimum time T, to maximize (T) satisfies:

h(T) = (7.9)

1
7
When F(t) = 1-e™, optimum T, = 1/ A means replacement should be made at the
mean failure time.

Example 7.2

[4, p. 8] Suppose there is one spare unit available for replacement, the operating
unit is replaced preventively with the spare one attime T (0 < T < ), and the spare
unit should operate until failure. When both units have an identical failure distri-
bution F(t) with mean u, the mean time to failure of either unit is:

T _ T_ _
W) = J' tdF () + F(T)T + 1) = J' F(t)dt + uF(T).
0

0

Optimum time T; to maximize h(T) satisfies:

h(T) = (7.10)

1
u
Next, suppose there are unlimited spare units available for replacement and each

unit has an identical failure distribution F(t). When preventive replacement is
planned at time T (0 < T < o), the mean time to failure of any unit is:

I(T):J.TtdF(t)+F(T)[T+I(T)], e, =0 7.11)

0 IT) j F()dt

0

which increases strictly with T from h(0) to 1/p.
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Example 7.3

[4, p. 8] The failure distribution of an operating unit with age T (0 < T < o) is:

F(t;T)sPr{T<xsr+t|X>T}=w, (7.12)

which is also called failure rate. The mean time to failure is:

1 (" = 1 [z
_ _ __ 713
= L (FT)~Fit+ Tl = L Flodt, (7.13)

which decreases with T from p to 1/ h(c0).

7.3 AGE AND RANDOM REPLACEMENT POLICIES

Suppose the wunit operates for jobs with successive working times
Y;(j=1,2,--+), where random variables Y; are independent and have an identical
distribution G(t) =Pr{Y; <t} =1- e (0 <1/6 < ). When the unit is replaced pre-
ventively at time T or at working number N, we give the following inequalities of the
extended failure rates: For 0 < T <o and N =0,1,2,--

Inequality I'V:
T T
j O e dF (1) J‘tNdF(t)
0 — < <hT)
I CHMCRIAG J.tNF(t)dz
0 0
© » (7.14)
I O e ”dF (1) I tNdF (1)
<-*T <9I .
J' OV e F()dr ItNF(t)dr
T T
Inequality V:
T 6 TN
“OqF dF -
I‘T’e iy < Jﬁt v <<+
-0t - o N -
Le F(t)dt LF(z)dr Lt F(r)dt L F(t)dt
(7.15)

J' thdF(t) < ITwe’e’dF(t)

T

< < .
I N F(t)dt I e " F(t)dt
T

T



170 Reliability Engineering

Inequality VI:

T t T 0 t
N —Ou -0t N —Ou F
J‘O (61) [Le dF (u)]dt . Ioe dF (1) < L (61) [Le dF (u)]dt

T t _ = T - = T © 7
j ChHMI j e % F (u)du)dt Ie“”F(r)dt I ChHMI J e % F (u)du]ds
0 0 0 0 t

ije’G’dF(t)

< (7.16)

- T o0 . - © _
J (er)N[J e % F (u)du]dt j e Y F(t)dt
0 t T

T o)
.[ ChHMI _f e YdF (u)]dt
< 0 t

< I:(er)N [ _[ we‘e“dF(u)]dt

I CHY [J e " F (u)du]ds
T t
Note that all these functions increase with 7 and N.

Furthermore, we obtain:
Inequality VII:

LTe—f?fF(t)dt _ J.OT U(:e“’”dF (u)}dt . J.OTefo, dF (1)

Jore-"' { IOIF(u)du}dt ) JOT [ J:e'e“F(u)du}dt ) JOTe_G’f(t)dz

me’e’dF(z‘) —=
.[ < F@

T

sf(iSh(T)g

— 0 = - ©__
. F(r)det Le F(t)dt J; F(r)det

) J:o[ _[ e M (u)lde ) J.:e’g'f(t)dt

) w[ we*uf(u)du]dt_ we*"’[ xf(u)du]dt
) =]

where all these functions increase with T'.

) (7.17)

Example 7.4

[5, p. 301 Suppose when the random time Y has an exponential distribution
PHY <t} =1-e™, the unit is replaced preventively at time T (0 < T < o) or at time
Y, whichever occurs first. Then the expected cost rate is:

.
cr +(cr —CT)JA e "dF(t)

cm = o , (7.18)

I e F(D)dt

0
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where:
cr = replacement cost at time T or at time Y,
¢r = replacement cost at failure with ¢ > cr.

Optimum time T to minimize C(T) satisfies:

T _
Je’e’F(t)[h(T)—h(t)]dt: o, (7.19)
0

Cr—Cr

Example 7.5

[5, p. 44] Suppose the unit is replaced preventively at time T (0 <T <) or at
working number N(N=1,2,--), i.e., at ¥;+Y, +---+ Yy, whichever occurs first.
Denoting that G7(t) =Pr{Y; +Y, +---+Y; <t} (j=1,2,-) and G”(t)=1 for t >0,
the expected cost rate is:

C(T,N) = =0 : (7.20)

When G(t) = 1-e™", G™M(0) = 37 106/ /j!le™™ (N =0,1,2,--). Optimum time T to
minimize C(T,N) satisfies:

1
IT(G.” e FOLA(T) - holdt = —T—, (7.21)
0

| _
o J) Cr —Ct

and optimum number N to minimize C(T,N) satisfies:

;
I @)V e "dF(t) N1
0

A o S CU e
j T(et)Ne-‘“F(t)dt Z;J. ! ZI
' (7.22)

C
> T

Cr—Cr '
Example 7.6

[5, p. 46] Suppose the unit is replaced preventively at time T (0 <T <o) or at
working number N (N =1,2,--), whichever occurs last. Then the expected cost
rate is:

cr +(cr —cpiFM+ | -GN OIdFD}
C(T,N) = r — ) (7.23)
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When G(t) =1-e™", optimum time T to minimize C(T,N) satisfies:

'[F Bldt ZJ O oo - hde = ST (7.24)

j=0 Cr—Cr
and optimum number N to minimize C(T, N) satisfies:

}f e 2

—0t F

L
CF_CT

(7.25)

Example 7.7

[5, p- 34] Suppose the unit is replaced preventively at the next working time over time
T, eg, attime Y, for Y; < T <Y, When G(t) = 1-e™", the expected cost rate is:

—(cr—cp) j "0 " E(dt
CN=—p ., (7.26)
I F(t)dt+J- e "D E(@dt
0 T

where:
cr = replacement cost over time T,
Cr <Crf.

Optimum time T to minimize C(T) satisfies:

I e dFD) L .
S [ Fode-rm - . (7.27)
[ e -G

.

Example 7.8

[5, p. 91 Suppose the unit is replaced preventively at the end of the next working
number over time T or at working number N (N =1,2,---), whichever occurs first.
Then the expected cost rate is:

C(T,N) =
N-1 ® _ N-1 S _
¢ —(cr CT){Z[(GT)/ / jlleT J' 0 F(tyt = 1(0T) / jtle™” j Gee‘F(t)dt}
=0 T =0 T
TERe - e .
Z{I [(6t) / jlle ™ Fe)dt +[OT) / jle®" I e " F(t)dt)
=) 0 T

(7.28)
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Optimum time T to minimize C(T,N) satisfies:

j "ot dF ) o

T (9r) _ N1 T (9e))
i j @e*’fF(t)dt-ZI O gy =——, (729
I e Fodt =" /' ERSEES e
T
and optimum number N to minimize C(T,N) satisfies:
T ©
J' OO U ea“dF(u)}dt
0 t
T 0 _
J' O™ { I ee“F(u)du}dt
0 t
o ,- o (7.30)
XZ|:(9-.,—) [TeFode | ‘9,)e9fm>dt]
= JjUodr o J!
N o .
- {(O,T)’ J' e’GIdF(t)+J- (G_t)]e"‘dF(t)}ch .
= jbodr o J! Cr—Cr

Example 7.9

[6, p. 13] Suppose the unit is replaced preventively at the end of the next working
number over time T or at working number N (N =1,2,---), whichever occurs last.
Then the expected cost rate is:

C(T,N) =

& —(cr —cr){jjeuet)w /(N=1)tle " Fltde — >[0T / jz]e”fee"ff(r)dt}

j=N

N=T Lo B ® w
j "Fde + > j (60 / jlle” ™ Flode + > (6T / j!]e"”J‘ e F(O)dt
0 = ~ T

I':

(7.31)
Optimum time T to minimize C(T,N) satisfies:
J' OO (o M
;{ F(t)dt+2j (Q?e‘Q’F(t)dt}
J.e’arF(t)dt 0 =
. (7.32)
<[ 600 c
—F(T) - “OdF(t r_,
M) ZL } 0=
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and optimum number N to minimize C(T,N) satisfies:

T N=T o i
_ Oty o=
U‘) F(t)dt+;.[T S Fle)dt

j :(Gt)N[ J' :Oe’eudF(u)]dt

j oM J' "o Fu)duldt
T t

oy e (7.33)
v F(t)d
+]ZN: e Le (t) t}
—Z{(G.T)le'OTIOOe'O’dF(t)—Iw(Q.t)Ie_mdF(t)}Z S
— j! T ! Cr—cr

7.4 PERIODIC AND RANDOM REPLACEMENT POLICIES

Suppose the unit operates for jobs with working times Y; defined in Section 7.3 and
undergoes minimal repairs at failures. When the unit is replaced at time T or at
working number N, we give the following inequalities of the extended failure rates:
For0<T <owand N =0,1,2,--

Inequality VIII:

T T T
I e " h(r)dt J' O e h(r)dt j N h(r)dt
0 < 0

<0 <T)

T - T
I e V'ds j @Y edr j tNdt
0 0 0 (7.34)

J w(@z)” e h(t)ds
T

< | Oe ¥ h(t+T)dt <
0 J O e dr
T

Inequality IX:

! N ! —6u r _or * N ! —6u
o0 [ Le h(u)du}dt ) J'Oe eh(,)d,<L 01 { Le h(u)du}dt
T<91)N{

t - T - © t

I ee“du}dt Ie’e’dt I CHM { j ee"du}dr
0 0 T 0

(M J' e “h(uydu |dt
< <[ (7.35)
ChHA J' e %du |dr 0

ChHM J' e % h(u)du |dt
< L [F .
G J' e %duy |dt

Note that all these functions increase with T and N.
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Example 7.10

[5, p. 65] Suppose the unit is replaced at time T (0 < T < o) or at time Y, whichever
occurs first. Then the expected cost rate is:

.
& +Cy I e (Dt
R ' (7.36)

=
I e odt
0

where:
cr = replacement cost at time T or at time Y,
cm = cost of minimal repair at each failure.

Optimum time T to minimize C(T) satisfies:

T 0 C
I e [h(T) — hOldt = <. (7.37)
0

Cm

Example 7.11

[5, p. 771 Suppose the unit is replaced at time T (0 < T < o) or at working number
N (N =1,2,---), whichever occurs first. Then, the expected cost rate is:

Cr +Cay I -GN OO
CT.N) = Jo . (7.38)
I =GN ©ldt

0

When G(t) =1-e™, optimum time T to minimize C(T,N) satisfies:

N-1 i
ZJ‘T@e,gt[h(T) — h(t)]dt - CiT/ (739)
P o /- Cm

and optimum number N to minimize C(T,N) satisfies:

.
J.(Gt)"’e—eth(t)dt N-T 7o Nt
OT— J‘ @e*mdt—zj @eielh(t)d[ > C7T (740)
J.(Qt)Nefeldt =00 J! o Ji Cu
0
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Example 7.12

[5, p. 791 Suppose the unit is replaced at time T (0 < T < o) or at working number
N(N=0,1,2,---), whichever occurs last. Then, the expected cost rate is:

Cr + ol HIT) + rn —GNOTh0dt)
T

CT,N) = ¥ (7.41)
T +I [1-G™M(O)]ldt
T
When G(t) =1-e7, optimum time T to minimize C(T,N) satisfies:
T < [~ (01 c
I [A(T) = h(®)]dt - ZJ- e ht) - h(T)ldt = =L, (7.42)
0 =) Cm

and optimum number N to minimize C(T, N) satisfies:

foreomsl s e

j O0)Ve dt
(7.43)

ZJ' e hit)dt > T
Cm

Example 7.13

[6, p. 39] Suppose the unit is replaced at the end of the next working number over
time T. When G(t) = 1-e™, the expected cost rate is:

¢ +CnlHT) + I "0+ Tdt]
0

Cc(m = T+1/6 . (7.44)

Optimum time T to minimize C(T) satisfies:

[ Cr
TJ' 0e ' [h(t +T)— h(e)ldt = <. (7.45)
0

Cm
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Example 7.14
[6, p. 41] Suppose the unit is replaced at the next working number over time

T(0<T <) or at working number N (N =1,2,---), whichever occurs first. Then,
the expected cost rate is:

T N1 oT e
) = ()
CT+CM{L[1 G (t)]h(t)dH;J'O[J'T Glu—Dhw)duldG (t)}

; (7.46)
J' =GN ®ldt +(1/0)[1-G™N(T)]
0

C(T,N) =

When G(t) = 1-e™, optimum time T to minimize C(T,N) satisfies:

N-1

3 j 1O o {J.wee(’“[h(u 7 h(t)]du}dt _Cr (7.47)
0

o j! Cm

and optimum number N to minimize C(T,N) satisfies:

j!
0 (7.48)

N1 : i e
- Z{ j T oppgr + ©7) I e‘e‘h(t)dt} > €T
T

j=0 Cm

T ©
(Gt)N{ eguh(u)du} dt v, ) .
S e [N
[erera =TS

o J! j!

Example 7.15

[6, p. 44] Suppose the unit is replaced at the next working number over time
T (0 <T <o) or at working number N (N =0,1,2,--), whichever occurs last. Then,
the expected cost rate is:

Cr +Cay {H(T) + I = G™@h®dt + > I T[ I G- t)h(u)du}dG”’(t)}
T Py 0 T
C(T,N) = ! . (749)

T+ j = G™@d +(1/ 09GN
T

When G(t) =1-e™, optimum time T to minimize C(T,N) satisfies:
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T ©
I { I Geeu[h(u+T)—h(t)]du}dt
0 0

(7.50)
ol GO » c
+ ZI e {J 0e " hu+T)- h(t)]du}dt ==
=T J! 0 Cym
and optimum number N to minimize C(T,N) satisfies:
r(et)N*[ I “e O h(w)duldt Nt
L Y [1+0T+Z(9:)69T1—H(T)
[ e =
7 (7.51)

© N-1 © j j ©
- I e’erh(t-s-T)dt—Z I @e’a’h(t)dt—@ I ee’h(t+T)dt}2C7.
0 e Rl Ji jtJo Cwm

7.5 PERIODIC REPLACEMENT POLICIES WITH FAILURE NUMBERS

It is assumed that failures occur at a non-homogeneous Poisson process with mean
value function H(t) = f h(u)du, then the probability that k failures occur in [0,]
is [9, p. 27]:

H(f) o H®

pi()=—"~— (k=0,1,2--),

and the probability that more than k failures occur in [0,¢]is P, (t) = Z _p;(t). Note

that P (t)=1-P.(t)= X' i 0p ;(t). Suppose the unit undergoes mmlmal repair at

failures and is replaced at time T or at failure number K, we give the following

inequalities of the extended failure rates: For 0 <T <o and K =0,1,2,--:
Inequality X:

T ©
ray | peomod Fay ), peono

SO do <HT)< <o (1.52)
. F(r)dr L pi (t)dt L F(t)dt L px(t)dt

Inequality XI:

, ,

jop:<t>h<r>dr< [ pewna . Fm
[ pewa j pe@1 Faodu/ Fonar [ “Foar
[ peomanar [ peomaar
<<r < L (7.53)

er(Z)dt j el j “Fdu | F(lde
T T t
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Inequality XII:

T ©
[ peonna [ peono
0 < <sT , (7.54)

LTpK(wdr ) J:PK(f)dt [ peoar

T

1 px(D)h(r)dt 1

J0

S — — —
H J-O Pk (t) _J" F(u)du/F(t)_ dr _L pK+1(l‘)dl‘

(7.55)
Pk(t)h(t)dt

'—;

<

prx(t) I F(u)du/F(t) dt
T K&

Example 7.16

[2, p. 104] Suppose the unit is replaced at failure number K (K =1,2,---). Then, the
expected cost rate is:

_ CK +CMK
J. Px(t)

where ¢k = replacement cost at failure number K. Optimum K to minimize C(K)
satisfies:

(7.56)

J'PK Odt —K > K. (7.57)
0

Cm

[

Example 7.17

[10] Suppose the unit is replaced at time T (0 <T <o) or at failure number K
(K =1,2,---), whichever occurs first. Then, the expected cost rate is:

o +ch PeOOhOd

ij

where ¢r = replacement cost at time T and at failure number K. Optimum T to
minimize C(T,K) satisfies:

C(T,K) = (7.58)

’

j ()t — '[ Pilt dt—— (7.59)
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and optimum K to minimize C(T,K) satisfies:

[ prtomoc

j dt—j Pr(h(tde = <. (7.60)
[
Example 7.18

[10] Suppose the unit is replaced at time T (0<T <o) or at failure number K
(K=0,1,2,---), whichever occurs last. Then, the expected cost rate is:

Cr +CM[H J‘ PK

C(T,K) = (7.61)
T+ J. PK
T
Optimum T to minimize C(T,K) satisfies:
(T){T+ImPk(t)dt} —H() - j “Pr(h(tdt =, (7.62)
T T Cm
and optimum K to minimize C(T,K) satisfies:
px(Oht)dt w_
P {T [ h } - [ Peonacs (7,63
pr(bdt !
;
Example 7.19

[6, p. 47] Suppose the unit is replaced at the first failure over time T (0 < T < o).
Then, the expected cost rate is:

cm = S rodHD+11 (7.64)
T+J. e*lH(t)fH(T)ldt
)

where cr = replacement cost over time T. Optimum T to minimize C(T) satisfies:
Cr

TQM-HT) =—, (7.65)

where:
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Example 7.20
[6, p. 47] Suppose the unit is replaced at failure number K (K =1,2,---) or at the

first failure over time T (0 <T < ), whichever occurs first. Then, the expected
cost rate is:

cT+ch POt + Pr(T)]

CT,K) = ; : (7.66)
I PK(t)dz+PK(T)I e IHO-HDIgy
0 T
Optimum T to minimize C(T,K) satisfies:
j Pt dt—j Pr(h(t)dt = < (7.67)
and optimum K to minimize C(T, K) satisfies:
T
[ pertomode o
— U c(Odt + Pe(T )I el ]dt}
J‘ pra®O[hE) 7 QML T
(7.68)

IPK O dt — Px(T) > >

Cum
Example 7.21
[6, p. 50] Suppose the unit is replaced at failure number K (K =0,1,2,---) or at the

first failure over time T (0 < T < ), whichever occurs last. Then, the expected cost
rate is:

cr +eylH(T .[ Px(Oh(®)dt + P(T)]

C(T,K) = . (7.69)
T Pr(t)dt + P, “[H(©O-H(N)dt
+J. k(t)dt + P (T )IT
Optimum T to minimize C(T, K) satisfies:
Q(T){T + '[ wPK(t)dt} - {H(T) + I wPK(t)h(t)dt} =, (7.70)
T T Cpm
and optimum K to minimize C(T,K) satisfies:
j pei(Oh(t)dt . .
P {T+J. P (t)dt + PK(T).[ e HO-HT Idt}
[ Pt/ ot~ ’
T (7.71)

—{H(T) + I “Peht)dt + PK(T)} >

Cm
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7.6 CONCLUSIONS

We surveyed several extended failure rates that appeared in the recent age, random,
and periodic replacement models. The reliability properties of these extended failure
rates would be helpful in obtaining optimum maintenance times for complex sys-
tems. We also gave the inequalities of the failure rates, which would help greatly to
compare their optimum replacement policies.

There are some examples for which we cannot give inequalities. For example:

j T(OI)N e "dF (¢)

F(T) and =2

T_ T . °
I F(t)dt J' 00N e F(t)ds

0 0

1.

I w(@t)Ne’e’dF(t)

T

f(T) and

2. )
I F(1)dt j O e F(t)dt
T T

3. i(T) and — .
j pe(O)dt

0

However, it can be shown that:

T T _
L. j 0NN e dF (1) / I (01)Y e F (¢r)dr increases with N from:
0 0

0 F(T)

T
e "dF (1)
I < FO W) >

I Te’e’f(t)dt ) j Tf(r)dr JTF(z)dt ‘

0 0 0

2. J‘W(GI)N e "dF (1) /Jm(et)"’e’e’f(t)d[ increases with N from:
T T

we’g’dF(t) =
I < F@)

T

T FD gy D
j' e Y F(r)dt I F(t)dt IF(t)dt

T T T

3. I/J. px (t)dt increases with K from 1/u > h(0) to h(o).
0
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APPENDICES

Assuming that the failure rate A(¢) increases with ¢ from A(0) to h(c0), we complete
the following proofs.

APPENDIX 7.1

Prove that for 0 <T < o0:

T
@ = lj. h(t)dt
T T Jo
increases with T from A(0) to /(o) and:

F(T) <H(T)
r— T
J.F(I)dt

0

<IT). (A7.1)

Proof. Note that:

T
i 2 i L[ e = no),

>0 T 70T Jo

T
tim ) _ i % jo H(r)d = h(e),

T > T —w

and

d[H(T)/T] _

1 1
T F[Th(T) -H)]= FJ‘O [A(T)—h(z)]dt > 0.

This follows that H(T) /T increases with T from A(0) to /(o).
From Equation (A7.1), letting:

L(T)=H(T) J.Orf(t)dt —~TF(T),

we have L(0) =0 and:

D | ")t + H(DYE(T)~ F(T)~TF(T)
dT 0

T
= L [A(T) = hO)F (T) - F(1)ldr 2 0,

which completes the proof of Equation (A7.1).
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APPENDIX 7.2
Prove that for0 < T < oo:
J.wF(t)dt
— TI (A7.2)
I U F(u)du}dt
7| Jdo
increases with 7T to 1/p:
T_
J‘ F()dr
- ‘10 (A7.3)
j U F(u)du}dt
0 t
increases with T from 1/p, and:
o0 T*
J F(n)dt J- F()dt
I 0 (A7.4)

LWU(:F(u)du}dt ) 'ﬂ J' mF(u)du}dz .

Proof. Note that from Equation (A7.1):

B P Y (s N

hmﬁ= hmf=*,

e I Fuduldt 7% j Fdr *
J0 0

—

T

F(t)dt

. _ FM) 1
lim = lim =—.

=0 LT[_[wf(u)du]dt 0 Iwa(t)dt u

J0

T_
Furthermore, because F(T)/ '[ F (t)dt increases with T
0

JTF(t)dt N F(T)

© t_ - T °
I (| Fwdude IF(t)dt
T 0 0

Similarly, because f(T) /I f(z)dz increases with T
T

T__
F J—
L O gy

J'(]T[ff(u)du]dz ) Loof(t)dt.
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0 0 .
Differentiating J. F(t)dt/ J. [J. F(u)duldt with respectto T
T T Jo

—F(T)J.:){ J.O[F(u)du}dt ; JTwF(t)drIOTF(z)dt

- J.OTF(t)d’ J:OU(:F(”) du} dr I LF(t)dt _F(D)

o0 t__ T__
. [LF(M)du]dl L F()dr

>0

=

which proves that Equation (A7.2) increases with 7 to 1/ .
Similarly, we can prove Equation (A7.3) increases with T from 1/ u and then com-
plete the proof of Equation (A7.4).

APPENDIX 7.3
For0<T <wand N =0,1,2,---

ITtN dF (1)
o (A7.5)

T
I N F(1)de
0

T_
increases with T from /(0) and increases with N from F (T") /J. F(t)dr to h(T):
0

IT(ez)N e "dF (1)
0

0 — (A7.6)
I 00N e ™ F(r)ds
0

T T _
increases with T from 4(0) and increases with N from | e %dF(¢) /I e ¥ F(t)dt to
h(T): 0 0

T T
I tNdF (1) j 0" e "dF (1)
0 > J0 (A7.7)

T . - T . *
I N F(t)ds I 0V e ™ F(r)ds
0 0
Proof. Note that:
T T
j tNdF (1) j 0" e "dF (1)
0

lim -7 =lim 57 —
=0 j N F(t)dr H’I O e ¥ F(t)dr
0 0

= h(0),
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j TtNdF(t) I T(OI)N “dF

e (1)
lim 57— = lim 37 ——=h(T).
N I NF@ode V7 I O e F(r)dr

0 0

T T
Differentiating J. tNAF (1) /J. t" F(¢)dt with respect to T
0 0

T o T
TV F(T)| Y F(t)dt —TNF(T)I tNdF (1)
0 0
_ T
=7V F(T)I N F(O[WT) - h()]dt 20,
0
which follows that Equation (A7.5) increases with T from /(0), forming:

T T
I tNAF () J tNdF (1)
_Ja

0 )

T T >
I NTUE()dr J. N F(r)de
. 0 0
and denoting:

T T T T _
— N+l N _ N N+1
L(T)_Lt dF(t)IOt F(t)dr Lt dF(t)Lt F(r)dt,

we have L(0) =0 and

dL(T)_ N+1 TNi N1 TN+1
T f(T)jot F(t)dt+T F(T)Lt dF (1)

T _ _ T
—TNf(T)J. tN“F(t)dt—TN”F(T)J. NdF (1)
0 0
—TVE(T) J' "N EOT — 0T — h)Jdr > 0,
0

which follows that Equation (A7.5) increases with N to A(T).

Similarly, we can prove Equation (A7.6) increases with T from /(0) and increases
with N to i(T).

From Equation (A7.7), letting:

T T _
L(T) = L tNdF (1) L (0N e ™ F(r)ds

T T
- j NE@)de| 00" e dF (1),
0 0
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we have L(0) =0 and

AET) _ g f(T)JT(et)N e F(r)dt +(0T)" e’GTf(T)J.TtNdF(t)
dTr 0 0

_ T T
~-TVEM)| 06 e "dF (t)—(OT)Ne™ £(T) J N F(r)dt
0 0
_ T _
=TYF(T) J O F(t)(e™ —e™)[IW(T) - h(r)]dt = 0,
0
which completes the proof of Equation (A7.7).

APPENDIX 7.4
ForO0<T <wand N =0,1,2,---:

thNdF(t)

T

thN F(t)dt
T

increases with T’ to /(o) and increases with N from f(T) / J f(t)dt to /i(c0):
T

J'w(et)N e YdF (1)
T

Iw(et)’ve*"’?(t)dz
T

increases with T to A(c) and increases with N from | e *dF(¢)/ ‘[ e ™ f(t)dt to
h(), and: T T

T T

J tNdF (1) J 01N e ™dF (1)
> .
J N F(1)dr j O e F(r)dr
T T
Proof. Appendix 7.4 can be proved by using the similar discussions of Appendix 7.3.

APPENDIX 7.5

Prove that:

T ©
I (Ot)N[J. e "dF (u)]dt
0 t

T Fa— (A7.8)
I (et)N[J' e ™ F (u)du]dt
0 t
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increases with T from J. dF (1) / J. e "F (t)dt and increases with N to:
j e "dF(1)/ j e " F(r)dr,
T

j m(et)N [ I re'e“dF(u)]dt
T 0

p TE— (A7.9)
J (ez)N[I e ™ F (u)du]dt
T 0
increases with T to _e'dF )/ I e "F (t)dt and increases with N to
I e MdF (1) / J' ¢ ¥ F(t)di. and:
0
T © © t
J' (et)N[J' e "dF (u)]dt I (Ot)N[J‘e’e”dF(u)]dt
(A7.10)

j ChHM [I e " F (u)du]dr j CHM [I e " F (u)du]dr
Proof. Note that:

T © ©
I (OI)N[I e dF (u)]dt I e dF (¢)
0 — _J0

lim

=0 .[ ChHM [J' e % F (u)dulds J.:e’e’f(t)dt’

I(er) I e "dF (u)]dt . ITwe’e’dF(t)

= j O[] ¢ Foduldr fe‘mf(t)df’

and:

I(ex) U 9"cuv(u)}dr _[ ChH¥ U e”dF(u)}dt
”"J' (CHM U "e“F(u)du}dt_ I CHM U “”F(u)du}dt

.f e MdF (1)
0

I e " F(r)dt
0



An Overview on Failure Rates in Maintenance Policies 189

Furthermore, because J. e YdF (1) /J. e_e'f(t)dt increases with T':
T T

IOT(GI)N[ j Ce A (u)dr J:é-ede(r)

<

T © _ © _ !
I ChHMI J e " F (u)duds I e Y F(t)dt
0 t T

T © T © _
DifferentiatingJ. (ChMI I e "dF (u))dt / I CHMI _[ e " F (u)du]dr with respect to T
0 t 0 t

0 T 0 _
Crak L e "dF (1) J'O CHM [ J' ee“F(u)du}dt
© T ©
—(0T N 49:; N —0u
(07) J.Te (t)dtJ.O (61) Ue dF(u)}dt
_ N * -0t r N * —Ou
=(07T) Le F(z)drjo(er) U e F(u)du}dt

o0 T o0
Ie’e’dF(z) j (GI)N[I e ™dF (u)]dt
T __J0 t 20’

.roe’e’F(t)dt JT(ez)N [ J' " O (w)dulde

T 0

which follows that Equation (A7.8) increases with T from I e dF (t)/ J e Y F(r)dr.
Forming: 0 0

T 0 T 0
(er)N*‘[J' e dF (u)]dt J' (ez)N[j e "dF (u)]dt
0 t _ 0 t

T © _ T © _ ’
J' CIRAI J. e " F (u)dudt J. (GI)N[J. e " F (u)du]dt
0 t 0 t

and denoting:
L(T) = J' T(et)N“ U.we"e“dF(u)}dtJ.T(et)N { _[ we‘e“F(u)du}dt
0 t 0 t

- LT(et)N [ I, we‘e”dF(u)}dt IOT(ez)N“ Urwe'e”F(u)du}dt,
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we have L(0) =0 and:

dL(T) _ N+l ? -0t ’ N ? —Ou -
S =D Le dF )| o0 Ue F(u)du}dt

N * -0t ! N+1 * —0u
+(0T) Le F(t)dtJ'O (01) U e dF(u)}dt

_ N T ol [“op
(07) J.Te dF(t)L (0r) U e F(u)du}dt

_ N+1 ? -0t - ’ N * —0u
(07) Le F(t)dtJ‘O (61) Ue dF(u)}dt

= Iwe’e'f(t)dtr {(GT)N (CHMECY et)Uwee“F(u)du}
T 0 t

j we’e“dF(u) j Oce'e“dF(u)

X T

I o dr >0,
J e " F(u)du I e " F(u)du
t

T

which follows that Equation (A7.8) increases with N to J. e "dF (1) / J. e_e’f(t)dt.
T o T ®©
Similarly, we can prove Equation (A7.9) increases with T to I e "dF (1) / I e ™

_ creases . .
F(t)dt and increases with N to J e "dF(t)/ | e F(r)dr and complete the proof of
Equation (A7.10). 0 0

APPENDIX 7.6

Prove that:

T t
J' CHMI j e ™dF (u)]dt
0 0

T - (A7.11)
J ChHMI I e F (u)du)dt
0 0

T T
increases with T from 4(0) and increases with N to I e "dF (t)/ J e ™ F(¢)dt, and:
0 0

Lw(ez)N [‘[we'e“dF(u)]dt

0 0 . (A7.12)
J' ChHMI I e % F (u)du)ds
T t

increases with T to /(o) and increases with N to A(0).
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Proof. Note that:

K@WU}%nw%r<rwww><fwmm)

0

r ! —O0u - -0t T -0t
J.o (et)N|:J.Oe F(u)duj|dt J.oe F(¢)dt J.Te F(t)dt

I:(Ot)N Uwe"“dF(u)}dt

) Lm(er)N { _[ me‘e“F(u)du}dt .

Using the similar discussions of Appendices 7.5 and 7.6 can be proved.
Similarly, we can prove that the failure rates in VIII and IX increase with T and
N and obtain the inequalities for 0 <T <o and N =0,1,2,---.

APPENDIX 7.7
Prove that for0< 7T <wand K =0,1,2,-- -

T
L P (OA(t)dt

T (A7.13)
L&mw

©

T_
increases with T from h(0)to1/ | p, (t)dr andincreases with K from F(T') / J. F(t)dt
to /(T), and: 0 0

T

F(T) 3 .[) Dy (Oh(t)de

— < 7 <HT)<
I F()dr I D, (D)dt
0 0

o) (A7.14)

T
[ ncomoa
0 < (A7.15)

ﬂ&wu f@m&

Proof. Note that:

T
[ peomnar
lim =h(0), lim** =

T T © ?
=0 J‘( P (t)dt o J.O p, (t)dt L p, (t)dt

T
jmmmw
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T T
Do (OR(t)dt P, (Oh(t)dt
lim '[0 TK - _FD , lim "[0 : =NT).

20 pe(ndt Tf(z)dt 7 pe(ndr
0 0

0

T T
Differentiating I P (OA(t)dt /J Py ()dt with respect to T
0 0

T T
Dy (T)h(T)J.0 Di(B)dt — p,. (T)‘[0 Dy (Oh(t)dt

T
= p (1) L P (OTAT) = h(1)dr 20,

which follows that Equation (7A.13) increases with T .
Making the difference between j'OT Pe (t)h(t)dt/J.OT Py (H)dt for K, and letting:

L= [ pea OhO [ p 0= [ pe e py,rar,
we have L(0) = 0 and:
LT)=p,., (T)j:pK (O~ h(r)1dr

T
—p (D) L Py (OLA(T ) = h(2)]de

_ H(T)" ~H(T) ! _ _
= K+© '[)PK(t)[h(T) hOIH (T) - H (1)]dr 20,

which follows that Equation (A7.13) increases with K.
From these results, we can obtain Equations (A7.14) and (A7.15).

APPENDIX 7.8
Prove that for0<T <oo0 and K =0,1,2,---:

j b (Oh(0)dr
T

P (A7.16)
L P (D)t

©

increases with T from1/ | p, (¢)dt to h(oo) and increases with K fromf(T) / J. f(t)dt
to h(e0), and: 0 T
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F() L Py (Oh(t)dr | L P, (Oh(t)dt

If(z)dt j P ()dt J' p, (t)dt J' P, (Hdt
T T 0 T
Proof. Note that:

[ ewmoa [ pewnorar
lim =" = s lim =* = h(0),

=0 J.pk(t)dt ij(r)dr = IpK(t)dt
T 0 T

< (A7.17)

o b o (Oh(r)dr
lim'[ ‘ = FT) , lim L: = ().

e J‘:pK (1)dr wa(t)dt Ko L Py (t)dt

By similar methods used in Appendix 7.7, we can easily prove Appendix 7.8.

APPENDIX 7.9
Prove that forO<T <o and K =0,1,2,---:

T
[ peonoa
0 (A7.18)

T
Lmawwwgmm

increases with T from 1l/u to 1/ I(:OPK+1([)dt and increases with K from:

F(T)/ [ L] F u)duldt to F(T)/ [ F (1)dr, and:

T
.f Dy (Dh(2)de 1
< (A7.19)

0
)

<
- T - e
J. P OLA(r) / Q(0)1de J. Py, (1)dt
0 0

= |~

T
[ peonoa _Fm

T S ) (A7.20)
L P DOLA) [ O(1)]dt L F(t)dt

Proof. Note that:

T
 [momoa gy
lim —7 =1lim =—

T%mewmmmmT”fRMr”

k)
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T
L Py (Dh(t)dt 1 1

lim —7

“‘”j P (O 1 Q) rp,(m[h(t)/Q(t)]dr rpmmdr
0 0 0

T
[ peonwa )

. 0 -
lim —7 =

K—0 T ©— ’
jo P (D) 1 Q) jo ol j F(uyduldr

T
L OO

lim

o [ (O / Q(0)1d j Fldr

T T
Differentiating j Dy (Dh(t)de /J D OLA() [ O(1)]dr with respect to T':
0 0

h(t h
pK(T)h(T)J p,ﬁ)%dr— K(T)% P (Oh(Ddr
WD) (TR
= pe ) o [ et 10 -0 20

which follows that Equation (A7 18) increases with 7.
Making difference betweenj P (D) / I Pr (DLA(t) / O(2)]dt for K, and letting:

T T
L(T)= J-O Pear (t)h(t)dtj0 Px (I)%dt

j P (Oh(0)dr j Pes <r>%dr

we have L(0) =0, and:

o HOS ua,
L) = G e [ per ){Q()

H(T)—H(1)]dr 20,
Q(T)}[ (T)—H(1)ldr

which follows that Equation (A7.18) increases with K.
From these results, we can obtain Equations (A7.19) and (A7.20).
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APPENDIX 7.10
Prove that for0<T <o and K =0,1,2,---

J‘:p,( ()h(r)dz

= (A7.21)
L P (D[A() [ Q(0)]de

increases with 7' from 1/ I: pxa(t)dt to h(wo) and increases with K from:
F(T)/ [1["F (u)duldt to h(), and:

[ peonwar [ pewnar
T < T

j b (0t j D (OB j Fu)du ) Fo)lde
T T t

| [ peonoa

< — e — .
jp,ﬂl(z)dr j p,(mh(r)[j FQodu | F(0))dr
0 T t

Proof. Note that:

[ e 1
lim——" =

[ pewmorooun [ g o

I D (Oh(t)de

lim —=~ = h(),

s j P (OUH(E) [ Q(0)1d
T

1. f peOHOE B
m -

K0 j P (OUH(E) [ Q(1)1de j ol j FGuduldr

jwpm)h(r)dr
Il(im —~L = ;imQ(T)=h(oo).
. I PO /0O T

Using A(t)/Q(¢) <1 and similar methods in Appendix 7.9, we can easily prove
Appendix 7.10.



196

Reliability Engineering

ACKNOWLEDGMENT

This work is supported by National Natural Science Foundation of China
(NO. 71801126), Natural Science Foundation of Jiangsu Province (NO. BK20180412),
Aeronautical Science Foundation of China (NO. 2018Z2G52080), and Fundamental
Research Funds for the Central Universities (NO. NR2018003).

REFERENCES

1.

10.

Lai, C.D., Xie, M. Concepts and applications of stochastic aging in reliability.
In Pham, H. (ed.), Handbook of Reliability Engineering. London, UK: Springer, 2003:
pp- 165-180.

. Barlow, R.E., Proschan, F. Mathematical Theory of Reliability. New York: John

Wiley & Sons, 1965.

. Finkelstein, M. Failure Rate Modeling for Reliability and Risk. London, UK: Springer,

2008.

. Nakagawa, T. Maintenance Theory of Reliability. London, UK: Springer, 2005.
. Nakagawa, T. Random Maintenance Policies. London, UK: Springer, 2014.
. Nakagawa, T., Zhao, X. Maintenance Overtime Policies in Reliability Theory. Cham,

Switzerland: Springer, 2015.

. Zhao, X., Al-Khalifa, K.N., Hamouda, A.M.S., Nakagawa, T. What is middle mainte-

nance policy? Quality and Reliability Engineering International, 2016, 32,2403-2414.

. Zhao, X., Al-Khalifa, K.N., Hamouda, A.M.S., Nakagawa, T. Age replacement models:

A summary with new perspectives and methods. Reliability Engineering and System
Safety, 2017, 161, 95-105.

. Nakagawa, T. Stochastic Processes with Applications to Reliability Theory. London,

UK: Springer, 2011.
Zhao, X., Qian, C., Nakagawa, T. Comparisons of maintenance policies with peri-

odic times and repair numbers. Reliability Engineering and System Safety, 2017, 168,
161-170.



8 Accelerated Life Tests
with Competing
Failure Modes
An Overview

Kanchan Jain and Preeti Wanti Srivastava

CONTENTS
8.1 INLrOAUCHION ...ttt 198
8.1.1 Accelerated Life Test MOdElS ........cccocevevieienieiiiiiiiiiiiiinceceee 198
8.1.2  An Accelerated Life Test Procedure..........cccoeeveiiiiinininininennnn. 199
8.1.3  Competing Failure Modes .........c..ccccevieiiniiniinieniinieniceienceeenenen 199
8.2 Accelerated Life Tests with Independent Causes of Failures....................... 200
8.2.1 Constant-Stress Accelerated Life Test with Independent Causes
Of FAIIUIES ...oeiiiiiiiiicccce e 201
8.2.1.1 Model THUStration ........c.cccevuerienierieieieieieieeeeee e 202
8.2.2 Step-Stress Accelerated Life Test with Independent Causes of
FalUIEs ..ot 204
8.2.2.1 Model THUStration ........c.cceevuevienierieieiiieieieeeeeeeeeeeee 205
8.2.3 Modified Ramp-Stress Accelerated Life Test with Independent
Causes Of Fallures.........ocoeiviriiininicniiiiciccccceeeeceeee e 208
8.2.3.1 Model THUStration ........c.ceevuerienieiieieieiiieieeeiee e 210
8.3 Accelerated Life Tests with Dependent Causes of Failures ............cc.c....... 213
8.3.1 Copulas and Their Properties ..........ccoeecuevievieneenieneeneneenceiencnnes 213
8.3.2 Constant-Stress Accelerated Life Test Based on Copulas................ 214
8.3.2.1 Model THUStration ........c.cccevuerienieieieieiiieieieeeeeeeeeeee 215
8.3.3 Constant-Stress Partially Accelerated Life Test Based on Copulas.....216
8.3.3.1 Model THUStration ..........ccoevuerienieieieiiieieieeeeeeeeeeeeee 217
8.3.4 Step-Stress Accelerated Life Test Based on Copulas..........cccc..e..... 219
8.4 Bayesian Approach to Accelerated Life Test with Competing Failure
IMIOGE ...ttt 219
8.5 CONCIUSION ...ttt 219
REfEIENCES ..ot 219

197



198 Reliability Engineering

8.1 INTRODUCTION

A longer time period is necessary to test systems or components with a long expected
lifetime under normal operating conditions and many units are required which is
very costly and impractical. In such situations, accelerated life test (ALT) meth-
ods are used that lead to failure/degradation of systems or components in shorter
time periods. Hence, failure data can be obtained during a reasonable period without
changing failure mechanisms.

ALTs were introduced by Chernoff (1962) and Bessler et al. (1962). They are used
during Design and Development, Design Verification, and Process Validation stages
of a product life cycle. Designing of optimal test plans is a critical step for assur-
ing that ALTSs help in prediction of the product reliability accurately, quickly, and
economically.

In ALT, systems or components are:

* Subjected to more severe conditions than those experienced at normal
conditions (accelerated stress). Stress factors can be temperature, voltage,
mechanical load, thermal cycling, humidity, and vibration.

e Put in operation more vigorously at normal operating conditions (acceler-
ated failure). Products such as home appliances and vehicle tires are put to
accelerated failure.

For accurate prediction of the reliability, the types of stresses to which systems/
components are subjected and the failure mechanisms must be understood.
Different Types of Stress are:

1. Constant

2. Step

3. Ramp-step

4. Triangular-cyclic
5. Ramp-soak-cyclic
6. Sinusoidal-cyclic

8.1.1  AcceLerATED LiFe TesT MODELS

In engineering applications, several ALT models have been proposed and used suc-
cessfully. Accelerated Failure Time (AFT) models are the most widely used ALT
models.

e Partially accelerated life test model: Degroot and Goel (1979) introduced
Partially Accelerated Life Test (PALT) models wherein the items are run at
normal as well as accelerated conditions.

A PALT model consists of a life distribution and an acceleration factor for
extrapolating accelerated data results to normal operating condition when
the life-stress relationship cannot be specified. The acceleration factor—the
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ratio of a reliability measure—for example, mean life, at use condition to
that at accelerated condition provides a quantitative estimate of the relation-
ship between the accelerated condition and the fiean condition.

e Fully accelerated life test model: Introduced by Bhattacharya and Soejoeti
(1989), a fully ALT consists of testing the items at accelerated condition
only. A fully ALT model consists of:

1. A life distribution that represents the scatter in product life
2. Relationship between life and stress

Some of such stress-life relationships used in the literature (Nelson 1990; Yang 2007;
Elsayed 2012; Srivastava 2017) are:

¢ Life-Temperature models described by Arrhenius and Eyring relationships
¢ Life-Voltage model described by Inverse Power relationships

e Life-Usage Rate relationship

e Temperature-Humidity model

e Temperature-Nonthermal model

8.1.2 AN AccCeLerATED LiFe TesT PROCEDURE

An ALT is undertaken in the design and development phase as well as in the verifica-
tion and validation phases of a product life cycle.

Nelson (1990) gave a comprehensive presentation of statistical models and meth-
ods for accelerated tests.

8.1.3 CoMPETING FAILURE MODES

Many products have more than one cause of failure referred to as a failure mode or
failure mechanism. Examples include:

e The Turn, Phase, or Ground insulation failing in motors

e A ball or the race failing in ball bearing assemblies

¢ A semiconductor device that fails at a junction or a lead

e A cylindrical fatigue specimen failing in the cylindrical portion, in the fillet
(or radius), or in the grip

e Solar lighting device with capacitor and controller failure as two modes of
failure

In these examples, the assessment of each risk factor in the presence of other risk
factors is necessary and gives rise to competing risks analysis. For such an analysis,
each complete observation must be composed of the failure time and the correspond-
ing cause of failure. The causes of failure can be independent or dependent upon
each other.

The procedure underlying an ALT is shown in the following flowchart (Figure 8.1).
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FULLY
CHOOSE MODE
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|

[ SENSITIVITY ANALYSIS ]

FIGURE 8.1 Flow chart.

8.2 ACCELERATED LIFE TESTS WITH INDEPENDENT

CAUSES OF FAILURES
Let n identical units be put to test and suppose that a unit fails due to one of the r (>2)
fatal risk factors. Let T; be the life time of the unit due to jth risk factor with cumu-

lative distribution function (CDF), G,(t), and probability density function (PDF),
g;(t). The overall failure time of a test unitis 7= min {7}, T,, ..., T} with CDF:

.
F(t)=1—H(1— G,(n), 8.1)

i=1
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and PDF:

7

- zr: H (1- G;(), 8.2)
=1 =

where h;(t), the hazard rate corresponding to the jth risk factor, is defined as:

- 8
0= 5 8.3)

Let C be the indicator variable for the cause of failure, then the joint distribution of
(T, C) is given by:

fre (¢, j)=g;®). 8.4

fr. ¢ @ J) is used in the formulation of the likelihood function, which is used to
estimate model parameters and obtain optimal plans using the Fisher Information
Matrix. Fisher information measures the amount of information that an observable
random variable X carries about an unknown parameter § upon which the likelihood
function depends.

8.2.1 CoNSTANT-STRESS ACCELERATED LIFE TEST WITH INDEPENDENT
CAUSES OF FAILURES

In a constant-stress ALT (CSALT) set-up, sub-groups of test specimens are allocated
to different test chambers and, in each test chamber, the test units are subjected to
different but fixed stress levels. The experiment is terminated according to a pre-
specified censoring scheme. Each unit is tested under the same temperature for a
fixed duration of time. For example, 10 units are tested for 100 hours at 310 K, 10
different units are tested for 100 hours at 320 K, and another 10 different units are
tested for 100 hours at 330 K.
Figure 8.2 exhibits the constant-stress patterns.

£

Stress

Time

FIGURE 8.2 Constant-stress loading.
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McCool (1978) presented a technique for finding interval estimates for Weibull
parameters of a primary failure mode when there is a secondary failure mode with
the same (but unknown) Weibull shape parameter. Moeschberger and David (1971)
and David and Moeschberger (1978) gave an expression for the likelihood of com-
peting risk data under censoring and fixed experimental conditions. Large sample
properties of maximum likelihood estimators (MLEs) were discussed for Weibull
and log-normal distributions. Herman and Patell (1971) discussed the MLEs under
competing have causes of failure.

Klein and Basu (1981, 1982a) analyzed ALT for more than one failure mode.
For independent competing failure modes for each stress level, the authors found
MLEs with life times as exponential or Weibull, with common or different shape
parameters under Type-I, Type-II, or progressively censored data. Using a general
stress function, Klein and Basu (1982b) obtained estimates of model parameters
under various censoring schemes. A dependent competing risk model was proposed
by considering a bivariate Weibull distribution as the joint distribution of two com-
peting risks.

Nelson (1990) and Craiu and Lee (2005) analyzed ALTs under competing causes
of failure for semiconductor devices, ball bearing assemblies, and insulation sys-
tems. Kim and Bai (2002) analyzed ALT data with two competing risks taking a
mixture of two Weibull distributions and location parameters as linear functions of
stress.

Pascual (2007) considered the problem of planning ALT when the respective
times to failure of competing risks are independently distributed as Weibull with a
commonly known shape parameter.

Shi et al. (2013) proposed a CSALT with competing risks for failure from expo-
nential distribution under progressive Type-II hybrid censoring. They obtained the
MLE and Bayes estimators of the parameter and proved their equivalence under
certain circumstances. A Monte Carlo simulation demonstrated the accuracy and
effectiveness of the estimations.

Yu et al. (2014) proposed an accelerated testing plan with high and low tempera-
tures as multiple failure modes for a complicated device. They gave the reliability
function of the product and established the efficiency of the plan through a numerical
example.

Wu and Huang (2017) considered planning of two or more level CSALTs with
competing risk data from Type-II progressive censoring assuming exponential
distribution.

8.2.1.1 Model lllustration

In this section, CSALT with competing failure modes proposed by Wu and Huang
(2017) has been described briefly for illustration purpose.

Consider a CSALT with L levels of stress and let y, be the Ith stress level, [ = 1,
2, ..., L. Each unit is run at a constant-stress and may fail due to J failure modes.
Assume that at y,, the latent failure times X, X5, ..., X;;, are independent and expo-
nentially distributed with hazardrate A;(>0), i=1,2,...,n,[=1,2,...,L,andj=1,
2, ..., J. The failure time of the ith test unit is:



Accelerated Life Tests with Competing Failure Modes 203
Xy =mim{ X, X2, ..., Xin}.

It is assumed that at the /th stress level, the mean life time of a test unit is a log-linear
function of standardized stress:

10:‘{;) = Bo + Bijsi» 8.5)

jl

where:

—0 < ﬂ()j < 00,
Bi; < 0 are unknown design parameters.

The standardized stress, s, is:

g5=2" o<y <1l =1,2,...L,
Yo = Yo

Y <y, < .., <y, are L ordered stress levels and y,, is the stress at normal operat-
ing condition. The log linear function is a common choice of life-stress relationship
because it includes the power law and the Arrhenius law as special cases.

The failure density and failure distribution of the ith unit under jth risk are,
respectively:

F(xs 1) =0y e x>0 (8.6)

J
Flain 1) = 9 (1= )y 20,01 = Dy 87)

+1 j=1

The failure distribution at failure time x;, is:

F(xi) = (1-e™), x5 > 0. 8.8)

The authors have used progressive Type-II censoring scheme. Under this scheme,
n, units are tested at stress level s, with >F_ ., = n. For each stress level /, m, failures
are observed. The data are collected as follows:

When the first failure time, X,,), and its cause of failure, 0, are observed, r, of
the surviving units are selected randomly and removed. When the second failure
time, X,,, and its cause of failure, &, are observed, ry of the surviving units are
selected randomly and removed. For simplicity, X, is used instead of X, Type-II
progressive censored data with competing risks at stress level s, are:

(Xu, Ous ’”11), (le’ a1 ”21)» s (Xmll, O rm,l)



204 Reliability Engineering

Xy <Xy <...<X,, are the m, observed life times,
011, 021, ..., Oy are the observable causes of failures,
T, Tats--es Iy are the number of censored units.

The likelihood function under Type-II progressive censoring scheme is:

L my J

L= HH ijf;" et (w4 1) 8.9)

I=1i=1|j=1I

where /;; = 1 if 6; =j and zero otherwise.

J
1 P I
1Og[/,{/j =ﬁ0j + ﬂljsh)'jl = boj =P st and A«H = E € Poj =P .

i j=1

Using the likelihood function, the authors have used D-optimality, variance optimal-
ity, and A-optimality criteria to obtain the optimal stress level as well as the optimal
sample allocation at each stress level. They used the real data set from Nelson (1990)
on times to failure of the Class-H insulation system in motors to explain the pro-
posed method. The design temperature is 180°C. The insulation systems are tested
at high temperatures of 190°C, 220°C, 240°C, and 260°C. Turn, Phase, and Ground
are three causes of failure.

8.2.2  Ster-STRESS ACCELERATED LiFE TEST WITH INDEPENDENT
CAUSES OF FAILURES

Step-stress loading requires one test chamber. The stress on a specimen is increased
step-by-step wherein at each step it is subject to constant stress for a specified period.
The experiment is terminated according to a pre-specified censoring scheme.

Figure 8.3 exhibits the step-stress loading scheme.

To model data from step-stress test, the life distribution under step-stressing
must be related to the distribution under a constant stress. Such a model, known as
Cumulative Exposure Model (CEM), was put forward by Nelson (1980).

The CEM assumes that the remaining life of a unit depends only on the cur-
rent cumulative fraction failed and current stress irrespective of accumulation of the
fraction. At the current stress, survivors fail according to the CDF for that stress but
starting at the previously accumulated fraction failed. Under CEM, the step-stress
life distribution is

Gi(w), 1o Sw<T
G(W) = G,(W — T +S; ,1), Ti 1 SW<T[ ,izl, 2, cens k-1 (810)

Giw — i +sc) Tia<w<r,

So= 7o =0, s; (i > 0)is the solution of G; , 1(8;,) =Gi(z; — 7;-1),i=1,2, ..., k—1.
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FIGURE 8.3  Step-stress loading.

Khamis and Higgens (1998) formulated the Weibull CEM, which is based on the
time transformation of exponential CEM. Bai and Chun (1991) studied optimum
simple step-stress accelerated life tests (SSALTs) with competing causes of failure
when the distributions of each failure cause were independent and exponential.

Balakrishnan and Han (2008) and Han and Balakrishnan (2010) considered an
exponential SSALT with competing risks using Type-I and Type-II censored data
respectively. Donghoon and Balakrishnan (2010) studied inferential problem for
exponential distribution under time constraint. Using time-censored data, Liu and
Qiu (2011) devised a multiple-step SSALT with independent competing risks.

Srivastava et al. (2014) considered simple SSALT under Type-I censoring using
the Khamis-Higgins model (an alternative to the Weibull CEM) with competing
causes of failure. The Khamis-Higgins model is based on time transformation of the
exponential model. The life distribution of each failure cause, which is independent
of other, is assumed to be Weibull with the log of characteristic life as a linear func-
tion of the stress level.

Haghighi (2014) studied a step-stress test under competing risks and degradation
measurements and estimated the reliability function.

8.2.2.1 Model lllustration

In this section, the design of SSALT plan is explained with competing failure modes
using the methodology adopted by Srivastava et al. (2014).

Consider an SSALT with two causes of failure. There are two independent
potential failure times for n test specimens corresponding to two causes of failure.
The failure time of a unit is the lowest of its potential failure times. Two stress
levels, x; and x, (x; < x,), are used and x, is the stress level under normal operating
condition. For any level of stress, i, the life time under each failure cause j, follows
a Weibull distribution with shape parameter 6 (known) and scale parameter 0, i,
Jj=1,2. Hence:

Gi(w)= l—exp{ },OSW<00. (8.11)

i
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The characteristic life, which is the 63.2th percentile of the distribution, of two
potential failure times are log-linear functions of stress and:

1

loghf =a;+fx;i=0,1,2j = 1,2 (8.12)

o;, B; (<0) are unknown parameters depending on the nature of the product and
the test method and 6 is known. It can be shown as follows that 90 is the character-
istic life of expression 8.11.

Gi(&)=p= & =(-0,log (1-p)'", = 0l/° &y, i,j=12. (813

For each failure cause, Weibull CEM is assumed. Failure times and failure causes of
test units are observed jointly and continuously.

From the CEM and Weibull distributed life assumptions, the CDF of failure
cause, j = 1, 2, under a simple time step-stress test is the Khamis-Higgins model
given by:

Giw)=Gj(w;01;,05;)

1—exp 0 if0<w<r (8.14)

1j

s s_ .8
1-exp w7 ifr<w<oo
0 0,;

1j

Since only the smaller of W, and W, is observed, let the overall failure time of a test
unit be

W = min {Wl,Wz}.
The CDF and PDF of W are

F(w)=F(w;0)
=1-(1-Gi(w)A-G,(w))

1—exp{—(1+1jw5} ifO<w<r, (8.15)
011 912

l—exp{—(l—i-lj o (1+1)(w‘3 —15)} if T <w <o
911 912 921 022
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fw)=f(w;0)
6w5‘[1+1jexp{—(1+1]w5} if0<w<r,
911 912 011 012
1 1
i _[+]76 (8.16)
1 1 9]1 912
Swi Tl — 4 — exp if T<w<w
0, Oy 1 1 s 5
- T+ (W’ =1°%)
021 922

respectively, where 6 =(6,,8,) with 6; =(6;,,6,,) for i = 1, 2. Furthermore, let j
denote the indicator for the cause of failure. For j, j = 1, 2 and j* # j, the joint PDF
of (W, C) is given by:

Jue W, ) =g;(w)(1=G;(w))

5-1
ow exp{—(1+1jw5} if O<w<r,
0, 0, 0O
~ _(1+1JT5 E17)
B Swi 0, 6, ) .
T exp if 7 <w<oo.
02 (1 1) 5 s
- w®=17)
0y Oy

The relative risk imposed on a test unit before z and due to failure cause j is
denoted by

-1

o7 .
., j=12. (8.18)

T, =Pr[C=j10<W <1]=
Y [ J ] 011+ 12

Similarly, the relative risk after = due to the cause j is denoted by

-1

. 03 .
=Pr[C=jIW>r]l=—"L— /=1, 2. 8.19
77’-2] [ J T] 02,1]_{_02,2] J ( )

These equations are simply the proportion of failure rates in the given time frame.
It follows from Equations 8.11 through 8.13 that W and C are independent given the
time frame in which a failure has occurred. For j = 1,2, let

n,; = number of units failing before 7 due to failure cause j,
n,; = number of units failing after 7 due to failure cause j.
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Under the assumption of the CEM, the likelihood function of 8 based on the Type-I
censored sample is:

L) = H|:5W, - W,-‘slel,:|"12|:5w, B —wf/el.}

i=1 11 i=1 012

5  wl—18 5 w8
wlowi™ 0. 6, |m| owit 6. o,
XH ! e le 2e H L e le 2e (820)
i-1| 6Oy i=1| O

« _ n(»(Ta —15) . n(,‘rb
62e 01e
e s

where
1 1 1
— =t
0. 0n 01
1 1 1
R 7_'_7’
920 92I 922

Nie =My + My,
Mo =My + Ny,

n=n.tmet+n.
n is fixed and known.

The authors estimated model parameters and obtained optimum plan for the time-
censored SSALTs which minimizes the sum over all causes of failure of asymptotic
variances of the MLEs of the log characteristics life at design stress. The inferential
procedures involving design parameters also were studied.

8.2.3 MopirieD RAMP-STRESS ACCELERATED LiFe TEST
WITH INDEPENDENT CAUSES OF FAILURES

Modified ramp-stress loading proposed by Srivastava and Gupta (2015) requires
one test chamber. The stress is increased at low constant stress rate starting from
the normal operating stress level, s, for example to the stress level, s,, for example.
Thereafter, it is increased at the higher constant stress rate until the termination of
the experiment.

Modified ramp-stress ALT is designed using a generalized formulation of the
CEM wherein stress V(f) = kit, where k, is the rate of increase of stress.

Figure 8.4 shows this stress pattern.
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FIGURE 8.4 Modified ramp-stress loading.

Consider the life distribution Fj (t 2V, x) that depends on constant stress, V (volt-
age, for example) and other variables through the scale parameter o (V, x) that is a
function of V), x, and coefficients:

t
Fo(t;V,x)=G 8.21)
o(t:2) (a (V. x)]
where the scale parameter is set equal to unity in the assumed CDF, G(-).
= Fy(t;) =G(e), (8.22)
where
=M +A0 + i+ A+ o+ A (8.23)
is the time after / steps in step-stress testing with step i at stress level )} for a time:
A,‘ =ti_ti719 (824)
with ¢, =0, and
g= Ay A A (8.25)

a a(Vl,x) * a(Vz,x) T a(Vl-,x) T a(V,,x)

as the cumulative exposure for the failure mode.
When a(V, x) = a(V(t), x), that is, the stress, V, is a function of time then, using
Equation 8.25, the corresponding cumulative exposure function is given by

&(r) = lim A, B p A L A
smol a(V,x)  a(Vx) a(V,x) a(V x)

(8.26)

Il
—
Q
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<
|
S
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= Fy(1:V(r).x) =G(&(1)) 8.27)

is the generalized formulation of CEM.

8.2.3.1 Model lllustration

Srivastava and Gupta (2017) explored formulation of the optimum time-censored
ALT model under modified ramp-stress loading when different failure causes
have independent exponential life distributions. Their procedure is explained as
follows.

Suppose each unit fails by one of the two fatal risk factors and the time to failure
by each competing risk has an independent exponential life distribution obeying the
linear CEM. g(¢) at time t for 0 < ¢ <7y and 1; <t <7 has been obtained under stress
level s as:

t

¢ 1 0 1
£(t) = dy = —dy=|—————dy,
J; 0(s()) J; emj( 50 jy !: emj[ 5 Jy

s(y) so+yBi (8.28)
e sy (ot i) ~(s0) )
= 0 :Wl](t)’ 0<IST1
pil+ 7’1_,‘) ’
and
t t
6([)—I ! dy—e(r)+J ! dy
e YR - 1 ;
J 0Gs() o ( 50 j“f
s+ Bo(y—11)
“Y0j ¢V _ Wy 40
= g(Tl) + e SO ((sl + ﬁZ([ Tl)) Sl ) (829)
B.(+71))
=&g(r)+ Wy (1),7 <t<m.
Then the CDF of failure cause j (j = 1,2) under modified ramp-stress is:
G;(t)=J(e()), (8.30)

where:
J () is the exponential CDF with mean 6 set equal to one and
&(t) is the cumulative exposure (damage) function.
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Hence, the life distribution under modified ramp-stress loading corresponding to
failure cause j (j = 1, 2) is:

G,()=Gi(t;v05 7))

1—exp{-W; ()}, if0<r<t (8.31)
1= exp{-Wi;m)— Moo}, ifr <1 <oo

and the failure density is:

g,()=g;(t v0j 1j)

| exp {0} Wi, ifo<r <1 (8.32)
exp{-Wi;(z1)— W ()} Waj(1), if 7 <t<oo

Let T'= min {7}, 7,} denote the overall failure time of a test unit, then its CDF and
PDF, respectively, are

F(O=F©yg 1))

=1-(1-G,())(1-G,(t))

| Tmexp{Wi() -Wia(0) }, if0o<r<1t (8.33)
| I—exp{-Wii(r) —War(t) —Win(r) —War (1) }, if 7)<t <00
F® = f@&yopn))
_ { exp {~Wi, (1) = Woa ()} W (0) + Wi (1), ifo<r<t
eXp{—VVH(’L'l) =W () - le(Tl)_sz(f)} (War (1) + Was (1)), if 7, <t <o0
(8.34)

Furthermore, let the indicator for the cause of failure be denoted by j. Then, under
assumptions, for j, j' = 1, 2 and j' # j, the joint PDF of (7, C) is given by:

Jfre(, j)=git)A-G; (1))

exp{-W; (1)} exp{-Wy (1)} W/ (1)), if0<r<m
exp{—Wy(z1) —Wa (1) }exp{-Wy (1) = Wa (1)} W3 (1)), if 7y <t < o0
(8.35)
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The relative risk imposed on a test unit before 7, due to failure cause j for j = 1,2 is
denoted by:

7

jexp{—Wl_,-u)}exp{—wl,-/(r)} (W) dr

=Pr[C=j|0<T <7]="2 . (8.
i [ Jl ol 1_eXP{_W11(71) —le(Tl)} (8.36)

Similarly, the relative risk after z, due to the cause j for j = 1,2 is denoted by:

ﬂzj:Pr[C:le 2‘[1]

I exp{ Wi, (1) =Wy, (1) fexp{-Wi,; (r1) =W, (1) } (W3,(1)) dt (8.37)

exp{_Wn(Tl) —le(Tl)}

Define forj =1, 2,

ny; is the number of units that fail before 7, due to the failure cause j,
n,; is the number of units that fail after 7, due to the failure cause j.

Using Equation 8.36, the likelihood function is:

L(ro;: 1)) = HHf(t,,c >HHf e - F(n ) ©
J=li=1 J=li=1

= H[ exp{-Wii(t;) fexp{-Wia(t;)} (Wi i(t))) ]

i=1l

m2

H[ exp{-Wia(1;) exp{-W;,(1;)} (Wl'z(ff))] (8.38)

i=1

1

H[GXP{—WM(‘H) —Wa(t;) Yexp{ Wia (1)) —War(1;) } (Wz'l(ff))]

i=1

ny

H[CXP{—le(Tl) ~War(t;) }exp{-Wii (1)) = Way (&) } Waa(8;)) ]

i=1

e W1 (z1) +War(n) +Wia (1) +Waa ()}

n=mn+ny+ny +ny+ n., nis fixed and known.
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The model parameters have been estimated and the optimal plan reveals rele-
vant experimental variables, namely, stress rate and stress rate change point(s) using
D-optimality criterion, which consists in finding out the optimal stress rate and the
optimal stress rate change point by maximizing the logarithm of the determinant
of the Fisher information matrix to the base 10. This criterion is motivated by the
fact that the volume of the joint confidence region of model parameters is inversely
proportional to the square root of the determinant of the Fisher information matrix.
The method developed has been explained using a numerical example. The results
of sensitivity analysis show that the plan is robust to small deviations from the true
values of baseline parameters.

Srivastava and Gupta (2018) also formulated the triangular cyclic-stress ALT
plan with independent competing failure modes.

8.3 ACCELERATED LIFE TESTS WITH DEPENDENT
CAUSES OF FAILURES

The competing failure modes usually are dependent. The literature about depen-
dent competing failure modes is rare in engineering but is available in biostatis-
tics and econometrics. Models with copulas have become increasingly popular for
modeling multivariate survival data. Carriere (1994) and Escarela and Carriere
(2003) modeled dependence between two failure times by a two-dimensional
copula. Carriere (1994) used a bivariate Gaussian copula to model the effect of
complete elimination of one of two competing causes of death on human mor-
tality. In Escarela and Carriere (2003), the bivariate Frank copula was fitted to
a prostate cancer data set. Ancha and Yincai (2012) have introduced copula in
reliability and analyzed ALT data with dependent multiple failure modes. Bunea
and Mazucchi (2014) have applied the copula-based ALT competing risk model
to Nelson’s motorettes data.

8.3.1 CoruLAs AND THEIR PROPERTIES

Copulas help to model dependence between two failure modes. The dependence
structure relates the known marginal distributions of failure modes to their bivari-
ate distribution (Nelsen 2006). The kind of dependence structure depends upon the
choice of an appropriate copula.

A probabilistic way to define the copula is provided by Sklar (1959).

Let X, Y be random variables with continuous distributions F,, F, and survival
functions S;=F, and S,=F>, respectively. The joint distribution and survival func-
tions are H(x, y) and S(x, y), respectively. There exists a unique 2-dimensional copula
C such that for all x in R?:

H(x,x,) = C(F(x)) , F>(x,))

and conversely, if C is a two-dimensional copula and F,, F, are distribution func-
tions, then H is a two-dimensional distribution function with marginals F|, F,.
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Survival Copula

S, y)=P[X>xY>y|=1-Fx) -FQy)+H(xy)

= R+ B -1+ CE), A()) 8.39)

= R+ B3 -1+ C(1 - F@),1-F()

=C(EW), B)

with Cuv) =u+v—1+C(1—-u,1-v).
Sklar’s Theorem leads to the following relationships:

L P[X <xY > y]= F(x) ~C(FR(x), (),
2. P[X > yY <y]=F() - C(F @), F(y),

3. P[X <y < y]= CA-R0)

£ (y)
4. P[X <Y > y]= DO =CHAWD. ()
1 = F0) e
S PLX <Al =y ])=Cip it B = (a(l:,v))lu - R =R
6. P[X > 21y > y]= CALEON
1230))

There are many types of copula functions, such as Gaussian copula, Student’s
t-copula, Frank copula, Clayton copula, and Gumbel copula. Different copulas
produce different dependence structures and the kind of dependence structure comes
from the choice of an appropriate copula.

The Gumbel-Hougaard copula is given by:

1
C(u,v) = exp[~((~log [u])’ +(~log.[v])*)?] (8.40)

where 6 e[l,0] characterizes the association between the two variables.
The Gumbel-Hougaard copula is one-parametric and symmetrical. The Gumbel-
Hougaard copula belongs to the family of Archimedean copulas, used widely
because they can be constructed easily and many families belong to this class.

8.3.2 CoONSTANT-STRESS ACCELERATED LIFE Test BAsED oN CoOPULAS

Ancha and Yincai (2012) proposed the CSALT using the Gumbel-Hougaard copula
(see Equation 8.34) with exponential marginals. Bai et al. (2018) considered a
dependent-competing risk model under a constant-stress setting using the Bivariate
Pareto copula function with Lomax marginals and Type-II progressive censoring.
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8.3.2.1 Model llustration

The methodology used by Ancha and Yincai (2012) is described as follows.
Consider a k CSALT with two competing failure modes. At each stress
level s, i = 1,2,...,k, several n; systems are tested until r; of them fail. (¢;,c;),
(ti2,Ci2), ... (t: ;- Ci ;) 1s the failure data, where ¢, takes any integer in the set {1, 2}.
=1 and c; = 2 indicate the failure caused by failure modes 1 and 2, respectively.
Each failure mode has an exponential life distribution with hazard rate A;,
i=12,...k;j= 1,2 under stress s,. Thus, Equation (8.39) gives

=, % s —(\0 40 \/e)
S,(t):C(e 7\.,1[’6 l,zr) ()u +Ai) ot

Under stress level s;, the stress-life relationship is modeled using the log-linear
equation:

log(wj)=a;+ Bid(s), (8.41)

where:
Wi;=1/2;, o; and f3; are unknown parameters,
@(s) is a given function of stress s.

This is a general formulation which contains the Arrhenius and inverse power law
models as special cases; defined:

1 if ¢y=7j 0
o;(ca)= (8.42)
0 if Ci1¢j,j:1,2

Then the likelihood function due to failure mode 1 under stress level s, is

S1(cir)
s P (T, <T G <T <ty +A
L =H{li [( V<D (ta <T <ty + t)]}

At—0 At
=1

At—0 At

1-d1(ci)
P| (T, <T G <Ty <ty +A
y {hm |:( < l)ﬁ(t, ) <ty + [)]}

x P[>t o>, ])" "

:@Tg“e%w)(-lexp{ Nt (Zw ) ]}

(8.43)

and that due to failure mode 2 under stress level s, is
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L_lizeglze;,o/l(lj 16/1
iz_()L.J (21 + A ) exp— + Zt,,-i— , Lo

il

(8.44)
where: '
g =2-,0,(ca)
gin=1—8n

Therefore, the log-likelihood function under the stress s, is:

logL; =log L;; +log L;»

1
=loglL; =2|0g;logA; +9(r,~—gi log&2)+(;—1jlog(iﬁ +ﬂf§)—(;tﬁ +24‘92)5TTT
(8.45)

where TTT; =7ty +(n—r)t;, .

Ancha and Yincai (2012) estimated the model parameters and compared via
simulation the results for the dependent and the independent failure modes. They
applied CSALT to the data set on insulated system of electromotors from Klein and
Basu (1981) using the Gumbel copula with exponential marginals. The original data
consists of three failure modes: turn failure, phase failure, and ground failure. 323 K
and 423 K are the two temperatures used, and the four accelerated temperatures are
453 K, 463 K, 493 K, and 513 K. They obtained the MLEs of mean life times at
normal operating conditions—323 K and 423 K.

8.3.3 CoNSTANT-STRESS PARTIALLY ACCELERATED LiFe Test BAsED oN CoPuLAS

Srivastava and Gupta (2019) designed constant-stress PALT (CSPALT) using the
Gumbel-Hougaard copula. The formulation is based on tampered failure rate model
under a constant-stress set-up (Srivastava and Sharma 2014) and Type-I censoring.

The tampered failure rate (TFR) model assumes that changing the acceleration
factor in different test chambers has a multiplicative effect on initial failure rate
function. Thus, for (m + 1) test chambers including the one in which items are tested
under normal operating condition, the TFR model is:

h(y) under used condition
1 (3)= A1 (3) = | Jan(v)atjih siress level, j=1,2,....m

i=1

where the acceleration factor A; (>1), i = 1, 2,..., m is assumed to be a parameter of
the model. This contrasts with a fully ALT model wherein a regression model on the
accelerating variable is specified (see also, Srivastava [2017]).
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8.3.3.1 Model lllustration

The methodology used is described as follows.

Under the partially accelerated environmental condition using the constant-
stress tampered failure rate model with m = 1 (Srivastava and Sharma 2014) and
the fact that exponential distribution has a constant hazard rate, A;, the CDF of T,
j=12is:

—jh(u)du
e’ =1-¢"", under normal operating condition
G=9 (8.47)
- [AnGodu
e’ =1-e !, under accelerated condition

with pdf g ().
The joint survival probability for the case of two dependent competing failure
modes is

S(t)=P[T >t]=P[min(T}, T} >t]=P[T, >1, T, > 1] (8.48)

Under the tampered failure rate model and the Gumbel-Hougaard copula with expo-
nential marginals, S(¢) is given as

_ _ 7
C (e"’“’, e"h’) =e @ +2) 0.1 , under normal operating condition
S(t) = (8.49)

- _ ZALE 420y1/0) .
Cle M e "2ty = ¢ "M +A77 yunder accelerated condition.

The probabilities of failure of a unit under different failure modes over different
intervals are required for the formulation of the likelihood function and:

e Probability that a product fails under failure mode j in chamber 1
(normal operating conditions) is calculated using Equation (8.49) and
Section 8.3.1(5) as:

o PUG < TN < Ty <1+ AD)
At—0 At

=g;(®) dtM (8.50)

u=Gy(1).v=G, (1)

= (A + A0 20 A gy gy =1,2,j# k
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¢ Probability that a product fails under failure mode j in chamber 2 (acceler-
ated condition) is:

lim P[(T <T)N(@ <Ty <t+Ap)] — o(0) dt o C(u,v)
A0 At ou

u=Gy (1),v=u=G (1) (8.51)

e,

= A + A0V 0e A I gy (k) = 1.2, ) % k

As n¢y and n¢, test units are allocated to the normal operating condition and accel-
erated condition, respectively, the likelihood function of A;,4, and A with censoring
time 1 using Equations 8.50 and 8.51 is:

L(A,4,A) = LiL,, (8.52)
where:
_ .
{(/119 +/Lf)(1/9)_1A‘lge,(,ll‘%rjg)u/@)t’,} 11
gy
i=1
{67(2{)“20)(1/0) T }1*511*512
{AG? 29yt A }521
ngy
L= H {A(ﬂf 1 A0) 01 9pmAGE N }522
i=1
{e*f‘(‘f”ze)“/g) -n}1_521_522
where:

{1, cause of failure is j in chamber m (ormal operating condition )
Omj =

0, otherwise.

Define as
®m as the proportion of units that are allocated in chamber m, m=1,2 and @, + @, = 1.

The authors have estimated model parameters and obtained optimal plan that con-
sists in finding the optimal allocation, n,= n @, n the first test chamber in normal
conditions using D-optimality criterion. The method developed has been explained
using numerical example and sensitivity analysis were carried out.
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8.3.4 SteP-STRESS ACCELERATED LIFE TesT BASED ON COPULAS

Zhou et al. (2018) have addressed the statistical analysis of an SSALT in the presence
of dependent competing failure modes. The dependence structure among distributions
of life times is constructed by the copula function with an unknown copula parameter.
Under the CEM for SSALT with two assumed copulas, namely the Gumbel and
Clayton copulas, an expectation maximization (EM) algorithm is developed to obtain
MLEs of model parameters and the missing information principle is used to obtain
their standard errors (SEs). SSALT is applied to the Y11X-1419 type of Aerospace
Electrical Connector composed of contact element, insulator, and mechanical connec-
tion. Three kinds of failure modes—contact failure, insulation failure, and mechani-
cal connection failure have been considered. For assessing the storage reliability of
electrical connectors, the data are collected in an SSALT accelerated by temperature
because it is the most important environmental factor which affects the storage reli-
ability of the electromechanical components. They used the MLE method to estimate
the parameters of the candidate copula functions, Akaike’s information criterion to
select optimal copula functions, and verified strong dependence among failure modes.
The results of the case studies show that the method proposed is valid and effective for
the statistical analysis of SSALT with dependent competing failure modes.

8.4 BAYESIAN APPROACH TO ACCELERATED LIFE
TEST WITH COMPETING FAILURE MODE

Zhang and Mao (1998) and Bunea and Mazzuchi (2005, 2006) considered the analy-
sis of ALT with competing failure modes from a Bayesian viewpoint. Bunea and
Mazzuchi (2005, 2006) considered two Bayesian models: Exponential Gamma
and the other with prior as an ordered Dirichlet distribution. Tan et al. (2009) pro-
posed a Bayesian method for analyzing incomplete data obtained from CSALT when
there are two or more failure modes, or competing failure modes.

8.5 CONCLUSION

This chapter is a brief review on formulation of ALT models with competing failure
modes—independent or dependent. The stress loading factors used in the literature are
constant, step-stress, modified ramp-stress, and triangular cyclic. In case of dependent
failure modes, dependence is described through copulas. In the literature, ALT models
have been designed by various authors using the classical approach or the Bayesian
approach. Various authors carried out data analysis using different censoring schemes
such as time-censoring, failure censoring, progressive censoring, and determined opti-
mal plans. The methods developed also were explained using numerical examples.
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9.1 INTRODUCTION

The International Electrotechnical Commission (IEC) is a standardization organiza-
tion in the fields of electrical, electronic, and related technologies. It is integrated
by the national standardization bodies of each member country. The IEC includes
85 countries, including those of the European Union, Japan, and the United States,
among others.

The IEC has a Technical Committee, TC56, whose current name is Dependability.
The purpose of TC 56 is to prepare international standards for reliability (in its
broadest sense), applicable in all technological areas. Reliability can be expressed in
terms of the essential attributes of support such as availability, maintainability, etc.
The standards provide systematic methods and tools for evaluating the reliability and
management of equipment, services, and systems throughout their life cycles. As of
June 2018, TC56 has 57 published standards in this area.

The standards cover generic aspects of administration of the reliability and main-
tenance program, tests and analytical techniques, software and system reliability, life
cycle costs, technical risk analysis, and project risk management. This list includes
standards related to product problems from reliability of components to guidance for
reliability of systems engineering, standards related to process issues from technolog-
ical risk analysis to integrated logistics support, and standards related to management
issues from program management from reliability to administration for obsolescence.
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9.2 CLASSIFICATION OF THE DEPENDABILITY STANDARDS OF
THE INTERNATIONAL ELECTROTECHNICAL COMMISSION

The set of standards issued by the IEC enables handling a large part of the main-
tenance processes, under contrasted methods and metrics, backed by the rigor and
scientific level applied in its preparation and very demanding review processes, prior
to its publication. That is why IEC standards must be one of the essential sources
adopted by maintenance engineers in their academic, scientific, and business
activities.

A classification of the 57 current standards is presented, grouped according to
their main application field, noting that many of them are complementary and others
are alternatives in their use. So, it is necessary to carry out a complete analysis of
the process for which standards are to be applied to make an appropriate selection
of them.

In Table 9.1, the 57 standards are classified into 6 clusters according to their main
field of application:

* Management procedures: There are 19 standards that cover different processes
for application in the field of maintenance (design, life cycle, maintainability,
logistics, risk, etc.), which include and develop the necessary procedures for
their adoption and implementation on the assets to be maintained.

o Establishment of requirements: The eight standards include procedures for
the specification of the reliability, maintainability, and availability require-
ments that the systems must comply with to be established from the design
phase.

o Test methods: These 11 standards develop the application procedures of dif-
ferent tests for application to the systems to obtain real operating data, and
thus to evaluate practically the behavior of the systems.

*  Method selection: There are five standards that assist in establishing mea-
surement metrics and in selecting the most appropriate methods for evalu-
ating the reliability of each system based on quantitative and qualitative
selection criteria.

TABLE 9.1
Classification of the Dependability
Standards Issued by IEC

Cluster Number of Standards
Management procedures 19
Establishment of requirements 8
Test methods 11
Method selection 5

Reliability evaluation methods
Statistical methods for reliability 5
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* Reliability evaluation methods: The nine standards present an alternative
method for evaluating the reliability of a system with a different approach.
It is therefore necessary to properly choose the method to be applied, taking
into account the specific characteristics of each system or equipment, since
each method is more appropriate for a certain type of item.

e Statistical methods for the evaluation of reliability: These five standards
must be applied together, since the selection of the specific statistical
method depends on whether the system is repairable or not. All of them are
strongly linked and must be used in an integrated manner.

9.3 MANAGEMENT PROCEDURES

These 19 standards provide maintenance managers with multiple tools to perform a
comprehensive management of their activities with procedures of proven academic
and business validation.

Table 9.2 presents the classification of the management procedures issued by the
IEC in the field of Dependability:

*  Maintenance strategies: These eight standards pose to potential maintenance
engineers basic strategies to adopt in the management of activities and
operational processes.

e Data processing: There are two specific standards apply to the collection,
analysis, and presentation of the operating data of the systems.

e Risk: These three standards are for the implementation of risk management
procedures.

e Logistics: One of the processes that has the most influence on the results of
maintenance management and two standards have been developed for its
treatment.

e Improvement processes: One standard has been developed to improve the
reliability of the systems in operation.

e Life cycle: There are three standards that address the life cycle of systems
and the impact on maintenance costs.

TABLE 9.2
Classification of the Management
Procedures Standards Issued by IEC

Cluster Number of Standards
Maintenance strategies 8

Data processing

Risk

Logistics

Improvement processes

W = N W N

Life cycle
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The eight standards of maintenance strategies are:

e [EC 60300-1:2014: Dependability management—Part 1: Guidance for
management and application (Edition 3.0) establishes a framework for
dependability management. It provides guidance on dependability man-
agement of products, systems, processes, or services involving hardware,
software, and human aspects or any integrated combinations of these
elements. It presents guidance on planning and implementation of depend-
ability activities and technical processes throughout the life cycle taking
into account other requirements such as those relating to safety and the
environment. This standard gives guidelines for management and their
technical personnel to assist them to optimize dependability.

e [EC60300-3-10:2001: Dependability management—Part 3-10: Application
guide—Maintainability (Edition 1.0) can be used to implement a maintain-
ability program covering the initiation, development, and in-service phases
of a product, which form part of the tasks in IEC 60300-2. It provides guid-
ance on how the maintenance aspects of the tasks should be considered to
achieve optimum maintainability.

e [EC60300-3-11:2009: Dependability management—Part 3-11: Application
guide—Reliability centered maintenance (Edition 2.0) provides guidelines
for the development of failure management policies for equipment and struc-
tures using reliability centered maintenance (RCM) analysis techniques.
This part serves as an application guide and is an extension of IEC 60300-
3-10, IEC 60300-3-12 and IEC 60300-3-14. Maintenance activities recom-
mended in all three standards, which relate to preventive maintenance, may
be implemented using this standard.

e [EC 61907:2009: Communication network dependability engineering
(Edition 1.0) gives guidance on dependability engineering of communica-
tion networks. It establishes a generic framework for network dependability
performance, provides a process for network dependability implementation,
and presents criteria and methodology for network technology designs,
performance evaluation, security consideration, and quality of service
measurement to achieve network dependability performance objectives.
This standard is applicable to network equipment developers and suppliers,
network integrators, and providers of network service functions for plan-
ning, evaluation, and implementation of network dependability.

e [EC62508:2010: Guidance on human aspects of dependability (Edition 1.0),
provides guidance on the human aspects of dependability, and the
human-centered design methods and practices that can be used throughout
the whole system life cycle to improve dependability performance. This stan-
dard describes qualitative approaches.

e [EC 62628:2012: Guidance on software aspects of dependability
(Edition 1.0) addresses the issues concerning software aspects of depend-
ability and gives guidance on achievement of dependability in software
performance influenced by management disciplines, design processes, and
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application environments. It establishes a generic framework on software
dependability requirements, provides a software dependability process for
system life cycle applications, presents assurance criteria and methodology
for software dependability design and implementation, and provides practi-
cal approaches for performance evaluation and measurement of dependabil-
ity characteristics in software systems.

e [EC 62673:2013: Methodology for communication network dependability
assessment and assurance (Edition 1.0) describes a generic methodology
for dependability assessment and assurance of communication networks
from a network life cycle perspective. It presents the network dependabil-
ity assessment strategies and methodology for analysis of network topol-
ogy, evaluation of dependability of service paths, and optimization of
network configurations to achieve network dependability performance and
dependability of service. It also addresses the network dependability assur-
ance strategies and methodology for application of network health check,
network outage control, and test case management to enhance and sustain
dependability performance in network service operation. This standard is
applicable to network service providers, network designers and developers,
and network maintainers and operators for assurance of network depend-
ability performance and assessment of dependability of service.

e [EC TS 62775:2016: Application guidelines—Technical and financial pro-
cesses for implementing asset management systems (Edition 1.0), which is a
Technical specification, shows how the IEC dependability suite of standards,
systems engineering, and the IFRS and IAS standards can support the
requirements of asset management, as described by the ISO 5500x suite of
standards.

The most relevant aspects of the two standards of data processing are summarized
as follows:

e [EC 60300-3-2:2004: Dependability management—Part 3-2: Application
guide—Collection of dependability data from the field (Edition 2.0)
provides guidelines for the collection of data relating to reliability, main-
tainability, availability, and maintenance support performance of items
operating in the field. It deals in general terms with the practical aspects
of data collection and presentation and briefly explores the related topics of
data analysis and presentation of results. Emphasis is on the need to incor-
porate the return of experience from the field in the dependability process
as a main activity. The typing of the data is done according to the attributes
of Table 9.3.

e [EC 60706-3:2006: Maintainability of equipment—Part 3: Verification
and collection, analysis and presentation of data (Edition 2.0) addresses
the collection, analysis, and presentation of maintainability-related data,
which may be required during, and at the completion of, design and during
item production and operation.
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TABLE 9.3

Attributes of the Collection of Dependability Data from
the Field

Attribute Values

Respect to time Continuous, discontinuous, etc.

Number of data Complete or limited

Type of population Finite, infinite, or hypothetical

Sample size No sampling, random sampling, or stratified sampling
Type of data Qualitative or quantitative

Data censorship Uncensored, lateral censorship, or censorship by interval
Data validation In origin, by supervisor, etc.

Data screening Without screening or with screening standards

The most important aspects of the three standards dedicated to risk management are
summarized as follows:

e JEC/ISO 31010:2009: Risk management—Risk assessment techniques
(Edition 1.0) is a dual logo IEC/ISO supporting standard for ISO 31000 and
provides guidance on selection and application of systematic techniques for
risk assessment. This standard is not intended for certification, regulatory,
or contractual use.

e JEC 62198:2013: Managing risk in projects—Application guidelines
(Edition 2.0) provides principles and generic guidelines on managing risk
and uncertainty in projects. In particular it describes a systematic approach to
managing risk in projects based on ISO 31000, Risk management—Principles
and guidelines. Guidance is provided on the principles for managing risk in
projects, the framework and organizational requirements for implementing
risk management, and the process for conducting effective risk management.
This standard is not intended for the purpose of certification.

e J[EC TR 63039:2016: Probabilistic risk analysis of technological
systems—Estimation of final event rate at a given initial state (Edition 1.0)
provides guidance on probabilistic risk analysis (hereinafter referred to as
risk analysis) for the systems composed of electrotechnical items and is
applicable (but not limited) to all electrotechnical industries where risk
analyses are performed.

The two standards for logistics management are:

e [EC 60300-3-12:2011: Dependability —management—Part  3-12:
Application guide—Integrated logistic support (Edition 2.0) is an appli-
cation guide for establishing an integrated logistic support (ILS) man-
agement system. It is intended to be used by a wide range of suppliers
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including large and small companies wishing to offer a competitive and
quality item that is optimized for the purchaser and supplier for the com-
plete life cycle of the item. It also includes common practices and logistic
data analyses that are related to ILS.

e [EC 62550:2017: Spare parts provisioning (Edition 1.0) describes require-
ments for spare parts provisioning as a part of supportability activities
that affect dependability performance so that continuity of operation of
products, equipment, and systems for their intended application can be
sustained. This document is intended for use by a wide range of suppliers,
maintenance support organizations, and users and can be applied to
all items.

The existing standard for improvement processes is:

e [EC 61160:2005: Design review (Edition 2.0). This International Standard
makes recommendations for the implementation of design review as a
means of verifying that the design input requirements have been met and
stimulating the improvement of the product’s design. The intention is for it to
be applied during the design and development phase of a product’s life cycle.

And finally, the three standards developed for the life cycle are:

e [EC 60300-3-3:2017: Dependability management—Part 3-3: Application
guide—Life cycle costing (Edition 3.0) establishes a general introduction to
the concept of life cycle costing and covers all applications. Although costs
incurred over the life cycle consist of many contributing elements, this doc-
ument particularly highlights the costs associated with the dependability of
an item. This standard forms part of an overall dependability management
program as described in IEC 60300-1. Guidance is provided on life cycle
costing for use by managers, engineers, finance staff, and contractors; it is
also intended to assist those who may be required to specify and commis-
sion such activities when undertaken by others.

e [EC60300-3-15:2009: Dependability management—Part 3-15: Application
guide—Engineering of system dependability (Edition 1.0) provides guidance
for an engineering system’s dependability and describes a process for real-
ization of system dependability through the system life cycle. This standard
is applicable to new system development and for enhancement of existing
systems involving interactions of system functions consisting of hardware,
software, and human elements.

e [EC 62402:2007: Obsolescence management—Application guide (Edition
1.0). This International Standard gives guidance for establishing a
framework for obsolescence management and for planning a cost-effective
obsolescence management process that is applicable through all phases of
the product life cycle.
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9.4 ESTABLISHMENT OF REQUIREMENTS

There are eight standards that allow establishing requirements in the design phase
so that the systems and equipment have established a series of indicators and val-
ues such as reliability, availability, and maintainability and checks a posteriori the
degree of compliance with them:

e [EC 60300-3-4:2007: Dependability management—Part 3-4: Application
guide—Guide to the specification of dependability requirements (Edition
2.0) gives guidance on specifying required dependability characteristics in
product and equipment specifications, together with specifications of pro-
cedures and criteria for verification. The guide includes advice on specify-
ing quantitative and qualitative reliability, maintainability, and availability
requirements. The main changes from the previous edition are the concept
of systems has been included and the need to specify the dependability
of the system and not just the physical equipment has been stressed; the
need for verification and validation of the requirement has been included;
differentiation has been made between requirements that can be measured
and verified and validated, and goals, which cannot; and the content on
availability, maintainability, and maintenance support has been updated
and expanded to similar level of detail to reliability.

e [EC 60300-3-14:2004:  Dependability ~ management—Part  3-14:
Application guide—Maintenance and maintenance support (Edition
1.0) describes a framework for maintenance and maintenance support
and the various minimal common practices that should be undertaken.
The guide outlines in a generic manner the management, processes, and
techniques related to maintenance and maintenance support that are nec-
essary to achieve adequate dependability to meet the operational needs
of the customer. It is applicable to items, which include all types of prod-
ucts, equipment, and systems (hardware and associated software). Most of
these require a certain level of maintenance to ensure that their required
functionality, dependability, capability, economic, safety, and regulatory
requirements are achieved.

e [EC 60300-3-16:2008: Dependability management—Part 3-16: Appli-
cation guide—Guidelines for specification of maintenance support ser-
vices (Edition 1.0) describes a framework for the specification of services
related to the maintenance support of products, systems, and equipment
that are carried out during the operation and maintenance phase. The pur-
pose of this standard is to outline, in a generic manner, the development of
agreements for maintenance support services as well as guidelines for the
management and monitoring of these agreements by the company and the
service provider.

e [EC60706-2:2006: Maintainability of equipment—Part 2: Maintainability
requirements and studies during the design and development phase
(Edition 2.0). This part of IEC 60706 examines the maintainability require-
ments and related design and use parameter, and discusses some activities
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necessary to achieve the required maintainability characteristics and their
relationship to planning of maintenance. It describes the general approach
in reaching these objectives and shows how maintainability character-
istics should be specified in a requirements document or contract. It is
not intended to be a complete guide on how to specify or to contract for
maintainability. Its purpose is to define the range of considerations when
maintainability characteristics are included as requirements for the devel-
opment or the acquisition of an item.

e [EC61014:2003: Programmes for reliability growth (Edition 2.0) specifies
requirements and gives guidelines for the exposure and removal of weak-
nesses in hardware and software items for the purpose of reliability growth.
It applies when the product specification calls for a reliability growth pro-
gram of equipment (electronic, electromechanical, and mechanical hard-
ware as well as software) or when it is known that the design is unlikely
to meet the requirements without improvement. The main changes with
respect to the previous edition are: a subclause on planning reliability
growth in the design phase, a subclause on management aspects covering
both reliability growth in design and the test phase, and a clause on reli-
ability growth in the field.

e [EC 062347:2006: Guidance on system dependability specifications
(Edition 1.0). This International Standard gives guidance on the prepara-
tion of system dependability specifications. It provides a process for system
evaluation and presents a procedure for determining system dependabil-
ity requirements. This International Standard is not intended for certifi-
cation or to perform conformity assessment for contractual purposes. It is
not intended to change any rights or obligations provided by applicable
statutory or regulatory requirements.

e [EC 62741:2015: Demonstration of dependability requirements—The
dependability case (Edition 1.0) gives guidance on the content and applica-
tion of a dependability case and establishes general principles for the prepa-
ration of a dependability case. This standard is written in a basic project
context where a customer orders a system that meets dependability require-
ments from a supplier and then manages the system until its retirement.
The methods provided in this standard may be modified and adapted to
other situations as needed. The dependability case is normally produced
by the customer and supplier but can also be used and updated by other
organizations.

e [EC 62853:2018: Open systems dependability (Edition 1.0) provides guid-
ance in relation to a set of requirements placed upon system life cycles in
order for an open system to achieve open systems dependability This docu-
ment is applicable to life cycles of products, systems, processes, or services
involving hardware, software, and human aspects or any integrated combi-
nations of these elements. For open systems, security is especially impor-
tant since the systems are particularly exposed to attack. This document can
be used to improve the dependability of open systems and to provide assur-
ance that the process views specific to open systems achieve their expected
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outcomes. It helps an organization define the activities and tasks that need
to be undertaken to achieve dependability objectives in an open system,
including dependability related communication, dependability assessment,
and evaluation of dependability throughout system life cycles.

9.5 TEST METHODS

There are 11 standards designed to help methodologically in the use of testing and
testing procedures to obtain field data in a controlled manner and to serve as a basis
for estimating the operation indicators that systems and equipment will have:

e [EC 60605-2:1994: Equipment reliability testing—Part 2: Design of test
cycles (Edition 1.0) applies to the design of operating and environmental
test cycles referred to in 8.1 and 8.2 of IEC 605-1.

e [EC 60706-5:2007: Maintainability of equipment—Part 5: Testability
and diagnostic testing (Edition 2.0) provides guidance for the early con-
sideration of testability aspects in design and development, and assists in
determining effective test procedures as an integral part of operation and
maintenance.

e [EC 61070:1991: Compliance test procedures for steady-state availability
(Edition 1.0) specifies techniques for availability performance testing of
frequently maintained items when the availability performance measure
used is either steady-state availability or steady-state unavailability.

e [EC 61123:1991: Reliability testing— Compliance test plans for success
ratio (Edition 1.0) specifies procedures for applying and preparing compli-
ance test plans for success ratio or failure ratio. The procedures are based
on the assumption that each trial is statistically independent.

e [EC 61124:2012: Reliability testing— Compliance tests for constant failure
rate and constant failure intensity (Edition 3.0) gives a number of opti-
mized test plans, the corresponding operating characteristic curves, and
expected test times. In addition, the algorithms for designing test plans
using a spreadsheet program are given, together with guidance on how to
choose test plans. This standard specifies procedures to test an observed
value of failure rate, failure intensity, meantime to failure (MTTF), and
mean operating time between failures (MTBF). It provides an extensive
number of statistical tests.

e [EC 61163-1:2006: Reliability stress screening—Part 1: Repairable
assemblies manufactured in lots (Edition 2.0) describes particular meth-
ods to apply and optimize reliability stress screening processes for lots
of repairable hardware assemblies in cases where the assemblies have an
unacceptably low reliability in the early failure period, and when other
methods such as reliability growth program and quality control techniques
are not applicable.

e [EC 61163-2:1998: Reliability stress screening—Part 2: Electronic compo-
nents (Edition 1.0) provides guidance on reliability stress screening techniques



European Reliability Standards 233

and procedures for electronic components. Is intended for use of (1) com-
ponent manufacturers as a guideline, (2) component users as a guideline to
negotiate with component manufacturers on stress screening requirements or
plan a stress screening process in house due to reliability requirements, and
(3) subcontractors who provide stress screening as a service.

e [EC 61164:2004: Reliability growth—Statistical test and estimation meth-
ods (Edition 2.0) gives models and numerical methods for reliability growth
assessments based on failure data, which were generated in a reliability
improvement program. These procedures deal with growth, estimation,
confidence intervals for product reliability, and goodness-of-fit tests.
In Table 9.4, the types of model developed are classified.

e [EC 62309:2004: Dependability of products containing reused
parts—Requirements for functionality and tests (Edition 1.0) introduces the
concept to check the reliability and functionality of reused parts and their
usage within new products. It also provides information and criteria about
the tests/analysis required for products containing such reused parts, which
are declared “qualified-as-good-as-new” relative to the designed life of the
product. The purpose of this standard is to ensure by tests and analysis that
the reliability and functionality of a new product containing reused parts is
comparable to a product with only new parts.

e [EC 62429:2007: Reliability growth—Stress testing for early failures in
unique complex systems (Edition 1.0). This International Standard gives
guidance for reliability growth during final testing or acceptance testing of
unique complex systems. It gives guidance on accelerated test conditions
and criteria for stopping these tests.

e [EC 62506:2013: Methods for product accelerated testing (Edition 1.0)
provides guidance on the application of various accelerated test techniques
for measurement or improvement of product reliability. Identification
of potential failure modes that could be experienced in the use of a
product/item and their mitigation is instrumental to ensure dependability
of an item. The object of the methods is to either identify potential design
weakness or provide information on item dependability, or to achieve nec-
essary reliability/availability improvement, all within a compressed or
accelerated period of time. This standard addresses accelerated testing of
non-repairable and repairable systems.

TABLE 9.4
Attributes of the Collection of Dependability
Data from the Field

Type of Model Continuous Time Discrete Time
Classic design Section 6.1 —

Bayesian design Section 6.2 —

Classic tests Section 7.1 Section 7.2

Bayesian tests — —
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9.6 METHOD SELECTION

There are five key standards, since the selection of methods to implement in a reli-
ability program is a very individualized process, so much so that it is not possible
to make a generic suggestion for the selection of one or more of the specific meth-
ods. The choice of the appropriate method should be made with the joint effort of
experts in reliability and in the field of systems engineering. The selection should be
made at the beginning of the development of the program and its applicability should
be reviewed. These standards help in making the selection of the most appropriate
method for a system or equipment.

e [EC 60300-3-1:2003: Dependability management—Part 3-1: Application
guide—Analysis techniques for dependability—Guide on methodology
(Edition 2.0) gives a general overview of commonly used dependability
analysis techniques. It describes the usual methodologies, their advantages
and disadvantages, data input, and other conditions for using various
techniques. This standard is an introduction to selected methodologies
and is intended to provide the necessary information for choosing the most
appropriate analysis methods.

The 12 methods included are briefly explained in Annex A of the standard and refer-
ence is made to the IEC standard developed by each method, if any. This standard
includes a guide for the selection of the appropriate analysis method taking into
account the characteristics of the system or equipment:

e Complexity of the system

* Novelty of the system

* Quantitative analysis or qualitative analysis
e Single failure or multiple failures

e Behavior dependent on time or a sequence
* Existence of dependent events

e Analysis below—up or top-down

e Suitable for reliability assignment

e Required domain

e Acceptance and common use

e Need for tool support

* Credibility checks

e Availability of tools

* Normalization, referencing the seven methods with specific IEC standards

e [EC60300-3-5:2001: Dependability management—Part 3-5: Application
guide—Reliability test conditions and statistical test principles (Edition
1.0) provides guidelines for the planning and performing of reliability
tests and the use of statistical methods to analyze test data. It describes
the tests related to repaired and non-repaired items together with tests for
constant and non-constant failure intensity and constant and non-constant
failure rate.
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This standard establishes the methods and conditions for reliability tests and prin-
ciples for the performance of statistical tests. It includes a detailed guide for the
selection of the statistical methods used to analyze the data coming from reliability
tests of repairable or non-repairable elements.

The requirements for a correct specification of the reliability test to be executed
are established so that all the variables that may affect the test are determined and
bounded prior to the application of the statistical test and contrast methods.

The following standard focuses on the analysis of trial data. For the non-repairable
elements, parametric methods adjusted to the exponential distribution are proposed
for failure rate A(f) constant and adjusted to the Weibull distribution for A(f) with trend.

The statistical nature of failure modes in repairable elements is described as a sto-
chastic point process (SPP). The failure intensity z(f) refers exclusively to repairable
elements. This means that the failure current of a single repairable element can be
estimated using the successive times between failures. It is estimated by the number
of failures per unit of time or another variable.

In this case, the failures of each element happen sequentially and this is known as
an SPP. It is important to maintain the traceability of the sequence of times between
failures. If the times between failures are distributed exponentially, then the fail-
ure current is constant. Therefore, the time between failures can be modeled by an
exponential distribution. In this case, the number of failures per unit of time can be
modeled by a homogeneous Poisson process (HPP).

In many cases where there is a trend in the failure intensity, the power-law process
(PLP) can be applied. This leads to a model from which the trend can be estimated.
If there is a trend (intensity of increasing or decreasing failure), a non-homogeneous
Poisson process (NHPP) can be applied. See classification in Table 9.5.

Attached is a list of standards for the estimation of reliability in non-repairable
elements according to IEC 60300-3-5:

e Contrasts of the constant failure rate hypothesis: IEC 60605-6

e Point estimation and confidence intervals for the exponential distribution:
IEC 60605-4

¢ Goodness of fit contrast for the Weibull distribution: IEC 61649

¢ Point estimation and confidence intervals for the Weibull distribution: IEC 61649

¢ Point estimation and confidence intervals for the binomial distribution: ISO

11453
TABLE 9.5
Appropriate Models for Data Analysis According to 1EC
60300-3-5
Item Trend Appropriate Model
Non-repairable Constant Exponential distribution
Non-repairable Non-constant Weibull distribution
Repairable Constant Homogenous Poisson process (HPP)

Repairable Non-constant Non-homogenous Poisson process (NHPP)
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Attached is a list of standards for estimating reliability in repairable items:

e Contrasts for constant failure intensity: IEC 60605-6

¢ Point estimation and confidence intervals for the exponential distribution:
IEC 60605-4

e Estimation of the parameters and statistical contrast of the PLP: IEC
61710

e [EC60319:1999: Presentation and specification of reliability data for elec-
tronic components (Edition 3.0) describes the information needed for char-
acterizing reliability of a component and also the detailed requirements for
reporting reliability data. It gives guidance to component users as to how
they should specify their reliability requirements to component manufactur-
ers. The data, derived from laboratory tests, should enable circuit and equip-
ment designers to evaluate the reliability of circuits and systems.

e [EC 61703:2016: Mathematical expressions for reliability, availability,
maintainability and maintenance support terms (Edition 2.0), to account
for mathematical constraints, splits the items between the individual items
considered as a whole (e.g., individual components) and the systems made
of several individual items. It provides general considerations for the math-
ematical expressions for systems as well as individual items but the individ-
ual items that are easier to model are analyzed in more detail with regard to
their repair aspects. This standard is mainly applicable to hardware depend-
ability, but many terms and their definitions may be applied to items con-
taining software.

This standard provides the definitions related to reliability as well as the mathemati-
cal expressions that should be used in the calculations of the main variables. In this
standard, the following classes of elements are considered separately:

e Non-repairable items
e Items repairable with time to zero restoration
e Repairable items with time to non-zero restoration

For non-repairable items, repairable items with time zero restoration, and repair-
able items with time to non-zero restoration develop and formulate the mathematical
expressions:

* Reliability; R(?)

» Instantaneous failure rate; A(f) (non-repairable items)

» Instantaneous failure intensity; z(f) (repairable items)

* Average failure rate; XGRS (non-repairable items)

e Average failure intensity; z (#,t,) (repairable items)

e Mean Time To Failure: MTTF (non-repairable items)

e Mean Up Time: MUT (repairable items)

* Mean Time Between Failures: MTBF (repairable items)



European Reliability Standards 237

Likewise, and for the repairable items with time to the non-zero restoration,
mathematical expressions are included for the calculation of availabilities and
instantaneous, average and asymptotic unavailability, and maintainability, average
repair rate, and average repair time.

e [EC 62308:2006: Equipment reliability—Reliability assessment methods
(Edition 1.0). This International Standard describes early reliability assessment
methods for items based on field data and test data for components and mod-
ules. It is applicable to mission, safety and business critical, high integrity,
and complex items. It contains information on why early reliability estimates
are required and how and where the assessment would be used.

9.7 RELIABILITY EVALUATION METHODS

Each of these nine standards develops a specific method for evaluating the reliability
of a system or equipment. The selection of the most appropriate method and for-
mulation must be made under the criteria specified in the selection standards of the
previous section:

e JEC 60812:2006: Analysis techniques for system reliability: Procedure for
failure mode and effects analysis (FMEA) (Edition 2.0). This International
Standard describes Failure Mode and Effects Analysis (FMEA) and Failure
Mode, Effects, and Criticality Analysis (FMECA) and gives guidance as
to how they may be applied to achieve various objectives by providing the
procedural steps necessary to perform analysis, identify appropriate terms,
define basic principles, and provide examples of the necessary worksheets
or other tabular forms.

The FMEA analysis is a top-down and qualitative reliability analysis method that is
particularly suitable for the study of material, component, and equipment failures and
their effects on the next higher functional level. The iterations of this step (identification
of the single failure modes and the evaluation of their effects on the next higher level)
produce the identification of all the single failure modes of the system.

The FMEA lends itself to the analysis of systems of different technologies
(electrical, mechanical, hydraulic, software, etc.) with simple functional structures.
The FMECA analysis extends the FMEA to include the criticality analysis, quan-
tifying the effects of the failures in terms of probability of occurrence and their
severity. The severity of the effects is assigned with respect to a specific scale.

Both FMECA and FMEA are normally carried out when a certain risk is foreseen
in the program corresponding to the start of the development of a process or product.
The factors that can be considered are new technology, new processes, new designs
or changes in the environment, charges, or regulations. These analyses can be per-
formed on components or systems that are part of products, processes, or manufac-
turing equipment. They also can be carried out on software systems.

The FMECA and FMEA methods generally follow the following steps:

¢ Identification of how the component of a system should work
¢ Identification of their potential failure modes, causes and effects
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¢ Identification of the risk related to failure modes and their effects
¢ Identification of the recommended actions to eliminate or reduce the risk
* Follow up activities to close the recommended actions

e [EC 61025:2006: Fault tree analysis (FTA) (Edition 2.0) describes
FTA and provides guidance on its application to perform an analysis, iden-
tifies appropriate assumptions, events and failure modes, and provides iden-
tification standards and symbols.

The FTA is a top-down approach to the analysis of the reliability of a product. It seeks
the identification and analysis of the conditions and factors that cause, or contribute
to, the occurrence of an undesired determined event and that may affect the operation,
safety, economy, or other specified characteristics of the product.

The FTA also can be performed to provide a prediction model of the reliability
of a system and allow cost-benefit studies in the design phase of a product. Used as a
tool for the detection and quantitative evaluation of a cause of failure, the FTA repre-
sents an efficient method that identifies and evaluates the modes and causes of failure
of known or suspected effects.

Taking into account the known unfavorable effects and the ability to find the respec-
tive modes and causes of failure, the FTA allows the timely mitigation of the potential
failure modes, allowing the improvement of the reliability of the product in its design
phase. Built to represent hardware and software architecture in addition to analyzing
functionality, the FTA, developed to deal with basic events, becomes a systematic reli-
ability modeling technique that considers the complex interactions between parts of a
system through the modeling of its functional or fault dependencies, of events that trig-
ger failures and of common cause events and allowing the representation of networks.

To estimate the reliability and availability of a system using the FTA technique,
methods such as the Boolean reduction and the analysis of the cutting sets are used.
The basic data that are required are the failure rates of the components, repair rates,
probability of occurrence of failure modes, etc. FTA has a double application, as a
means to identify a cause of a known failure and as a tool for analyzing failure
modes and modeling and predicting reliability. The key elements of a fault tree are
events or gates and cutting sets.

The gates represent results and the events represent entrances to the gates.
The symbolic representation of some specific gates may vary from one textbook or
analysis software to another; however, the representation of the basic gates is clearly
universal (see Table 9.6).

e [EC 61078:2016: Analysis techniques for dependability—Reliability block
diagram and Boolean methods (Edition 3.0). This International Standard
describes the requirements to apply when RBDs are used in dependability
analysis; the procedures for modeling the dependability of a system with
reliability block diagrams; how to use RBDs for qualitative and quantitative
analysis; the procedures for using the RBD model to calculate availability,
failure frequency, and reliability measures for different types of systems
with constant (or time dependent) probabilities of blocks success/failure,
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TABLE 9.6
Symbols That Are Used in the Representation of
the FTA Method

FTA Symbols Event or Gate

I:::l Higher or intermediate event

Basic event
Undeveloped event
Transfer gate

OR gate

DD B-O0

AND gate

and for non-repaired blocks or repaired blocks; and some theoretical
aspects and limitations in performing calculations for availability, failure
frequency, and reliability measures.

The RBD analysis is a method of analyzing a system by graphically representing
a logical structure of a system in terms of subsystems or components. This allows
the success paths of the system to be represented by the way in which the blocks
(subsystems/components) connect logically (see Figure 9.1).

series active parallel
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FIGURE 9.1 Elementary models for RBD analysis.
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Block diagrams are among the first tasks that are completed during the definition
of the product. They should be built as part of the initial conceptual development.
They should be started as soon as the program definition exists, completed as part of
the requirements analysis, and continuously extended to a greater level of detail, as
the data becomes available to make decisions and perform cost-benefit studies.

To construct an RBD, several techniques of qualitative analysis can be used:

¢ Establish the definition of the success of the system

¢ Divide the system into appropriate functional blocks for the purpose of reli-
ability analysis (some blocks can represent substructures of the system that,
in turn, can be represented by other RBDs (system reduction))

e Carry out the qualitative analysis (there are several methods for the quanti-
tative evaluation of an RBD. Depending on the type of structure (reducible
or irreducible), simple Boolean techniques, truth tables, or analysis of cut-
off or path sets can be used for the prediction of reliability and system avail-
ability values from the data of basic component)

You can evaluate more complex models in which the same block appears more than
once in the diagram by using:

e The total probability theorem
e Truth Boolean tables

e [EC 61165:2006: Application of Markov techniques (Edition 2.0).
This International Standard provides guidance on the application of Markov
techniques to model and analyze a system and estimate reliability, avail-
ability, maintainability, and safety measures. This standard is applicable to
all industries where systems, which exhibit state-dependent behavior, have
to be analyzed. The Markov techniques covered by this standard assume
constant time-independent state transition rates. Such techniques often are
called homogeneous Markov techniques.

The Markov model is a probabilistic method that allows adapting the statistical
dependence of the failure or repairing characteristics of the individual components
to the state of the system. Therefore, the Markov model can consider the effects of
the failures of the order-dependent components and the variable transition rates that
change as a result of efforts or other factors. For this reason, Markov analysis is an
adequate method for evaluating the reliability of functionally complex system struc-
tures and complex repair and maintenance strategies.

The method is based on the theory of Markov chains. For reliability applica-
tions, the normal reference model is the homogeneous Markov model over time that
requires transition rates (failure and repair) to be constant. At the expense of the
increase in the state space, non-exponential transitions can be approximated by a
sequence of exponential transitions. For this model, general and efficient techniques
of numerical methods are available and their only limitation for their application is
the dimension of the state space.
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The representation of the behavior of the system by means of a Markov model
requires the determination of all possible states of the system, preferably repre-
sented graphically by means of a state transition diagram. In addition, transition rates
(constants) from one state to another have to be specified (failure or repair rates of a
component, event rates, etc.). The typical result of a Markov model is the probability of
being in a given set of states (normally this probability is the measure of availability).

The appropriate field of application of this technique is when the transition rates
(failure or repair) depend on the state of the system or vary with the load, the level of
effort, the structure of the system (e.g., waiting), the policy of maintenance, or other
factors. In particular, the structure of the system (cold or hot waiting, spare parts)
and the maintenance policy (single or multiple repair equipment) induce dependen-
cies that cannot be considered with other, less computationally intensive techniques.
Typical applications are predictions of reliability/availability. For the application of
this methodology, the following key steps must be taken into account:

¢ Definition of the space of the states of the system

e Assignment of transition rates between states (independent of time)

¢ Definition of the exit measures (group of states that lead to a system failure)

¢ Generation of the mathematical model (matrix of transition rates) and reso-
lution of Markov models by using an appropriate software package

e Analysis of results

In Figure 9.2, the white circles represent operational states, while the gray circles
represent non-operative states. A, are the transition failure rates from one state to
another and y, are the step repair rates from one state to another.

e [EC 61709:2017: Electric components—Reliability—Reference condi-

tions for failure rates and stress models for conversion (Edition 3.0) gives
guidance on the use of failure rate data for reliability prediction of electric
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FIGURE 9.2 State transition diagram in Markov analysis.
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components used in equipment. The method presented in this document
uses the concept of reference conditions, which are the typical values of
stresses that are observed by components in the majority of applications.
Reference conditions are useful since they provide a known standard basis
from which failure rates can be modified to account for differences in envi-
ronment from the environments taken as reference conditions. Each user
can use the reference conditions defined in this document or use their own.
When failure rates stated at reference conditions are used it allows realistic
reliability predictions to be made in the early design phase.

The stress models described herein are generic and can be used as a basis for conver-
sion of failure rate data given at these reference conditions to actual operating condi-
tions when needed and this simplifies the prediction approach. Conversion of failure
rate data is only possible within the specified functional limits of the components.
This document also gives guidance on how a database of component failure data can
be constructed to provide failure rates that can be used with the included stress models.

Reference conditions for failure rate data are specified so that data from differ-
ent sources can be compared on a uniform basis. If failure rate data are given in
accordance with this document, then additional information on the specified condi-
tions can be dispensed with. This document does not provide base failure rates for
components—rather it provides models that allow failure rates obtained by other
means to be converted from one operating condition to another operating condition.
The prediction methodology described in this document assumes that the parts are
being used within its useful life.

This international standard is intended for the prediction of reliability of compo-
nents used in equipment and focuses on organizations with their own data, describing
how to establish and use such data to make predictions of reliability. The failure rate
of a component under operating conditions is calculated as follows:

A= /lrefﬂUﬂlﬂTnEﬂSﬂES ©.1)

with:
Ay 18 the failure rate in the reference conditions
11, is the dependence factor with voltage
11, is the dependence factor with current
I1, is the dependence factor with temperature
I1,; is the environmental application factor
11, is the dependence factor with switching frequency
Il is the dependence factor with electrical stress

Therefore, the failure rate for sets of components under operating conditions is cal-
culated as aggregation as follows:

n

Reqip = D (), 9.2)

i=1
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The standard develops specific stress models and values of the z factors applicable to
the different types of components that must be used to convert the reference failure
rates to failure rates in the operating conditions. The z factors are modifiers of the fail-
ure rate associated with a specific condition or effort. They provide a measure of the
modification of the failure rate as a consequence of changes in the effort or condition.

e JEC 61882:2016: Hazard and operability studies (HAZOP studies)—
Application guide (Edition 2.0) provides a guide for HAZOP studies of
systems using guide words. It gives guidance on application of the tech-
nique and on the HAZOP study procedure, including definition, prepara-
tion, examination sessions and resulting documentation, and follow-up.
Documentation examples illustrating HAZOP studies, as well as a broad set
of examples encompassing various applications, are provided.

A HAZOP study is a detailed process of identification of hazards and operational
problems carried out by a team. A HAZOP deals with the identification of potential
deviations in the design proposal, examination of its possible causes, and evaluation
of its consequences.

The basis of a HAZOP is a guide-words exam that constitutes a deliberate search
for deviations in the design proposal. The proposed design contemplates the behav-
ior of a system, its elements, and characteristics desired, or specified, by the designer.
To facilitate the examination, the system is divided into parts so that the design pro-
posal of each of the parties can be defined properly.

The design proposal of a given part of a system is expressed in terms of elements
that convey the essential benefits of that part and that represent its natural divisions.
The elements can be steps or steps of a procedure, individual signals and elements of
equipment in a control system, equipment or components in a process or electronic
system, and so on.

The identification of the deviations in the design proposal is obtained through a
process of questions using predetermined guide words. The role of the word guide
is to stimulate imaginative thinking, to focus the study, and to provoke ideas and
discussion, thus maximizing the opportunities to achieve a more complete study.

The HAZOP is well suited in the later stages of detailed design to examine opera-
tional capabilities and when changes are made to existing facilities. The best time
to conduct a HAZOP study is just before the design freezes. The HAZOP studies
consist of four basic sequential steps:

* Definition of scope, objectives, responsibilities, and equipment

* Preparation of the study, registration format, and data collection

e Examination dividing the system into parts and identifying problems,
causes, and consequences (identify protection mechanisms and measures)

e Documentation and follow-up with report of initial conclusions, preventive,
and corrective actions taken and final results report

e JEC 62502:2010: Analysis techniques for dependability—Event tree
analysis (ETA) (Edition 1.0) specifies the consolidated basic principles of
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ETA and provides guidance on modeling the consequences of an initiating
event as well as analyzing these consequences qualitatively and quantita-
tively in the context of dependability and risk-related measures.

The event tree considers a number of possible consequences of an initiating event or
system failure. Thus, the event tree can be combined very efficiently with the fault tree.
The root of an event tree can be seen as the main event of a fault tree. This combination
is sometimes called analysis of causes and consequences. To evaluate the seriousness
of certain consequences that derive from the initiating event, all possible consequences
paths should be identified and investigated, and their probabilities determined.

The analysis with event tree is used when it is essential to investigate all the
possible paths of consequent events, their sequences, and the consequences or most
probable results of the initiating event. After an initiating event, there are some first
events or subsequent consequences that may follow. The probability associated with
the occurrence of a specific path (sequence of events) represents the product of the
conditioned probabilities of all the events of that path.

The key elements in the application of the event tree are (Figure 9.3):

e The initiator (initiating event)
* Subsequent events
e Consequences of the events

e [EC 62551:2012: Analysis techniques for dependability—Petri net
techniques (Edition 1.0) provides guidance on a Petri-net based methodol-
ogy for dependability purposes. It supports modeling a system, analyzing
the model, and presenting the analysis results. This methodology is oriented
to dependability-related measures with all the related features, such as reli-
ability, availability, production availability, maintainability, and safety.

Petri net is a graphical tool for the representation and analysis of complex logical
interactions between the components or events of a system. The typical complex
interactions that are naturally included in the language of the Petri net are concur-
rency, conflict, synchronization, mutual exclusion, and resource limitation.

initiating subsequent subsequent consequence of
event event | event | events
Prob. YES=0,c

....... State 1. Prob.=0,ax 0,c

Prob. YES=0,a .
Failure

Frob. NOT=0.4 State 2. Prob.= 0,ax 0,d

Failure

Prob. NOT=0,b

State 3. Prob.= 0,b

FIGURE 9.3 General outline of an event tree.
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FIGURE 9.4 Petri net symbols not timed.

The static structure of the system modeled is represented by a Petri net graph,
which is composed of three primary elements (see Figure 9.4):

* Nodes or places: usually drawn as circles, that represent the conditions in
which the system can be found

e Transitions: usually drawn as bars, that represent events that can change
one condition into another

e Arcs: drawn as arrows that connect nodes with transitions and transitions
with nodes and that represent the admissible logical connections between
conditions and event

A condition is valid in a given situation if the corresponding node is marked; that is,
it contains at least one “” mark (drawn as a black dot). The dynamics of the system
is represented by the movement of the marks in the graph. A transition is allowed if
its input nodes contain at least one mark.

A permitted transition can be triggered and that trigger removes a mark from each
entry node and places a mark on each exit node. The distribution of the marks in the
nodes is called marking.

Starting from an initial marking, the application of the activation and firing
rules produces all the possible markings that constitute the attainable set of the
Petri nets. This achievable set provides all the states that the system can reach from
the initial state.

Standard Petri nets do not contemplate the notion of time. However, many exten-
sions have appeared in which temporary aspects overlap the Petri network. If a trig-
ger rate (constant) is assigned to each transition, then the dynamics of the Petri net
can be analyzed by a continuous-time Markov chain whose state space is isomorphic
with the attainable set of the corresponding Petri net.

The Petri net can be used as a high level language to generate Markov models and
some tools used for reliability analysis are based on this methodology. Petri nets also
provide a natural environment for simulation.

The use of Petri nets is recommended when complex logical interactions must be
considered (concurrence, conflict, synchronization, mutual exclusion, and resource
limitation). In addition, Petri net usually is an easier and more natural language to
use in describing a Markov model.
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The key element of a Petri net analysis is the description of the structure of the
system and its dynamic behavior in terms of primary elements (nodes, transitions,
arcs, and marks) typical of the Petri net language. This step requires the use of ad
hoc software tools.

e [EC 62740:2015: Root cause analysis (RCA) (Edition 1.0) describes the
basic principles of root cause analysis (RCA) and specifies the steps that a
process for RCA should include. This standard identifies a number of attri-
butes for RCA techniques that assist with the selection of an appropriate
technique. It describes each RCA technique and its relative strengths and
weaknesses. RCA is used to analyze the root causes of focus events with
both positive and negative outcomes, but it is most commonly used for the
analysis of failures and incidents.

Causes for such events can be varied in nature, including design processes and
techniques, organizational characteristics, human aspects, and external events.
An RCA can be used for investigating the causes of non-conformances in quality
(and other) management systems as well as for failure analysis (e.g., in maintenance
or equipment testing). An RCA is used to analyze focus events that have occurred;
therefore, this standard only covers a posteriori analyses.

It is recognized that some of the RCA techniques with adaptation can be used
proactively in the design and development of items and for causal analysis during
risk assessment; however, this standard focuses on the analysis of events that have
occurred. The intent of this standard is to describe a process for performing RCA and
to explain the techniques for identifying root causes. These techniques are not designed
to assign responsibility or liability, which is outside the scope of this standard.

9.8 STATISTICAL METHODS FOR THE EVALUATION
OF RELIABILITY

These five standards should be used together, since they are all complementary. In a
first phase it is necessary to classify the nature of the system or equipment subjected
to the analysis in relation to its maintainability, since the methods are different if it
is a repairable or non-repairable item. The IEC 60300-3-5: 2001 standard includes
a complete procedure for the adequate selection of the most appropriate statistical
method in each case.

e [EC60605-6:2007: Equipment reliability testing—Part 6: Tests for the validity
and estimation of the constant failure rate and constant failure intensity
(Edition 3.0) specifies procedures to verify the assumption of a constant failure
rate or constant failure intensity. These procedures are applicable whenever
it is necessary to verify these assumptions. This may be a requirement or
to assessing the behavior in time of the failure rate or the failure intensity.
The major technical changes with respect to the previous edition concern the
inclusion of corrected formulas for tests previously included in a corrigendum,
and the addition of new methods for the analysis of multiple items.
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The standard develops the tests to check the hypothesis of constant failure rate A(z)
for non-repairable elements, and the tests to check the hypothesis of constant failure
intensity z(z) for repairable elements.

In Section 6.2 of the standard the U-test (Laplace test) is developed to analyze
whether the nonrepairable equipment object of the study has a trend in its failure rate.
The standard also includes three graphical methods of trend testing in Sections 6.3
through 6.5 of the standard as support to the researcher to assess whether it can be
assumed that the non-repairable elements under study have a trend or not trend.

In Section 7.2 of the standard, the procedure is developed to check if a repairable
element has a constant failure intensity z(f), based on the calculation of the U-test
(Laplace test).

For testing completed by time:

oyt

9.3)

For testing completed by failure:

©.4)

with:
r is the total number of failures
T" is the total time of the test completed by time
T, is the total time of the test completed by failure
T, is the cumulative time of the test in the ith failure

With the zero growth hypothesis (i.e., the failure times follow a HPP), the U-test is
roughly distributed according to a standardized exponential distribution of mean 0
and deviation 1. The U-test can be used to test whether there is evidence of reliability
growth, positive or negative, independent of the reliability growth model.

A bilateral test for positive or negative growth with significance level a has criti-
cal values u,_,, and —u,_,,, where u,_,, is the (1-a/2)100 percent percentile of the
typical normal distribution. If —u,_,, < U < u,_,,, then there is no evidence of posi-
tive or negative growth of the reliability to a significance level a. In this case, the
hypothesis of an exponential distribution of times between successive failures of the
HPP is accepted with significance level a:

—Uop <U <ih_gp ©9.5)

For the significance levels required in each test, the appropriate critical values of the
percentile table of the normalized typified distribution should be chosen according
to Table 9.7.
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TABLE 9.7
Critical Values for a Level
of Significance

a Ua Value
0.025 2.24
0.050 1.96
0.100 1.64

Reliability Engineering

In Section 7.3 of the standard, the procedure is developed to check whether a set
of repairable elements of the same characteristics has a constant failure intensity z(?),
based on the calculation of the U-test:

U:

with:

k I . ) *
Zi:lzj-:lT"f _0’5("1T1 +nl, +..+n1T, )

\/112( ]T;Z + rsz*Z +.. 1 Tk*z)

9.6)

r; is the total number of failures to consider from the ith item
T/ is the total time of the test for the ith item
T} is the time accumulated at the jth failure of the ith item
k is the total number of items

As in the case of Section 7.2 of the standard, a bilateral test for positive or negative
growth with significance level a has critical values u,_,, and —u,_,,, where u,_, is
the (1-a/2)100 percent percentile of the typical normal distribution

In Section 7.4 of the standard, the graphical procedure M(?) plot is developed to
check whether one or a set of repairable elements of the same characteristics has
constant failure intensity. It is a more qualitative than quantitative test.

e [EC 60605-4:2001: Equipment reliability testing—Part 4: Statistical pro-
cedures for exponential distribution—Point estimates, confidence inter-
vals, prediction intervals and tolerance intervals (Edition 2.0) provides
statistical methods for evaluating point estimates, confidence intervals, pre-
diction intervals, and tolerance intervals for the failure rate of items whose
time to failure follows an exponential distribution.

This standard develops the statistical procedure for the exponential distribution and
allows estimating the value of constant failure rate A(f) for non-repairable elements
and the constant failure intensity z(f) value for non-repairable elements. It also
includes the formulation for the calculation of confidence intervals, tolerances, and

SO On.
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This norm must apply complementary to IEC 60605-6 in such a way that
if the result of the application of U-test accepts the hypothesis of exponential
distribution of the times between successive failures (or a HPP), it is possible
to calculate directly the value of constant failure rate A(f) or constant failure
intensity z(#).

For testing completed by time and non-repairable items, the point estimate of the
failure rate:

A=— 9.7
T o7
For test terminated by failure:
~or
A=— 9.8
T 9.8

with:
r is the total number of failures in test
T" is the total time of the test completed by time or by failure

For testing completed by time and repairable elements, the point estimate of the
failure intensity:

~

Z=" 9.9
T 99
For test terminated by failure:
5 T
Z=— 9.10
T (9.10)

with:
r is the total number of failures in test
T" is the total time of the test completed by time or by failure

The standard includes the calculation of bilateral confidence intervals, for example,
for tests completed by time for repairable items:

X2,2r
ZL2 = )~L2 = 2;?* (9-11)
Xfl(zr +2)
Zyy =Ny = 72”* 9.12)

with:
X2 is the fractile table value of the X? distribution for the 90 percent confidence
interval.
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In addition, the standard allows for prediction intervals for failures for a
future period in Section 9.6 and a procedure for assigning tolerance intervals in
Section 9.7.

e [EC 61649:2008: Weibull analysis (Edition 2.0) provides methods for ana-
lyzing data from a Weibull distribution using continuous parameters such as
time to failure, cycles to failure, mechanical stress, and so on. This standard
is applicable whenever data on strength parameters such as times to fail-
ure, cycles, and stress are available for a random sample of items operating
under test conditions or in-service to estimate measures of reliability per-
formance of the population from which these items were drawn. The main
changes with respect to the previous edition are as follows: the title has been
shortened and simplified to read “Weibull analysis” and provision of meth-
ods for both analytical and graphical solutions has been added.

In non-repairable items, when the failure rate A(f) does not have a constant behavior
over time, usually the Weibull distribution is tried:

£(1)=Bar(ar) et 9.13)
R(t)=e 9.14)
A(1) = Ba(ar)" (9.15)

where:
a is the scale parameter
p is the shape parameter
f(©) is the probability density function of the failure
R() is the reliability function

The Weibull distribution is used to model data without considering whether the fail-
ure rate is increasing, decreasing, or constant. The Weibull distribution is flexible
and can be adapted to a wide variety of data.

The standard contemplates the Weibull distribution with two and three param-
eters, graphical methods, and goodness of fit. It also includes a section for the inter-
pretation of the resulting probability graph.

It develops computational methods for the point estimation of parameters by
means of maximum likelihood estimation (MLE), confidence intervals, as well as
the Weibayes approach, and the “sudden death” method.

e [EC61710:2013: Power law model—Goodness-of-fit tests and estimation meth-
ods (Edition 2.0) specifies procedures to estimate the parameters of the power
law model, to provide confidence intervals for the failure intensity, to provide
prediction intervals for the times to future failures, and to test the goodness-of-fit
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of the power law model to data from repairable items. It is assumed that the time
to failure data have been collected from an item or some identical items operat-
ing under the same conditions (e.g., environment and load).

This standard develops the statistical procedure for an NHPP by means of PLP and
allows estimating the value of the failure intensity z(f) for tests of one or more repair-
able items in tests terminated by time or by failure. It also allows the estimation of
the z(#) in tests for groups of failures in time intervals.

This standard must be applied in a complementary way to IEC 60605-6 so that
if the result of the application of the U-test is rejected, there is a trend (intensity of
increasing or decreasing failure) and may be applicable PLP:

E[N (z)] =AtP 9.16)
Then z(?) can be calculated as follows:
d _
z(z)=d—TE[N(z)]=wtﬁ‘ 9.17)

with:
E[N(9)] is the expected accumulated number of failures up to time ¢
A is the scale parameter
p is the shape parameter

The methods of estimating z(f) differ according to the type of test carried out:

* One or more repairable items observed in the same space time (the statistics
of Section 7.2.1 of the standard are applied)

e Multiple repairable items observed in different time intervals (the statistics
of Section 7.2.2 of the standard are applied)

* Groups of failures in time intervals (the statistics of Section 7.2.3 of the
standard are applied)

For one or multiple repairable items observed in the same period of time, Section 7.2.1
the summation is calculated:

N *
S = Zln r ; for tests completed on time (9.18)
j=1 '
= t
S, = Zln[;vj ; for tests completed to failure 9.19)
Jj=l i

with:
T is the total time of the test completed by time
ty is the total time of the test completed by failure
1;is the cumulative time of test in jth failure
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The unbiased estimation of the parameter of form f is calculated:

N -1

1

B=

; for tests completed on time

~ N-=2
ﬁ:

; for tests completed to failure
2

The unbiased estimation of the scale parameter A is calculated:

2= L*ﬁ; for tests completed on time
k(T")
~ N .
A= PRVE for tests completed to failure
k(ty)

with:
N is the total number of failures accumulated in test
k is the total number of test items

7(1), therefore, according to the PLP:

2(t) = A peb

(9.20)

9.21)

9.22)

9.23)

(9.24)

For multiple repairable items observed in different time intervals (Section 7.2.2), the

parameter of form f is calculated iteratively:

k
N N T/InT;

L O
B i=1 Tjﬁ

Jj=1

And the estimation of the scale parameter A is calculated:

with:
N is the total number of failures accumulated in the test
k is the total number of items
t;is time to the ith failure (=1, 2, ..., N)
T, is the total time of observation foritemj=1,2, ..., k

(9.25)

(9.26)



European Reliability Standards 253

The goodness-of-fit test given in IEC 61710 (2013) is the Cramér—von Mises statistic
C?, with M = N and T = T" for testing completed based on time, and M = N — 1 and
T =T, for tests completed to failure:

2
o 1 Nl(u) 2/—1]
C _12M+ZKT) [2M 9.27)

=1

A critical value of C?,,(M) is selected, with a level of significance of 10 percent of
the tabulated value. If C?exceeds the critical value C?4,(M), C?> > C?4,(M), then the
hypothesis that the PLP model fits the test data must be rejected.

In Annex C of IEC 61710 of 2013 a Bayesian estimate for PLP is included.
The methods reflected in the main body of this standard are based on the classic
approach to make statistical estimates. This means that the parameters of PLP, 4, and
p are assumed to be fixed, but unknown and a classical method such as maximum
likelihood is used to estimate the values of both parameters, using the observed data
of the accumulated times until the failure of a repairable item or items.

An alternative approach is that of the Bayesian estimate. This approach deals with
the parameters of PLP, 4, and f# as random variables not observed. This affects the
stages of the estimation process. A Bayesian approach to estimating the PLP can be
summarized in the following steps:

1. Choose a probability distribution that reflects the degree of knowledge of
each of the parameters, 4 and f, before collecting any data. This distribu-
tion is called the a priori distribution

2. Collect the observed data of the accumulated failure times for the repair-
able items in question

3. Estimate the parameters of PLP with a posteriori distribution calculated
using the Bayes theorem and reflects what is known about the parameters
after observing the data

e [EC 61650:1997: Reliability data analysis techniques—Procedures for
comparison of two constant failure rates and two constant failure (event)
intensities (Edition 1.0) specifies procedures to compare two observed
failure rates, failure intensities, rates/intensities of relevant events. The pro-
cedures are used to determine whether an apparent difference between
the two sets of observations can be considered statistically significant.
Numerical methods and a graphical procedure are prescribed. Simple prac-
tical examples are provided to illustrate how the procedures can be applied.

9.9 CONCLUSIONS

The IEC standards published in the field of reliability provide maintenance engineers
with tools, procedures, and methods to deal with a large part of the management and
control activities that they have to develop, in a standardized and auditable manner and
that have the support from official, business, and scientific community organizations.
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However, these standards are not being used systematically or generalized by
maintenance organizations, nor are they cross-referenced in indexed scientific
publications.

It is estimated that this lack of knowledge and use may have part of its origin in
the form of organization and structuring of the contents published in the different
standards, which hinder their understanding and practical application.

In this chapter an attempt has been made to classify and present the 57 published
standards grouped according to their main field of application to improve their dis-
semination, understanding, and orientation of use:

*  Management procedures: They are standards for the management of dif-
ferent maintenance activities: design, life cycle, maintainability, logistics,
risk, etc.

e Establishment of requirements: These standards develop procedures for
the specification of design requirements for systems and equipment such as
reliability, maintainability, availability, etc.

e Test methods: They are norms that present the procedures for the design
and application of different tests in order to evaluate the behavior of the
systems and equipment in operation.

e Method selection: These standards establish metrics for the selection of the
most appropriate method for evaluating the reliability of a system or equipment.

* Reliability evaluation methods: They are the standards that develop each
one of the methods for the evaluation of the reliability of a system or equip-
ment, with a different estimation approach.

o Statistical methods for the evaluation of reliability: They are the standards
developed by the statistical method for evaluating the reliability of repair-
able and non-repairable systems or equipment (these standards must be
applied jointly and in an integrated manner).

Researchers, organizations, and maintenance professionals are encouraged to use
these standards as procedures or as a reference guide, particularly in the field of reli-
ability assessment because they provide mathematical methods and metrics that have
the consensus and support of international standardization bodies.
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10.1 INTRODUCTION

Reliability analysis aims to estimate the probability that products perform their
intended performance under the specified working conditions during their lifecycle.
For highly reliable products, it is difficult to collect enough data to conduct reli-
ability analysis using the statistics-based method. From the aspect of failure mecha-
nism of products, the physics-based method will be a proper choice for reliability
analysis with insufficient data. Traditional physics-based static (time-invariant) reli-
ability analysis methods have been developed extensively such as the First Order
Reliability Method (FORM) [1], the Second Order Reliability Method (SORM) [2],
the moment-based method [3], and surrogate models [4], which only consider the
static performance or simplify the dynamic performance to be the static perfor-
mance. For most products, the performance is usually dynamic because of various
time-varying loadings, working conditions, and inherent motion. Time-invariant
reliability analysis methods have shown poor capability in satisfying the reliability
accuracy requirements for time-varying and high nonlinear performance functions
of products [5]. Therefore, such engineering requirements have fostered the develop-
ment of time-variant reliability methods and several time-variant reliability analysis
methods have been developed.

Time-variant reliability analysis aims to estimate the probability that products
successfully complete the intended performance during a given time interval.
There are typically two categories of time-variant reliability analysis methods:
simulation and analytical. Typical analytical time-variant reliability analy-
sis methods include Gamma process method [6], extreme value method [7],
composite limit state method [8], compound random processes method [9], and
crossing-rate based methods [10,11]. The high model error would be produced
due to the model approximation since system parameters or performance func-
tions are usually assumed to follow a certain distribution in the Gamma process,
extreme value, and compound random processes methods. When handling high
nonlinear limit state functions, the computational accuracy of the composite
limit state method may be unsatisfactory. After the crossing-rate method was
first proposed [10,11], many crossing-based methods were developed further:
e.g., differential Gaussian process method [12], the rectangular wave renewal
process method [13], Laplace integration method [14], PHI2 method [15], and
PHI2+ method [16]. The differential Gaussian process method, rectangular wave
renewal process method, and Laplace integration method are suitable mainly for
the crossing-rate calculation for some specific random processes. The developed
PHI2 and PHI2+ methods based on the crossing-rate method use the parallel reli-
ability framework to improve the computational accuracy and further broaden
the application range of the crossing rate methods. However, the PHI2 and PHI2+
methods show lower computational accuracy when dealing with the time-variant
reliability analysis of non-monotonic systems [16].

The other branch of the time-variant reliability analysis is the simulation
methods. The typical simulation methods are MCS, importance sampling (IS),
and subset simulation (SS) methods. MCS is a direct and easy-to-use method,
regardless of the dimensions and nonlinearity of limit state functions, but the
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computational efficiency is usually forbidden for high reliability estimation for
complicated engineering systems with implicit expression of the limit state func-
tion. The combination of MCS and analytical methods could improve the compu-
tational efficiency [17]. IS technique can improve the computational efficiency by
introducing the importance density function, but difficulties exist in acquiring the
prior failure domain information and determining the proper importance sampling
density [18]. SS method is another branch of the simulation method that transforms
a small failure probability into the product of some bigger conditional failure prob-
abilities. Subset simulation with Markov Chain Monte Carlo (SS/MCMC) and sub-
set simulation with splitting (SS/S) are the two typical sampling branches [19].
However, the nonlinearity of the limit state function affects the computational
accuracy [20].

In this chapter, the expression of the time-variant reliability is described in
Section 10.2. Developed three time-variant reliability analysis methods are elabo-
rated in Section 10.3. In Section 10.4, two examples are used to illustrate and com-
pare the proposed methods. Conclusions are provided in Section 10.5.

10.2 TIME-VARIANT RELIABILITY

Time-variant reliability is defined as the probability that products complete their
intended performance under the practical working conditions during the given time
interval. The typical expression of the time-variant reliability is provided as:

R (tnst) = Pr{g(d,X,Y(t),t) >0,V e [t,b,tu,,]} 10.1)

where:
g(e) is the time-variant limit state function for a certain structure
d denotes the vector of deterministic design variables
X defines the vector of random design variables and parameters
Y (¢) expresses the vector of time-variant random design variables and parameters,
actually stochastic process
t;, and t,;, are lower and upper boundaries of the time interval

When Y(t) is a stochastic process with the autocorrelation function, the stochastic
process can be decomposed into the general stochastic processes Y(N,t) with the
stochastic process discretization method [21], where N :[Nl,...,N,.] is a vector
of independent standard normal random variables. The decomposed process of a
scalar Gaussian process with the mean value m(t) standard deviation G(t), and
exponential autocorrelation coefficient function p(tl,tz) is provided in the appen-
dix to this chapter. Therefore, the time-variant reliability can be rewritten as:

R (tistu) =Pr{g(d.Z,t)>0,Vt €[ty 1. ]} (10.2)

where Z =[X,N].
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To simplify the computational process, normalization is conducted for the time
interval [t,,, Sy ]

=1y

T= (10.3)

Lup — Uiy

Since ¢ €[yt ], T belongs to [0,1] in Equation 10.3. With the normalization in
Equation 10.3, the expression of the time-variant reliability in Equation (10.2) can
be rewritten as:

Ry (0,1)=Pr{g"(d,2,T)>0,9T €[0,1]} (10.4)

10.3 THE PROPOSED THREE TIME-VARIANT RELIABILITY
ANALYSIS METHODS

In this section, three developed time-variant reliability analysis methods will be elabo-
rated. The first method is called the failure processes decomposition (FPD) method,
which possesses the advantage for handling the time-variant reliability problems with
the high order of time parameters [21]. The second method is based on the combination
of the extreme value moment and improved maximum entropy (EVM-IME), which
can effectively deal with the time-variant reliability problems with multiple failure
modes and temporal parameters [7]. The third method is proposed based on the prob-
ability density function (PDF) estimation of the first-passage time point (P-FTP).

10.3.1  FAiLURE PROCESSES DECOMPOSITION METHOD

In this subsection, the procedure of the time-variant reliability analysis based on the
FPD method will be illustrated. For more details, please refer to [21]. First, the time
point where the mean value of the limit state function possesses the minimal value
(FMTP) is searched. With the acquired FMTP, the time-variant limit state function
with high order temporal parameters is then transformed to a quadratic function of
time, which is called by the first-stage failure processes decomposition. Based on
the property of the quadratic function and reliability criterion, the time-variant reli-
ability is transformed to the time-invariant system reliability, which is called by the
second-stage FPD. Finally, the kernel density estimation (KDE) method is imple-
mented to calculate the time-invariant system reliability. For a clear illustration, the
flowchart of the FPD method is provided in Figure 10.1.

10.3.1.1 The FMTP Search for the Time-Variant Limit State Function

The expression of the time-variant reliability based on the extreme value theory can
be given by:

R (0,1)=Pr{gr, (d.2,7) > 0,7 €[0,1]} (10.5)
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FIGURE 10.1 Flowchart of the FPD method.

For a trajectory of the stochastic process representing the time-variant uncertain
limit state function, gT (d,Z ,T) is actually a deterministic function of 7. The mini-
mal value g, (d,Z,T) can be achieved when T =T". The time point 7" where the
mean value of the limit state function gT (d,Z,T) is minimal can be searched with
the optimization model and T" is the so-called FMTP.

find: T
minimize: ?(d,Z,T) (10.6)

subject to: T €[0,1]
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10.3.1.2 Failure Processes Decomposition Based on Taylor Expansion

In the first-stage FPD, the second-order Taylor expansion is performed for the time-
variant limit state function at the FMTP:

¢"(d,Z,T)
o T o 2.T _
~g'(4.2.T") % - (T—T")+16g2 B (T—T*) (10.7)
oT T:T* 2 oT T:T*
=aT? +bT +c
where
_laZgT
2 o1 T=T"
b E _T* ang
o fp=1+ o |r=T°
T 2 A2 T
c:gT(d,Z,T*)—T*ai +L8 g
or T

T=7" 2 -7

When the second derivative of the approximate limit state function to T equals 0,
the approximate limit state function is a monotonic function of T. Therefore,
gmin(.Z,T)=g" (d,Z,0) or gnin(d,Z,T)=g" (d,Z,1), and the reliability can be
obtained for this case:

Ry (0.1)=Pr{min[ ¢" (d,2,0),¢" (d,2.,1)] >0} (10.8)

10.3.1.3 Failure Processes Decomposition Based on Case Classification

Since the trajectory g’ (d Z ,T) of the stochastic process g’ (d,Z,T) is a quadratic
function of 7, the stochastic process gT (d,Z,T) could be considered as a collection
of quadratic functions. According to the property of a quadratic function and safety
criterion, three cases are classified to represent the safety of the structure in the
second-stage FPD, shown in Figure 10.2a—c, respectively.

In Figure 10.2, the green curve represents the shape of the quadratic function
gT (d,Z,T), the dashed red line is the symmetric axis T; = —2—”“, and the green dots,
respectively, denote 7 =0 and T =1. The corresponding properties for the three
cases are provided in Table 10.1.

For Case 1, Case 2, and Case 3, three events C), C,, and C; are provided:

C ={T.<0,¢"(d,2,0)>0,¢" (d,Z,1) >0}
(10.9)

={—b<0,c>0,a+b+c>0}
2a
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FIGURE 10.2 The geometrical relationship between g” (d,Z,T) and 7. (a) case 1 of the
safety situation, (b) case 2 of the safety situation, (c) case 3 of the safety situation.

TABLE 10.1

Properties for the Three Cases

Cases Position of T, Location of Minimum Point
Case 1 T, <0 T=0 orl

Case 2 0<T, <1 T=0 or T,or 1

Case 3 T, >1 T=0 orl
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2
C=lo<—L c1e- P L 0.650.atbre>0 (10.10)
2a 4a
b
Gy = —2—>1,c>0,a+b+c>0 (10.11)
a

Because the three events C, ~ C; are mutually exclusive, the PDF of the system time-
invariant reliability transformed from the time-variant reliability can be expressed by:

F(s)=H(s)+£(s)+ fs(s) (10.12)

where fi(¢), f2(¢). and f3(g) denote the PDF of Case 1, Case 2, and Case 3 occur-
ring, respectively. Therefore, the time-variant reliability can be calculated by the
numerical integration:

+o0

Ry (0,1):J

0

[£(s)+A(s)+£(s) s (10.13)
The KDE method will be employed to calculate the PDF for each case.
10.3.1.4 Kernel Density Estimation Method for the Decomposed Model

According to the analysis in Section 10.3.1.3, there are five failure modes for the
system, which can be summarized as:

_b
81 2a
gr=a+b+c
8 =cC (10.14)
b2
ga=C———
—l+£
8s 2a

Because of the similar procedure for calculating the system reliability for each case,
Case 1 is taken for an example. The limit state function for the event C; is:

G, (Z):min[gl,gz,g3]:min[2b,a+b+c,c} (10.15)
a
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M samples are directly drawn from the limit state function G, (Z), and the vector
of samples can be obtained as G, = { NS RN } Then the PDF fg,, (4’ ) for the
event C, is:

fa(¢)= Mzc ZK[QV_};] (10.16)

where:
K (0) is the kernel function and the Gaussian kernel function in this model is
. . MZ
. con51der§d: 1.e., K(u) = ﬁexp(—T)
h is the bandwidth of the kernel function

The bandwidth of the kernel function is important for the prediction accuracy and
the optimal value of 4 is:

4 0.2
h(,p,=(3Mj o(G) (10.17)

PDF f (g) for Case 1 can be estimated by:
fils)=1a(9)

M _ (10.18)
= 1 K ﬁ
Mh¢, P he,

With the same procedure, PDFs are estimated for events C, and C; based on the KDE
method. Using the estimated PDFs, the time-invariant system reliability is obtained:

+0

Ry (0,1):I

0

[£i(s)+A(s)+£(s)]ds
(10.19)

10.3.2 THe COMBINATION OF THE EXTREME VALUE MOMENT AND
IMPrOVED MAXIMUM ENTROPY (EVM-IME) METHOD

In this subsection, the second method called EVM-IME will be elaborated. For more
details, please refer to [7]. The accuracy of the maximum entropy first is improved
by introducing the scaling function. The extreme value moments of the limit state
functions are then estimated using the sparse grid stochastic collocation method.
The PDF and corresponding time-variant reliability are finally estimated. The flow-
chart of the EVM-IME method is provided in Figure 10.3.
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FIGURE 10.3 Flowchart of the EVM-IME method.

10.3.2.1 Determination of the Extreme Value Moments
by the Sparse Grid Technique

Several numerical approximation methods could be employed for the multi-
dimensional integration, such as full factorial numerical integration, univariate
dimension reduction method, and sparse grid based stochastic collocation method.
Full factorial numerical integration method can obtain accurate results, but suf-
fers from the curse of the dimensionality, and is suitable mainly for solving the low
dimensional problems. In the univariate dimension reduction method, a larger error
may be produced due to the neglect of the interaction terms in the additive decom-
position process. The sparse grid-based stochastic collocation method can avoid the
curse of the dimensionality of the full factorial numerical integration method and
have higher accuracy than the univariate dimension reduction method. Therefore,
the sparse grid-based stochastic collocation method is used in this section. To sim-
plify the computation process, the limit state function is transformed to be the only
one including mutually independent standard normal random variables based on the
Rosenblatt transformation.
Then the expression of the time-variant reliability is:

R (0,1)=Pr{¢"(d,N,T)>0,vT €[0,1]} (10.20)

where N =[N, N,,...,N,] is a vector of mutually independent standard normal ran-
dom variables. The /th raw moments of extreme values in the time-variant reliability
model can be expressed as:
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1

M, = I j V(A NT) o) () di - d (10.21)

where ¢(-) is the PDF of a standard normal random variable.

Based on the Smolyak algorithm, the sparse grid quadrature method is employed
to compute the multivariate integration and the /th raw moments of extreme values
can be expressed by:

i k-1 < < . . Lo .
M, = Z (_1)f/+k I . XZ“'Z[gN(d’x}ll""’x;i’T”p’)J pjllp;i
ieH(q.k) q+k- ‘l‘ =l =l

(10.22)

where the abscissas and weights are x = x/Eé and p! = ¢i, and & and & are
the abscissas and weights in the Gauss—Hermite quadrature formula; Ji=1...,m;;the
multi-index i = (il,. . .,ik) € N{; and the set H (g.k) is defined by:

k

H(q,k)z{i =(its i) €NY, i 210 g+1< Zir < q+k} (10.23)

r=1

q will affect the computational accuracy of H (q,k) and the selection of ¢ is based on
the nonlinearity of the limit state function. To balance the computational accuracy
and efficiency, 2< ¢ <4 and m, =1 fori=1and m;, = 2" +1for i > 1 are provided in
engineering applications.

In Equation 10.22, the input variable nodes X ", can be generated by the
sparse grid technique. g (d x" X Tgp,) mln[ (d x" ,x’/: ,T)j| is regarded
as an extreme value, and the correspondlng optimization model is provided by:

find: T
minimize: g (d x” e xk T) (10.24)

Jk’

subject to: T € [0,1]

10.3.2.2 The Improved Maximum Entropy Method Based
on the Raw Moments

The maximum entropy method can obtain a relatively accurate result of the PDF
based on the known moments. The typical formulation for the PDF of the time-
invariant limit state function is defined as:

find: p(x)

maximize: H = — I ()10 px)dx (10.25)

subject to: Ixip(x)dx:Mi’ i=0,1,---1
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where:
p(x) is the PDF of the time-invariant limit state function g (X)
H is the entropy of the PDF p(x)
M; is the ith raw moment and M, =1
[ is the number of the given moment constraints, which is defined to be 4 here

For the optimization problem, a Lagrangian multiplier A;, i =0,1,...,4 is introduced
into the structure Lagrangian function L and:

4
L= —J. p(x)In p(x)dx— ;L [Ixip(x)dx — M,} (10.26)

% =0 is satisfied for calculating the optimal solution, and therefore the analytical

expression of p(x) can be easily obtained by:

4
p(x)= exp{—z M‘}. (10.27)

i=0

The objective function to be minimized based on the Kullback—Leibler (K-L) diver-
gence between the true PDF and estimated PDF can be provided by:

4
1(A)= Ao+ Z&M,- (10.28)
i=1

where 2o =In[[exp(-X, Ax")dx]. The optimization with equality constraints in
Equation 10.25 can be converted into an unconstrained optimization:

find: }b], }"Z’ 243, 244

4 4
minimize: [ = ln[Iexp[—z /’Ll-x”de}+Z)«,-M,-
= i1

With the obtained raw moments, the PDF p(.x) of the limit state function g (X) can
be acquired from the optimization model in Equation 10.29:

4 4
p(x) =exp —ln{jexp[—Z}qx"]dx] - Ziixi (10.30)
i=1 i=1

Reliability is then calculated based on the PDF p(x) from the maximum entropy
method:

(10.29)

R:J‘Mp(x)dx (10.31)
(
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The reliability results from this method may be not accurate due to the trunca-
tion error of the integral. Addressing this issue, the monotonic scaling function
is introduced to improve the computational accuracy of the maximum entropy
method. The truncation error of the numerical integration can be greatly reduced
by changing the definition domain of the PDF from an infinite interval to a lim-
ited interval.

The scaling function is expressed as:

¢ (X)= HXP[g(CX? (10.32)

1+exp{g(§()

where c is a conversion coefficient and ¢ > 0.

The scaling function g (X) is a monotonic increasing function for the limit
state function g(X) and hm .8 (X)=1, (h)m ¢'(X) =—1. Therefore, the defini-
tion domain is changed from the infinite ihterval [—inf, +inf] to the limited inter-
val [-1, 1]. ¢ is an important coefficient which affects the relationship between
g(X) and g (X) shown in Figure 10.4. From Figure 10.4, it is possible to see that
the greater coefficient ¢ will lead to the gentle curve. In this subsection, ¢ = ‘ Hy(x ‘
is chosen.

£X)

-20 -15 -10 -5 0 5 10 15 20
g(X)

FIGURE 10.4 Conversion relationship between g(x) and g*(x) for different c.
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With the scaling function gS(X), the unconstrained optimization could be
rewritten as:

find: My Aoy A3, A
minimize: I =1n [jll exp[—i Ax ] dx] + 24: LM; (10.33)
N i=1 i=l1
and the corresponding reliability is:
R:ﬂpUMx (10.34)

where M is the ith raw moment of g* (X) p(x) is the PDF obtained from M.
For the time-variant reliability analysis, the scaling function can be expressed by:

o] 1057

C

T
1+ exp{g (d’ N’T)}

¢ (dNT)=- (10.35)

c

where c¢ is the conversion coefficient.
To obtain the conversion coefficient ¢, the mean value of the limit state function
g (d,N,T) is minimal and the corresponding optimization model is provided by:

find: c
minimize: ¢ =, (d,N,T) (10.36)

subject to: T €[0,1]

where 1, (d,N,T ) is the mean value of g" (d,N,T).

10.3.3 ProsaABILITY DENsITY FUNCTION OF THE FIRST-PASSAGE
TiMe PoINT METHOD

In this subsection, the third method for the time-variant reliability analysis based
on the PDF of the first-passage time point (F-PTP) is discussed. The mean value
function of the time-variant limit state function is obtained first using the sparse
grid based stochastic collocation method. The expression of the first-passage time is
then built based on the second-order Taylor expansion. With the combination of the
fourth central moments and the maximum entropy methods, the PDF of the F-PTP
is obtained and the time-variant reliability can be calculated with the integration.
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10.3.3.1 Time-Variant Reliability Model Based on PDF of F-PTP

According to the reliability criterion, the reliability situation and failure situation can
be described by the relationship between the realization g' (d,Z,T ) of the stochastic
process representing the time-variant limit state function and the time interval [0,1],
shown in Figure 10.5. For example, there are three intersections t,, #,, and 3, between
' (d.Z.T) and horizontal coordinate axes, where 7 is the F-PTP. When # €[0,1],
the failure occurs, shown in Figure 10.5a. When # > 1, the system operates success-
fully, shown in Figure 10.5b.

Actually, the F-PTP, #,, is a function of random input vector Z, denoted as t; = t(Z).
Therefore, the failure probability during the time interval [0,1] can be expressed as:

P(0.1)=Pr{t, e[0,1]} (10.37)

If the PDF f (T) of the F-PTP function t; = t(Z) is available, the failure probability
can be calculated by:
P(0,1)=Pr{0o<t, <1}
1 (10.38)

:'[ f(r)dr

i

10.3.3.2 Establish f(r) by Using the Maximum Entropy Method
Combined with the Moment Method

The mean value function of the time-variant random limit state function gT (d,Z,T)
can be expressed by:

u(T)= IgT(d,Z,T)p(Z)dZ (10.39)

g'(a,Z,T)
\ ./_\_

(a)

(b)

FIGURE 10.5 The geometrical relationship between g” (d,Z,T) and T, (a) the safe situation
on the life cycle [0,77], (b) the failure situation on the life cycle [0,7].
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The mean value function ,u(T) can be calculated by the sparse grid-based stochas-
tic collocation method, which is elaborated in Section 10.3.2. The F-PTP, T", of the
mean value function can be acquired via the optimization model. The second-order
Taylor expansion is used to approximate the time-variant limit state function at T ":

-, 0g" .
"(d,Z,T)~g" (d,Z,T" )+ T-T
1 52g2T (r-1°) (10.40)
2 oT T=T"
=AT*+BT +C
where:
1% 1
20T lp—1+2°
B g B *a2gT
ofr=r- o |r=r"
(T*)2 2T
C=gT(d,Z,T*)—T*ai A :
Tlr=r 2 " |r=71

The approximate limit state function is a quadratic function of 7. Therefore, the
F-PTP function of the limit state function is t; = t(Z) = -B-VB°-4AC WZ?Z—MC . The fourth raw
moments of t; can be also computed by the sparse grid-based stochastic collocation
method, denote as M/, i =1,2,3,4. The maximum entropy method is used to estab-
lish f(7), and the corresponding optimization model is provided:

find: f@

maximize: H = —J.f(r)ln f(r)dr (10.41)

subject to: Irif(r)dr =M!, i=0,1,-1

10.4 EXAMPLES AND DISCUSSIONS

In this section, two examples are employed to demonstrate the computational effi-
ciency and accuracy of the three time-variant reliability analysis methods. For the
accuracy comparison, the results from the MCS method are provided as the bench-
mark. The error on the failure probability is:
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P — Pycs|

Err = x100% (10.42)

MCS

where P is the failure probability from the three proposed methods, Pys is failure
probability from the MCS method.

10.4.1  NuMERICAL EXAMPLE

The time-variant limit state function is:
2(d,X,1) = x7x, = Sxyt + (2, +1)exp(xst” ) - A (10.43)

where A is the threshold, X; (i = 1,2,3,4,5) are input random variables to be inde-
pendent normally distributed, and X; ~ N (5,0.52) (i = 1,2,3,4,5); the time interval
is defined as ¢ €[0,1].

Table 10.2 provides the failure probability results from the MCS method, the
FPD method, the EVM-IME method, and the F-PTP method for different threshold.
Furthermore, the relative errors of the FPD method (Errl), the EVM-IME method
(Err2), and the F-PTP method (Err3) are also given in Table 10.2.

From Table 10.2, the error of the proposed methods is very small for different
threshold. Compared with the three proposed method, the order of the computational
accuracy is approximately the EVM-IME method > the FPD method > the F-PTP
method.

For this example, 103 trajectories are generated in the MCS method. The opti-
mization algorithm is used to estimate the minimum value of a trajectory of a limit
state function. For a given trajectory, nearly 20 functions are called for the global
minimum value. Therefore, the total function calls 2x10° are used in the MCS
method. Similarly, nearly 20 function calls are used to obtain FMTP, and 10,000
samples are used to build the kernel density function. Therefore, 10,020 function
calls are used in the FPD method. In the EVM-IME method, ¢ =2 is set and 61
samples are drawn for each limit state function using the sparse grid stochastic
technique. For each limit state function, there are nearly 20 function calls via the
optimization. Therefore, there are 20+20x61+20 =1,260 function calls in the

TABLE 10.2

Failure Probability Results for Example 1

A MCS FPD EVM-IME F-PTP Errl (%) Er2(%)  Er3 (%)
70 000823 0.00897 0.00854 0.00893 8.99 3.77 8.51
72 001149  0.01099 0.01126 0.01117 435 2.00 2.79
74 001449  0.01506 0.01458 0.01626 3.93 0.6211 1222
76 001798  0.01900 0.01880 0.01936 5.67 4.56 7.68

78 0.02312 0.02453 0.02386 0.02103 6.88 3.20 9.04
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EVM-IME method. In the F-PTP method, 101 function calls are used. Therefore,
the order of the computational efficiency is the F-PTP method > the EVM-IME
method > the FPD method.

10.4.2 A CorrobpeDp SiMPLE SUPPORTED BEAM UNDER RANDOM LOADINGS

A corroded simple supported beam subjected to random loadings is used as an
engineering case to illustrate the three proposed methods. As shown in Figure 10.6,
the parameters for the beam are L =5m, by =0.2m, and /4 = 0.04 m. The uniform
load p and the time-varying random loading F' (t) are simultaneously applied to the
beam. The uniform load p is:

p =0byhy(N/m) (10.44)
where:

o =78,500(N/m).

The time-varying random loading F (t) is a Gaussian process with the mean
value of 3,500 N, standard deviation 700 N, and autocorrelation function
p(t,t)= exp( (00833 )2) The time-varying random loading F (¢ ( ) can be expressed
by the random process discretization method:

F(f)= 3500+7002 J?¢’ o(1) (10.45)

where:
7., ¢, and p(t) can be obtained within different time interval according to the
appendix in this chapter
N; are independently standard normal random variables

With the effect of F (t) and p, the bending moment at the mid-span section is:

F(t)L pI?
M(z)=(4)+”8. (10.46)
o Corroded area
|
d(t)=xt ho
:< L > bo

FIGURE 10.6 A corroded simple supported beam under random loadings.



Time-Variant Reliability Analysis Methods for Dynamic Structures 277

Corrosion is assumed to happen around the cross-section of the beam isotropically
and the growth is linear with time progression. Then the surplus area of the cross-
section is provided as:

A(t)=b(r)xh(r) (10.47)

where b(t) = b, —2Kt, h(t) =hy—2«xt,and k = 0.00003(m/year). K is a parameter to
control the corrosion velocity. The ultimate bending moment is:

M, () =M £ (10.48)

where f, is the steel yield stress.
The time-variant limit state function could be provided as:

g(X.Y(1),t) =M, (t)-M(r) (10.49)

In this case, the time intervals [0,15] and [0,20] years are considered. The related
information of random parameters is given in Table 10.3.

The reliability results for the four methods are provided in Table 10.4. From
Table 10.4, it is seen that the order of the accuracy remains the same as that in exam-
ple 1. Since the expression of the limit state function has little impact on the compu-
tational efficiency, the computational efficiency keeps the same order.

TABLE 10.3

Information of Random Parameters in Example 2

Parameter Distribution Type Mean Standard Deviation
f Lognormal 240 24

b, Lognormal 0.2 0.01

hy Lognormal 0.04 0.004

F() Gaussian process 3,500 700
TABLE 10.4

Time-Variant Reliability Results in Example 2

Time

Interval MCS FPD EVM-IME F-PTP Err 1 Err 2 Err 3
[0,20] 0.00178 0.00182 0.00175 0.00174 2.28 1.69 2.25

[0,15] 0.00121 0.00119 0.00122 0.00116 1.65 0.826 4.13
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10.5 CONCLUSIONS

In this chapter, three time-variant reliability analysis methods including the FPD
method, the EVM-IME method, and the F-PTP method are discussed. From the
procedure and examples, the following conclusions can be reached: (1) the three
time-variant reliability analysis methods have the high computational accuracy,
which satisfy the engineering requirements; (2) the three time-variant reliability
analysis methods have the high computational efficiency, which provide the feasi-
bility for solving complex engineering problems; (3) the order of the computational
accuracy is approximately the EVM-IME method > the FPD method > the F-PTP
method; and (4) the order of the computational efficiency is the F-PTP method > the
EVM-IME method > the FPD method.

In the further research, the intelligent technique will be used for time-variant reli-
ability analysis to further improve the computational efficiency under the satisfac-
tion of high computational accuracy.

APPENDIX: DISCRETIZATION OF RANDOM PROCESSES

Consider a Gaussian process Y(f) with mean value m(f), standard deviation o(f), and
autocorrelation coefficient function p(t,, £,). In the time interval [0, T, r time points
t,i=1, ..., rare selected to decompose the process and #, = 0, 7, = T. The Gaussian
process Y(¢) is decomposed into:

Y (t)=m(t)+o( Z\f"z (A10.1)

where & ~ N(O, 1), i = 1, ..., r are independent standard normal random variables,
and (7;, ¢;) are the eigenvalues and eigenvectors of the correlation matrix C, and
Ci=pt,t),i,j=1,....r,p0) = [pt. 1), ..., p(t, 1)]" is a time-variant vector. The cor-
responding decomposition error is given by:

- (¢iTP(f))2
e(t)=1- Zfi (A10.2)

REFERENCES

1. Du X. Unified uncertainty analysis by the first order reliability method. Journal of
Mechanical Design, 2008, 130(9): 091401.

2. Wang Z, Huang HZ, Liu Y. A unified framework for integrated optimization under
uncertainty. Journal of Mechanical Design, 2010, 132(5): 051008.

3. Zhao YG, Ono T. Moment methods for structural reliability. Structural Safety, 2001,
23(1): 47-75.

4. Xiao NC, Zuo MJ, Zhou C. A new adaptive sequential sampling method to construct
surrogate models for efficient reliability analysis. Reliability Engineering & System
Safety, 2018, 169: 330-338.



Time-Variant Reliability Analysis Methods for Dynamic Structures 279

5.

10.

11.

13.

14.

15.

16.

17.

18.

19.

20.

21.

Yu S, Wang Z, Zhang K. Sequential time-dependent reliability analysis for the lower
extremity exoskeleton under uncertainty. Reliability Engineering & System Safety,
2018, 170: 45-52.

. Van Noortwijk JM, van Der Weide JAM, Kallen MJ, Pandey MD. Gamma processes

and peaks-over-threshold distributions for time-dependent. Reliability Engineering &
System Safety, 2007, 92(12): 1651-1658.

. Yu S, Wang Z, Meng D. Time-variant reliability assessment for multiple failure modes

and temporal parameters. Structural and Multidisciplinary Optimization, 2018, 58(4):
1705-1717.

. Majcher M, Mourelatos Z, Tsianika V. Time-dependent reliability analysis using a

modified composite limit state approach. SAE International Journal of Commercial
Vehicles, 2017, 10(2017-01-0206): 66-72.

. Gnedenko BV, Belyayev YK, Solovyev AD. Mathematical Methods of Reliability

Theory. Burlington, NY: Academic Press, 2014.

Jiang C, Wei X, Huang Z, Liu J. An outcrossing rate model and its efficient calculation
for time-dependent system reliability analysis. Journal of Mechanical Design, 2017,
139(4): 041402.

Yan M, Sun B, Liao B et al. FORM and out-crossing combined time-variant reliability
analysis method for ship structures. IEEE Access, 2018, 6: 9723-9732.

. Sundar VS, Manohar CS. Time variant reliability model updating in instrumented

dynamical systems based on Girsanov’s transformation. International Journal of Non-
linear Mechanics, 2013, 52: 32—40.

Breitung K, Rackwitz R. Nonlinear combination of load processes. Journal of
Structural Mechanics, 1982, 10(2): 145-166.

Zayed A, Garbatov Y, Soares CG. Time variant reliability assessment of ship struc-
tures with fast integration techniques. Probabilistic Engineering Mechanics, 2013, 32:
93-102.

Andrieu-Renaud C, Sudret B, Lemaire M. The PHI2 method: A way to compute time-
variant reliability. Reliability Engineering & System Safety, 2004, 84(1): 75-86.

Singh A, Mourelatos Z P. On the time-dependent reliability of non-monotonic, non-
repairable systems. SAE International Journal of Materials and Manufacturing, 2010,
3(1): 425-444.

Wang Z, Zhang X, Huang HZ et al. A simulation method to estimate two types of time-
varying failure rate of dynamic systems. Journal of Mechanical Design, 2016, 138(12):
121404.

Singh A, Mourelatos Z, Nikolaidis E. Time-dependent reliability of random dynamic
systems using time-series modeling and importance sampling. SAE International
Journal of Materials and Manufacturing, 2011, 4(1): 929-946.

Wang Z, Mourelatos ZP, Li J, Baseski I, Singh A. Time-dependent reliability of
dynamic systems using subset simulation with splitting over a series of correlated time
intervals. Journal of Mechanical Design, 2014, 136(6): 061008.

Ching J, Au SK, Beck JL. Reliability estimation for dynamical systems subject to sto-
chastic excitation using subset simulation with splitting. Computer Methods in Applied
Mechanics and Engineering, 2005, 194(12-16): 1557-1579.

Yu S, Wang Z. A novel time-variant reliability analysis method based on failure pro-
cesses decomposition for dynamic uncertain structures. Journal of Mechanical Design,
2018, 140(5): 051401.



Taylor & Francis
Taylor & Francis Group

http://taylorandfrancis.com


http://taylorandfrancis.com

’I ’I Latent Variable
Models in Reliability

Laurent Bordes

CONTENTS
T1.1 INErOAUCHION. ¢ttt 281
11.2  Latent Variable Model for Handling Incomplete Data.............cccccceeeenneene. 282
11.2.1  Right CenSOIING...ccueeteiiieieetieieeiieie ettt 282
11.2.2 Partly Observed Current Status Data.........c.ccecevievininneniencnnens 283
11.2.3  Competing Risks MOEIS .......ccecueririeniiiiniiieiiecsceeeeeeene 285
11.3 Latent Variable Model for Handling Heterogeneity .............ccccecevveeuennnne. 288
11.3.1  Frailty MOdeLS .....ooueeiiiiiiiieiieieeeeeee e 288
11.3.2  Finite Mixture ModelS.........cccoovereriinieninienieieieieieeeeeeeeseeeene 289
11.3.3  CUre MOdEIS ......ooueiuiiiiiiniiiiiiiienicccceceeeee e 292
11.3.4 Excess Hazard Rate MOdelS .........ccccovevuenieienienieiiinicicicceceee, 294
11.4 Latent Variable or Process Models for Handling Specific Phenomena......296
11.4.1 Gamma Degradation Model with Random Initial Time............... 297
11.4.2 Gamma Degradation Model with Frailty Scale Parameter........... 298
11.4.3 Bivariate Gamma Degradation Models..........ccccccecuveirininienenene. 298
11.5 Concluding Remarks..........ccooiiieiiiiiiiiiiee e 300
RELEIENCES ...ttt 301

11.1  INTRODUCTION

A latent variable is a variable that is not directly observable and is assumed to
affect the response variables. There are many statistical models that involve latent
variables. Such models are called latent variable models. Surprisingly, there are few
monographs specifically dedicated to latent variable models (see, e.g., [1-4]). Latent
variables typically are encountered in econometric, reliability, and survival statistical
model with different aims. A latent variable may represent the effect of unobservable
covariates or factors and then it allows accounting for the unobserved heterogene-
ity between subjects, it may also account for measurement errors assuming that the
latent variables represent the “true” outcomes and the manifest variables represent
their “disturbed” versions, it may also summarize different measurements of the
same (directly) unobservable characteristics (e.g., quality of life), so that sample units
may be easily ordered or classified based on these traits (represented by the latent
variables). Hence, latent variable models now have a wide range of applications,
especially in the presence of repeated observations, longitudinal/panel data, and
multilevel data.
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In this chapter, we propose to select a few latent variable models that have proved
to be useful in the domain of reliability. We do not pretend to have an exhaustive
view of such models but we try to show that these models lead to various estimation
methodologies that require various mathematical tools if we want to derive large
sample properties. Basic mathematical tools are based on empirical processes theory
(see [5-7]), or martingale methods for counting processes theory (see [8]), or again
Expectation-Maximization (EM) algorithms for parametric models (see [9]).

This chapter is organized into three parts. The first part is Section 11.2, which
is devoted to incomplete data including right censored data, partly right and left
censored data, and competing risk data. Then in the second part, Section 11.3,
we consider models that allow consideration of heterogeneity in data, including
frailty models, finite mixture models, cure models as well as excess risk models.
The last part in Section 11.4 deals with models for time-dependent phenomena.
Indeed, we consider degradation processes for which the latent variable is either
a random duration; this is the case for the Gamma degradation processes with
random initial time or a frailty scale parameter. We also consider bivariate degra-
dation processes obtained from trivariate construction that requires a third latent
Gamma process.

11.2 LATENT VARIABLE MODEL FOR HANDLING
INCOMPLETE DATA

11.2.1  RigHT CENSORING

Let T be a duration of interest with probability density function (PDF) fr, survival
function S, hazard rate function A; = f;/Sy, and cumulative hazard rate function
Ar. Let C be a censoring time with PDF f, survival function S¢, hazard rate func-
tion A¢ = f¢/S¢, and cumulative hazard rate function Ac. One of the basic latent
variable model in reliability (or survival analysis) assumes that the duration of
interest T is right censored if instead of observing T we observe the couple (X,A)
where X =T AC and A=1(T £C). Here we use the notations T A C =min(T,C)
and 1(A) denotes the set indicator function equal to 1 if A is true and O otherwise.
Assuming that the random variables T and C are independent and defining for x >0
and 6 €{0,1}:

Hs;(x)=Pr(X <x;A=9),
it is straightforward to check that:
dH,(x) = fr(x)Sc(x)dx
and:

H(x)=Hy(x)+ H(x)=Pr(X <x)=1-8;(x)Sc(x).
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Thus, we observe that:

*dH(y)
Ar(x)= j e (1L1)

where H(x)=1-H(x). Then, given n independent identically distributed (i.i.d.)
copies {(X;,A;)}<icn of (X,A), we naturally derive the well-known Nelson—Aalen
[10,11] estimator based on the following empirical processes:

1 n
= — < x: .=
H,,(x) . ?:1 1(X; <x;A;=1)
and:
_ 1<
Hn X)=— 1 Xi > X).
(x) ; ?:1 ( )

Indeed, replacing H, and H by their empirical counterpart just defined we obtain:

Ar(o) = I dH,(y) _ N Yo, =0,
H,(y) | H(X)

The most important thing allowed by this latent variable representation is that we
have the possibility to represent Ar as a functional of the two—dimensional empirical
process x > (H,,(x),H,(x)). Then the powerful empirical processes tools (continu-
ous mapping theorem, functional delta-method, etc.) allow the transfer to asymp-
totic properties of (H,,,H,) to Ar. This example is handled in several textbooks
such as van der Vaart and Wellner, van der Vaart, and Korosok (see [5—7]). Since the
Kaplan—Meier [12] estimator is linked to the Nelson—Aalen estimator by the product-
limit operator, it is also a functional of the empirical process x — (H1,(x), H,(x))
and again its asymptotic properties can be derived by the tools mentioned previously.
Another point is that the latent variable representation of (X,A) is also useful for
simulating data and trying alternative estimation methods.

11.2.2  ParTLY OBSERVED CURRENT STATUS DATA

Let T denote the random lifetime of interest. We consider the case where instead of
T we observe independent copies of a finite nonnegative duration X and of a discrete
variable A €{0,1,2}, such that:

X=T if
X<T if
X>T if

> >
Il
N = O



284 Reliability Engineering

The aim is to estimate the distribution of T based on 7 i.i.d. copies {(X;, A ) }i<i<n
of (X,A). Let us point out that the limit case where the event A=2 (resp. A=1)
has zero probability corresponds to the usual random right-censoring (resp. left-
censoring) setup we discussed in the previous section. If A=0 has zero prob-
ability, we obtain current status data which means that each observation is either
a right censoring time or a left censoring time. This observation is a special
case of Turnbull [13] grouped, censored, and truncated data. Note that the Non-
Parametric Maximum Likelihood Estimator (NPMLE) for the distribution of
duration data partly interval censored has been studied by Huang [14]. There are
many papers focusing on the derivation of the NPMLE in situations where the
observation scheme does not allow us to obtain an explicit version of this quantity
at the contrary to the right censoring case of the previous section.

To derive an explicit version of the distribution of interest, the authors in [15] pro-
pose the following latent variable model for (X, A). Let us introduce a non-negative
variable C and a Bernoulli variable A such that:

X=Tand A=0 if T<Cand A=1
X=Cand A=1 if C<T
X=Cand A=2 if T<Cand A=0

and for purposes of identification it is assumed that the random variables T, C, and
A are independent. As in the previous section, distributions functionals of 7 and C
are indexed by T and C, respectively, while Pr(A =1)= p €[0,1]. Note that p =1
corresponds to the right censoring case and that p =0 corresponds to current status
data. However, for identification it is assumed that p € (0,1], which guaranties that
a proportion of durations of interest will be observed. For the sake of simplicity we
assume that T and C admit PDF functions. Thus, defining:

H,(x)=Pr(X <x;A=aqa),

fora=0,1,2 it is easy to check that:

dHoy(x) = pSc(x)fr(x)dx
dH\(x) = fe(0)Sr(x)dx
dH,(x) = (1=p)fe()Fr(x)dx
and using the notation H,(x) = dH ,(y) simple calculations lead to:

[x,+0)

Hy(x)+ pH(x) = pSr(x)Sc(x)
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from which we obtain the following representation for the hazard rate function Ay:

dH,(x)

d =
A = o+ pL ()

In addition we have:

Hy(0)

b= Pr(A=0)
H()(O)"' ﬁz(o)

Pr(A=0)+Pr(A=2)

—Pr(A=11T<C)=

Then, given 7 i.i.d. copies {(X;, A ) }i<i<n Of (X, A), [15] derives a Nelson—Aalen type
estimator of Ay defined by:

/A\T(.X) = J. %
0.1 Ho, (x) + pH,, (x)
where:
1 n - 1 n
H,(x)=— > 1(X;<x;A,=a)and H,,(x)=— ) 1(X; 2 x;A; =a
(0= Z ( ) (0= Z ( )
and:
> a0
P=n :
Z»_ll(Ai #1)
Alternatively the estimator Ar (x) can be written:
~ - = <
AT(X)=Z 1(A =0)1(X; < x) '

= Z (X, 2 XA, =0)p+1(X, > X1A, =1))
& . .

In addition to the fact that this estimator is explicit, it is easily seen that it
can be written as functional of the three-dimensional empirical process
x> (Hy,(x),Hy,(x),H,,(x)), which allows us to derive its asymptotic behavior by
standard empirical processes tools.

11.2.3 CoMPETING Risks MODELS

Latent variable models are useful for modeling missing data phenomena. Let us
consider a very simple example of latent variable model useful for handling the
fact that sometimes the cause of failure is unknown. In reliability, competing risk
models correspond to series component systems that fail whenever one of the com-
ponents is down. Thus, if the system is made of p components and if X; denotes
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the lifetime of the ith component, the lifetime of the whole system is nothing but
X = minlgjng_j =X, A---A X, and we note Sy its reliability function. Let us con-
sider several model assumptions (Al, A2, and so on):

Al. X,...X, are i.i.d. and write S the common reliability function of these
random variables. Because the reliability function Sy of X verifies:

Sy(0)=Pr(X=x)=[S(x)]",

we have S(x):[Sx(x)]Up. Thus, based on n i.i.d. copies (X;)<i<, and
defining the observable empirical process:

H,(x) :121()(_,. > )
né=

it is straightforward to estimate S by:

Seo=[H,0]"

and the asymptotic properties of S are inherited from those of H -

A2. X ,,...,)Z » are in.id. (independent but non identically distributed) and S;
denotes the reliability function of X ;» Because Sy (x) :]_[f:]S ;(x), the reli-
ability functions §j,...,S, cannot be recovered from Sx. This result is
an identifiability issue that disappears if in addition to X we observe the
cause of failure; that is, A=>7_k1(X =X;), which is well defined if
Pr(3k =k X = =X ) =0, which holds when the distribution of X 1> X are
absolutely continuous with respect to the Lebesgue measure. Based on niid.
copies {(X;,A;)}i<i<n of (X,A) and defining for & € {1,..., p} the observable
empirical processes:

IR _ IR
=— > 1I(X;<x;A;=6)and Hs,,=— Y 1(X; 2 x;A;, =6
nZ< ) s "Z‘( )

the j-th cumulative hazard rate function can be consistently estimated by:

Ao [0

o H,(y)’
where H, = ¥?_H, , and the asymptotic properties of (Ar,...,A,) are inher-
ited from those of (H,,,...,H ).

A3. We consider now the case where the cause of failure A may be missing com-
pletely at random in the previous i.n.i.d. setup. Considering that XX »
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are absolutely continuous with respect to the Lebesgue measure, we note
A; the failure rate of X ;for 1< j < p. We introduce a binary random vari-
able A, independent of (X,A) and we observe (X,D) = (X, AA) instead of
(X,A) such that the cause of failure is known only when A =1, otherwise
it is unknown. We write o € (0,1] the probability of the event {A =1}. Note
that if o =0, the failure causes are never observed and the model param-
eters are no longer identifiable. Let us define the sub-reliability functions
H,(x)=Pr(X > x;D =d)for 0< j< p. It is straightforward to obtain:

—dH ;(x) = o ;(x)Sx (x)dx for 1< j< p, 11.2)
P

—dH o(x) = —(1 —a)Zk 1(0)Sx (x)dx. (11.3)
j=1

Again, based on 7 i.i.d. copies {(X;,D;) h<i<, of (X,D), we can define for
d =0,..., p the observable empirical processes:

1 n
Hy(x) = nzuxi <x;D, =d),
_ 1
H,(x)=— ) 1(X; 2 x).
(x) nZ( )

and a natural estimator for o is & = n"127:11(Di >0).
Using Equation 11.2, we see that for 1 < j < p the cumulative hazard rate
function A; are consistently estimated by:

n

N i <x:D. =7

A,;(x):%J‘ 7‘1];1-""(”:%2 M
oo Hi() @ i3 10x> X,)
k=1

Neglecting the information coming from Equation 11.3 may be harmful.
In [16], the authors propose the following strategy. Let us define Ay = ZleAj-
Using Equation 11.3, A, can be estimated by:

n

1 J~ dH,,(x) 1 ZI(X,-SX;D,:O)
1—& [0,x] Hn(x) 1_& i=1 z” I(Xk ZX,)
k=1

/A\o(x) =

Let us, define A" =(Ay,...,A,) and 1A\ =(/A\0,...,/A\p). First they show that
Jn ( A — A" )converges weakly to a centered Gaussian process G in (¢[0,7])"*'
where [0,7] is the study interval and G has a covariance function that satisfies
ElG(x)G(y)] = Z(Zc*: y) for (x,y) e [0,7]% Then the authors look for a linear
transformation of A , which will give an optimal estimator of A = (A,,...,A ).
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To this end, they define H as the set of p x (p+1) real valued matrices such that
Ha=d foralla" =(ay,...,a,)" eR"anda=(a",} " a;))" eR"
Then, for a consistent estimator X(x) of X(x) = Z(x,x), the authors define:

H (x) = argmin trace(H S(OHT )
HeH

where a close form expression is available for H (x) and where H '(x) has to
be calculated at points X; € [0,7] such that D; > 0. Then A(x) H (x)A (x)
is a new estimator of A(x) asymptotically T-optimal in the sense that
among all the estimators obtained by linear transformation of A, this one
has the smallest asymptotic variance trace.

11.3 LATENT VARIABLE MODEL FOR HANDLING
HETEROGENEITY

11.3.1  FrAiLTY MODELS

The frailty models have been introduced in the biostatistical literature in [17] to
account for missing covariates or heterogeneity and have been extensively discussed
in [18-20]. These models can be viewed as an extension of the Cox proportional
hazard model in the sense that it is generally assumed that the hazard rate function
of the duration of interest depends upon an unobservable random quantity that acts
multiplicatively on it. These unobservable random quantities, varying from an indi-
vidual to another, are called frailties.

In [21] frailty models are described as random effects models for time variables,
where the random effect (the frailty) has a multiplicative effect on the hazard rate
function.

In the univariate case we consider now, if T is the duration of interest with
hazard rate function A; (cumulative hazard function A; and survival function
S7), then we assume that we observe X having a random hazard rate function
Ax (x) = Ax;z(x) = ZA7(x) where Z is an unobserved positive random variable. Z
is considered as a random mixture variable, varying across the population. It also
means that two individuals have the same hazard rate function up to an unknown
factor as in the famous proportional hazard model. Nearly all arguments in favor
of assuming a Gamma distribution for Z are based on mathematical and com-
putational aspects. However, for identification reasons the condition E(Z)=1 is
required, then Z ~I'(a,a) for a >0 where the PDF f of the Gamma distribution
I'(a, B) is defined by:

o _o-1

Bz —Bz
@) e "1(z>0).

f(o)= fr<a,ﬁ)(z) =

Using the Bayes inversion formula it is easy to show that conditionally on X = x, the
frailty Z is distributed according I'(a, o + A7 (x)). We also derive the unconditional
PDF fyx of X since:
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ﬁuFLﬁmuummuMﬁ@w

_ (XDH-I}\.T(X)
(a+Ap ()™

Thus, if the model is fully parametric (i.e, if Ay belongs to a parametric family of
hazard functions H={A(-10);0 € ® € R}), then (c,0) are estimated by:

a A . aMA(X10)
(a,0) = argmax 4 g)c(o, w00l Liz1 (@ + A(X, lo))aﬂ .
The asymptotic properties of the estimators of a and 6 are studied in [8] using the
theory of martingales for counting processes in the right censoring setup. The semi-
parametric joint estimation of (a, A7) has been studied in [22,23]. Frailty models are
interesting ways to consider population heterogeneity. By introducing a known cor-
relation structure between the frailty random variable, it is possible to construct some
homogeneity test based on an approximation of the score function (see, e.g., [24]).
In the case where Z is a positive discrete random variable belonging to
{z1y..., 24} €(0,400) for some 2<d e Nand Pr(Z=z,) = pi €(0,1), then the reliabil-
ity function Sy of X is defined by:

d
Sx (0= pi[Sr(0]".

It means that the PDF fy is a convex linear combination of d PDF that are noth-
ing but the conditional PDF of X given Z = z;. This model is a special case of finite
mixture models that we discuss in the next section.

11.3.2  FiNitE MIXTURE MODELS

Finite mixture models have been discussed widely in the literature and for an over-
view on theory and applications of modeling via finite mixture distributions, we refer
to [9]. Basically a duration of interest T has a finite mixture distribution if its PDF
can be written:

d
fr(0)= E ijj(x)
j=1

where the p;s are non-negative and sum to one and the fs are PDF. A latent variable
representation of T ~is possible in the sense that if T;,...,7, and Z are p+1random
variables such that T has PDF f;for 1< j<d, Z {1,...,d} with Pr(Z = z;) = p; for

1< j<d,thenif Z and (fl,...,fd) are independent 7 and T, have the same PDF and
thus the same distribution. T can be seen as the lifetime of an individual chosen at
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random within d populations where the proportion of individuals coming from the
ith population is p; and the lifetimes coming from the ith population are homoge-
neous with PDF f;. Sometimes we are interested in estimating the distributions of
the d sub-populations, that is, the distributions of the fis.

Of course, if the latent variable Z is observed and if S; denotes the reliability
function of fi for some 1< j <d then based on 7 i.i.d. copies {(T},Z;) }i<i<, of (T',Z):

n

1@z=)

i

DR (CEEV/EY) DL Z=))
8§00 = =i and =S

are obviously consistent nonparametric estimators of both §; and p; for 1< j <d.
The problem becomes more intricate when the component information Z is no lon-
ger available. The first problem we have to face is an identifiability issue: can we
recover p =(pi,...,pq) and f =(fi,...,f;) from the knowledge of f;? Without addi-
tional constraints on the f; values the answer is generally negative; indeed, for d =2
suppose that there exist two PDF f; and f, such that:

fr=pfi+(-p)f

with pe(0,1), fi=ag +(1-a)g, and f,=Pg +(1-P)g, where g = f; for
1<i, j £2. Then the PDF admits another representation:

fr=pa+1-p)p)g+(pl-a)+(1-p)1-p))g

which shows that the semi-parametric identifiability fails. It is not possible to obtain
identifiability in the semi-parametric setup without additional constraints on the sub-
distribution functions f;. See [25] for the discussion of this problem in the setup of
right-censored data. In the case of mixture of parametric lifetime distributions, that
is when:

Vie(l,....d}, f eF={f(16):0e®cR},

we have fr(x) = fr(x;p,0) with 8 =(6,,...,0,) and for all x e R
d
fr(;p,0)= E ij(x|9j)
j=1

Hence, the identifiability condition becomes: f7(x;p,0)= fr(x;p’,0") for all xeR
implies (p,0) = (p',0"). Classical identifiability conditions may be found in [26,27].
Additional identifiability conditions related to mixture of classical parametric life-
time distributions are given in [28].
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In the case of right censoring and left truncation, that is when instead of observ-
ing T we observe (L, X ,A) where X = TZ AC=TAC=2LandA=1(T<C)withC a
right censoring time and L a left truncation time both independent of the label ran-
dom variable Z and the lifetime 7. The authors in [29] have shown that it is possible
to use the EM-algorithm to estimate the unknown model parameters based on n
i.i.d. realizations of (L, X ,A). However, in the discussion of the this paper, [30] men-
tioned that the EM—algorithm may be trapped by a local maximum and as proposed
in [31], as an alternative estimation method, to use the stochastic EM—-algorithm.
Here we recall the stochastic EM—algorithm principle and we show that it can be
easily extended to the case of parametric mixtures when data are right censored
and left truncated. Let us write I=(l,...,.,), x=(x,...,x,) and &6 =(4,,...,6,)
where (I,x,6) =((};,x;,6,),...,(l,,x,,6,)) are n i.i.d. realizations of (L, X,A) and for
1<i<n we have x; =t; Ac;. Let us write ¢ =(¢,...,t,). For the sake of simplicity we
note for 1<k <d, S(-|6;) the reliability function of T, and A(- |6,) its hazard rate
function, then it is not difficult to check that for 1 < k <d we have:

h(k,l,x,6;p,0)=Pr(Z =k |(L,X,A)=(l,x,5))

)43 (K(x | ek))a S(x|6:)/8(16y)
Zfl i (Mx16))S(x16,)/5(16))

It is important to note that the above probability does not depend on the distribution
of L and C, thus it is possible to estimate both p and 6 following the method of [25].

As the EM-algorithm, the stochastic—-EM algorithm is an iterative algorithm
which requires an initial value for the unknown parameter 6, for example, 6°,
and which allows us to obtain iterates (p°,0%);. Indeed let (p*,8") be the current
value of the unknown parameters, the next value (p**',0**") is derived in the fol-
lowing way:

1. Expectation step: For i =1,...,n and j =1,...,d calculate:
plj = h(jslI"xisai;pS’Gs)'

2. Stochastic step: Fori=1,...,n simulate a realization z; of a random variable
taking the value j e{1,...,d} with probability pj;, and define for j =1,...,d:

XS =lie{l,..,n};z = j}.

J

3. Maximization step: For j=1,...,d we set:

et — Card(X;)

J
n

and for j =1,...,d we have:
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9“;“ = argmaxfj(e | (l,x,6)),

6O

where:

,0]x.8)= 2{5,. log(x; |0)— I x| G)dx}.
ieX? i
J
In the special case of mixture of exponential distributions, that is when
F={x f(x|0)=0exp(—0x)1(x > 0);0 € (0,+0)}, it is straightforward to see that

fOI'j— 1,...,d we ha\/e.
2 éi
iex®

s+l _ J
03+ =

Ziex; (i =) '

Obtaining an initial guess #° may be a tricky problem, see [25] for discussion and
comments about initialization of the stochastic EM—algorithm. There are several
ways to construct the final estimate based on K iterations of the algorithm. The most
classical one, because the sequence (p*,0°%),s, is a Markov chain, consists in taking
the ergodic mean of iterates, that is:

.1 \ AN,
p:EZp and 9=K;0.

s=1

The asymptotic properties of these estimators have been studied in [32]. It may be
more stable to replace the current value of the parameters obtained at step s of the
preceding stochastic EM—algorithm by the average of the estimates obtained along
the s—1 first iterations. However, this method is at the cost of losing the Markov’s
property of (p*,0%).

11.3.3 CurRe MODELS

Cure models are special cases of duration models; Boag, [33] was among the first
to consider a population of patients containing a cured fraction. He used a mixture
model to fit a data set of follow-up study of breast cancer patients and estimated the
cured fraction by maximum likelihood method. As previously stated, the specificity
of cure models comes from the fact that a fraction of subjects in the population will
never experience the event of interest. This outcome is the reason why most of cure
models are special cases of mixture models where the time of interest T has the fol-
lowing distribution:

T ~(1-p)Fy+ po.,
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where p €[0,1], F, is the probability measure of a non-negative random variable
and &, is the Dirac measure at {+o}. It means that if Y is a Bernoulli latent ran-
dom variable with probability of success p, Ty a non-negative random variable,
independent of Y, with cumulative distribution function Fy(¢) = Fy([0,t]), then
T has the same distribution as (1-Y)xT, +Y x{+o}. Hence, the distribution of
T is degenerated in the sense that its cumulative distribution function Fy verifies:
Fr(t)=-p)Py([0,£]) + pd..([0,]) =(1—p)Fy(t) > 1—p as t tends to +oo. The
parameter p corresponds to the fraction of cured patients.

Now considering right censoring means that we observe (X,A) = (T AC,I(T <C))
instead of T where C is a random or deterministic right censoring time. In addition
to (X,A) an R”-valued covariate vector Z = (Z,,...,Z,) maybe observed, and if we
consider that Ty and C are independent conditionally on Z but that conditionally on
Z =z we have Y ~ B(p(z)) then the conditional cumulative distribution function of T
given Z is defined by:

Fry(t]2) = (1= p(2) R ([0,1]] 2) + p(2)0,5([0,2]) = (1= p(2)) (¢ | 2).

Because Pr(C < +o) =1, the event {T =+oo} will never be observed since X <C
with probability one. Concerning the probability of being cured a logistic regression
model is generally assumed (see [34]):

exp(yo +7'2)

V4 . = .
Pz lv0,7) TES——

Concerning the distribution of T, conditionally on Z =z parametric and semi-
parametric approaches are available. A review of most standard models and soft-
wares is available in [35]. Let us look at the general principle of implementation
of a stochastic EM—algorithm for a cure model. First let us write 6 the model
parameter that may include functional parameters and we note (x;,0;,%; )i<i<, the
observed data:

Step I: Find an initial guess 8 for 6
Step 2: Update the current value % to **
a. Forie{l,...,n} simulate a realization y*’ using the law of ¥ con-
ditionally on (X,A,Z) = (x;,8;,z;) and 8 =0,
b. Based on the augmented data (x;,8;, ", z;)i<i<, calculate 8°*" by
an appropriate method;
Step 3: Based on iterates 6,0,...,6" obtained by using repeatedly the
above step 2 derive a estimate 6 of 0.
Writing So(x1z) the survival function of T, conditionally on Z = z it is
easy to check that:
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40(x,8,2)= Py (Y =1[(X,A,Z) = (x,5,2))

_ P(z]70,¥)(1-0) '
P 70,7)+ (1= p(z|70,7))So(x | 2)

It is important to note that this conditional probability does not depend on the distri-
bution of the censoring variable. This fact is essential because it allows considering
the distribution of C as a nuisance parameter in the model.

Example 11.1

Let us assume that the covariate Z is real-valued and that conditionally on Z=z
the random time T, follows an exponential proportional hazards model with con-
ditional hazard rate functions defined by 2,(z| B) = exp(B, + B1z). Then setting
7:(70/71), B=(Bo,B), and 0 =(yo,71,B0,B)e R4, and

(1-8)explyo +712)
explyo +7:12)+ exp(_xel}o+ﬁ1z )

qo(x,6,2)=

Thus, given 0% =(y ¥ y0 B B, the kth iterate of @, for the simulation Step 2a
we have for 1<i<n:

y?k“B(q(,(k)(x,'/&,z/)),

while the updating Step 2b is as follows:

n
(k+1)

y*n = argma;Z(y,-“"ﬂ—6,-))|og(p(z,- 19)+(1-y )log (1-p(z | 7)),

R
reR N3

And:

n

pry = argmaxZ((1 - y}"))&)(ﬁo + ,312;)—(1 - y,-(k))xfeﬁmmz".

2
BeR ST

Assuming that K iterates have been obtained, final estimate of Step 3 may be
obtained by averaging the iterates, that is §=K"'Y";_ 8%

11.3.4 Excess HAazarD RATE MODELS

Excess hazard rate models are used in cancer epidemiology studies to evaluate the
excess of risk due to the disease. Generally, considering that an individual is diag-
nosed at age a > Oits risk or hazard function 4,,,(¢) attime £ > 018 A,,,(a@ +1) + A (1)
where A,,, is the known population risk given by life tables while 4,,. is an unknown
additional risk due to the disease. In addition, the probability p that the individual
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does not die from the disease is generally not null resulting in an improper excess
risk function A,,. connected to p through the relationship:

p= exp[— J.OM/L,M.(S)ds].

Of course, in such a model the population risk and the excess risk may depend on
covariates and data are generally incomplete including, for instance, right cen-
soring. For example, a proportional hazards model on the excess risk function
allows us to include covariates effects (see [36] for an efficient semi-parametric
estimator).

Let us see that it is possible to obtain a latent variable representation for a time to
event T the hazard rate function of which is 4,,,. Indeed, let us introduce the random
variable A corresponding to the age at which the individual is diagnosed. Then let
Z be a Bernoulli random variable with probability of success p €[0,1], T,, =+, T,
a positive random variable with hazard rate function A,,,, and T, a positive random
variable with hazard rate function A,. Assume, in addition, that conditionally on A
the random variables Z, T, and T are independent, then conditionally on A = a, the
hazard rate of the random variable:

{ZxT, +(1-Z)xT,} AT, — A}

is A.»s Whenever we have for all ¢ > 0:

t “Aexe (D) —
Ao(r) = j Ao(s)ds = —log(ep],
0 1-p

where A,..(t) = J'(;lex((s) ds. Itis interesting to note that the excess hazard rate model is
close to the competing risk model. Indeed, if T} = Z xT,, + (1-Z)xTy and T, =T, — A,
we observe the smallest lifetime T =T, AT, and the lack of information about the
component failure (here 1(7; <£T3) is not observed) is compensated by the assump-
tion that conditionally on A, the distribution of 7, is known.

There is a large amount of literature about parametric, semi-parametric, and
non-parametric estimation of these models. In addition, a major difficulty comes
from the heterogeneity of the observed T, which generally depend on covariates
that include the age at diagnostic. See, for example [37] for recent discussion about
this issue.

Here, for simplicity, we consider that 4,,, is homogeneous, more precisely it
means that it does not depend on the age at diagnosis. Let S, (rtesp. S, and S ,,,) be
the survival function associated to the hazard rate function A, (resp. A, and A ,,,).
It is straightforward to check that if A=a:

Sobs (1) = Sexe (1) X Spop(t +a)  forall £ 20.
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Hence, based on 7 i.i.d. copies (T"),; ., of T and assuming that all the individuals
are diagnosed at the same age a, the empirical estimator of S, is defined by:

~ 1 n
Sobs (t) = =2 Yi(2).
n =
where Y;(f) =1(T” > ) and thus S,,. is naturally estimated by:

§0bs ([)

Sere(t) = .
® Spopla+1)

In this very simple case the asymptotic properties of §,.. are easy to obtain. Suppose
now that the age at diagnosis varies from one individual to another, and let us write ¢;
the age at diagnosis of the ith individual. It is well known (see [8]) that the intensity
process of the counting process N(t)= Y. 1(T"” <¢) is:

DV (e O+ Ry, +1)).
i=1

By a method-of-moment approach we derive an estimator A, defined by:

’

~ (AN (5) = Yi($)Ap (a; + 5)ds
Aexc(t) = ZJ‘ n pop
e Zi:l Yils)

This estimator is known as the Ederrer II estimator of the cumulative excess risk
function (see [38] for more general non-parametric estimators of the cumulative
excess risk function). Note that in the case of right censoring, that is, if instead of
observing (T, a,),;. ., we observe (X, A, a;)._,..,, where A; =1 if X' =T,
and A; =0 if X <7 then this estimator is still valid simply replacing N;(t) by
Ni()=1(T? <t;A; =1) for1<i <n.

11.4 LATENT VARIABLE OR PROCESS MODELS FOR
HANDLING SPECIFIC PHENOMENA

In this section, we give a few examples of time-dependent models that describe
the degradation of a system and where the latent variable may depend on the time.
There are a large number of stochastic degradation models, here we focus on Gamma
processes. To be more specific X = (X,);so is a Gamma process with scale param-
eter b>0 and continuous and non-decreasing shape function a:R" — R" with
a(0)=0 if X is a random process with independent Gamma distributed incre-
ments with common scale parameter b >0 such that X, =0 almost surely and
X, — X, ~T'(a(t)—a(s),b) for every 0<s<t where for o >0 and >0 we note
I'(a, B) the Gamma distribution with PDF:
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a . a-1
Jrap(X) = %1@ >0).

Note that if the shape function satisfies a(¢) = at, then the Gamma process X is
homogeneous since for s > 0 and ¢ > 0, the distribution of X,,; — X, is nothing but the
I"(as,b) distribution which hence does not depend on ¢.

11.4.1 GamMMA DEGRADATION MODEL WiITH RANDOM INITIAL TIME

In [39] a stochastic model is introduced for a component that deteriorates over time.
The deterioration is due to defects which appear one by one and next independently
propagate over time for passive components within electric power plants, where
(measurable) flaw indications first initiate (one at a time) and next grow over time.
The available data come from inspections at discrete times, where only the largest
flaw indication is measured together with the total number of indications on each
component. As a consequence the model of [39] can be seen as a competing degrada-
tion model. Let us describe here a simpler model with a single degradation trajectory
that initiates at the random time 7', which is a latent variable. For example, we may
consider that Y, is the length of a crack at time ¢ that appears at time T >0, and we
consider that at time # +7 the length of the crack is X, where X = (X, ), is a Gamma
process with scale parameter b >0 and continuous and non-decreasing shape func-
tion a(;6;):R* — R* where a(0;60,) =0 with 6, e ®, c R”. Then Y, = X( oyt where
x" =max(0,x). Assuming that T has a PDF f;(+6,) with 6, € ®, c R? the random
variable Y, has the PDF:

t pa(t=s:0)  a(t—s;01)-1

1 5:0) = (1= Fr 1:0)) (0 + | et s ee;‘)p(‘by ) f1(5:0)dsdy
—9,U]

with respect to the sum of the Dirac measure &, at 0 and the Lebesgue measure
dy on R where 6 =(6,,0,,b). When N i.i.d. copies (Y*), , of the delayed
degradation process Y =(¥,)» are observed at times 0=ty <t <---<fy, for
k=1,...,N, it is possible to derive the joint distribution of (Yti];)""’ytiﬁf) to apply
a maximum likelihood principle. However, due to numerical instabilities the max-
imization of the associated log-likelihood function is a tricky problem. An alterna-
tive estimation method based on the pseudo-likelihood (or composite likelihood)
can be (see, e.g., [40]) an alternative method. It simply consists in maximizing:

N 1

0 D> log(fy,, (:0)),

k=1 i=1

where for 1<i<n and 1< j <N, y, is the observation of ¥, . In other words, the
pseudo-likelihood method consists in doing as if the random variables ¥, were
independent, this simplifies the calculation of the log-likelihood at the price of a loss
of efficiency. See [39] for an application to competing degradation processes.
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11.4.2 GAMMA DEGRADATION MODEL WITH FRAILTY SCALE PARAMETER

In [41] a fatigue crack propagation is considered where the crack growth is
described by a non-homogeneous Gamma process where the scale parameter is a
frailty variable. Let us consider a degradation process X = (X,),»o observed at times
0=fy<t;<---<t,. Let a:R" — R" be a continuous and non-decreasing shape func-
tion with @(0) =0 and B a non-negative random variable with fp as PDF. Here we
assume that conditionally on B = b > 0 the random process X is a Gamma process
with shape function a and scale parameter b. It means that conditionally on B=5 >0
the increments AX; = X, — X, for i =1,...,n are independent with PDF:

n (6Xl~)Aai_1bAai CXp(_béxi)
0Xxy,...,0x, 1b)= ’
Jax,...ax,18(8 X, X, 1) 1:[ I'(Aa;)

where Aag; =a(t;))—a(t;_;). As a consequence the unconditional distribution of
AX; =X, - X,  fori=1,...,n when B has a PDF fj is given by:

40 Aa;-1 7 Aag;
Fot s, B0 57,) = Hj ORI D D b

For the special case of Gamma frailties, that is when B ~I'(a, 8) we obtain:

Aa;— a
i B I'(Aa; + )
Jaxyoax, (0X1,...,6%,) = H[6x+ﬁj [5X;+ﬁ] ['(Aa)T(a)

Now suppose that the shape function a depends on an Euclidean parameter
6 €®c R”, then based on N iid. copies (X)), , of X and setting 6x; the
observation of AX{” = X;”” ~ X{” for 1< j <N and 1<i< n, the likelihood function
is therefore defined by:

N n Aa;(0)-1 a
_ _Ox; B [(Aa;(0) +a)
E(G’a’ﬂ)_HH[5x,-j+ﬁ] (5xij+ﬁJ I'(Aq;(0) ()’

where Ag;(0) = a(t;;0) —a(t;_;0).

11.4.3 BivAarRIATE GAMMA DEGRADATION MODELS

In [42] the intervention scheduling of a railway track is discussed based on the
observation of two dependent randomly increasing deterioration indicators modeled
through a bivariate Gamma process Y = (Y,(l), Y )[> , constructed by trivariate reduc-

tion (see [43]). As we will see next this construction is based on the properties that
the sum of two independent Gamma processes with common scale is still a Gamma
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process from one hand, and, on the other hand, that the components of the bivariate
process share a common Gamma latent process which allows obtaining correlation
between the two marginal processes.

Now let us consider three independent Gamma processes X for 0 <i <2 with
scale parameter one and shape functions ¢; : R* — R*. The bivariate Gamma pro-
cess Y is defined by:

v o= (X0 X))/

e = (X0+XxP)/b,

where b, and b, are two positive scale parameters. As a consequence Y has indepen-
dent increments and for i =1,2 the marginal process (¥,”’)  is a Gamma process
with scale parameter b; and shape function oy + ;. In addltlon it is straightforward
to check that we have for i =1,2:

E(K(i)):ao(t)+ai(t) and Var(Yt(i)):aO(t)_"ai(t).
b, b?

and:

o(?)

cov(Y,(”, K(Z)): o
12

Now let us consider that the process Y is homogeneous (i.e., o;(t)=a;t for
0<i<?2) and observed at times 0 =1, <f, <t, <---<t, and let us define the incre-
ments At;=t;—t;; and AY; =(AY",AY? )= Y(“ Y Y®-Y® ) for 1< j<n.
It is easy to check that the blvar1ate Gamma process Y can be parametrlzed equiva-
lently by (atg,02,02,b,b,) or (ul,,uz,cl ,O’z,p) where for 1< j <n:

) _
PP L I T )
At; b;

o _
o? :var[AY’ J: Dot o i=1,2,

@ (65} (2)
r -y Y] -2 4

p =cov \/7 \/T :@.

Then by the moment method (4, it,,67,073, p) is estimated by (41, 1, 61,63, p) where:

z " (Ya)_ym)
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are unbiased estimators of (u, 4,071,073, p). Now, since we have:
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In [42] an alternative estimation method is proposed based on the maximum likeli-
hood principle. Indeed, based on marginal observations ( Y(’)) , parameters b;
are estimated using the maximum likelihood principle. Then, con51der1ng incre-
ments AX; © —X © -X, © for 1< j<n as hidden data, the authors develop an EM
algorithm to estimate (]ao,(xl,az)

11.5 CONCLUDING REMARKS

In this chapter we presented a panel of latent variable models that are useful in reli-
ability and survival analysis studies. We showed that a large variety of parametric,
semi-parametric, or nonparametric estimation methods can be used to estimate the
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models parameters. In addition, when direct calculation of the likelihood function
is mathematically too complicated, or numerically unachievable, estimation meth-

ods

based on EM or stochastic EM algorithms, or estimation methods based on the

pseudo-likelihood principle, may be interesting alternatives to classical estimation
methods.
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12.1 BACKGROUND FOR DEVELOPING THE EXPANDED
FAILURE MODES AND EFFECTS ANALYSIS

There is significant experience in the field of systems reliability analysis. Here the Fault
Tree Analysis (FTA) technique has played an important role due to its power for empha-
sizing some aspects that exert an enormous influence on the reliability of redundant sys-
tems, specifically those designed to operate with high availability and safety requirements.

These analyses constitute a key support tool in decision-making process, which, in
turn, are a crucial aspect when it concerns activities or processes in industrial facilities
or services with significant hazards associated to the processes with which they deal [1].

To determine the dominant contributors of the risk or the reliability of a system,
detailed information needs to be adequately processed so that the proposed objective
can be accomplished.

However, the following difficulties are frequently present:

* Not all the necessary information for a correct decision is always available
* An important part of the information may be available, but not organized
and processed in an appropriate manner

The solution of these key problems can be achieved by:

e Gathering the raw data of the facility, processing them adequately, and pre-
paring a database oriented to reliability and safety, so that a specialized
computer tool of reliability and risk analysis can use it in a proper manner

e Training and qualifying specialists and managers in the use of these data-
bases and specialized computer programs so that the data can be used cor-
rectly and decisions can produce the expected results

Training and qualifying the staff of an industry in the use of specialized programs in
this field is not a major problem, or at least its solution can be ready in the short term,
because there is currently a significant amount of experience in that field.

Nevertheless, the collection of data, its handling, and developing of computerized
databases, ready to be used in risk and reliability studies, are time-consuming tasks.
On the other hand, the sample of available data should be sufficiently representative
of the processes that are going to be modeled (e.g., failure rates of components-
failure modes and average repair times).

Moreover, inaccuracies in the definition of the component boundaries and in the
way the raw data are described, among other aspects, bring with them uncertain-
ties in the data to be processed. The uncertainties degrees could be so high that,
for example, the generic databases available for use in the Probabilistic Safety
Assessment (PSA) indicate differences of up to 2 orders of magnitude in the values
of the failure rates of the same failure mode and type of equipment [2,3].
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In addition to this, it happens that current technological advances have in some
fields such a dynamic that, when it begins to collect the data and organize them to be
used, there may already be new designs somewhat different from those from which
data has been collected.

Regarding these problems, there is a need to look for ways to reach useful
results, even in the case of partial or almost total lack of data. Hence, qualitative
analysis tools, such as Failure Modes and Effects Analysis (FMEA) and Hazard and
Operability (HAZOP), need to become competitive with the powerful quantitative
tools, such as FTA, whose results depend to a large extent on statistical data.

But, the system “analysis tool-analyst team” must be able to fulfill the objective of a
detailed reliability or safety study with the lowest possible cost, the shortest execution
time, and the least associated uncertainties. This result can be achieved by providing the
analysis team with a tool that covers an exhaustive spectrum of safety-reliability aspects
to be evaluated, the methods for their evaluation, and some useful analysis options.

The matrix shown in Table 12.1 presents a comparison among a set of reliability
and risk analysis techniques widely used in industrial applications [4-9]. The com-
pared attributes are based on important characteristics that an effective analysis tool
should meet to support the decisions regarding safety and availability of facilities
and services with potential risks associated with their operation.

It also includes, as a comparative pattern, the most frequently used techniques
in the risk studies: the FTA and the Event Tree Analysis (ETA) [10-22], given their
benefits and strengths in this subject.

In Table 12.1, the symbols used as qualificator of the technique characteristics
mean:

TABLE 12.1

Comparative Matrix of Reliability and Risk Analysis Techniques

Techniques » HAZOP FMEA Checklist WhatlIf? SR PreHA ETA FTA

Items to Compare ¥V

Completeness ++ ++ — — — — +  ++

Structured approach ++ ++ — — - — ++  ++

Flexibility of application — ++ ++ ++ ++  ++ + 4+

Objectivity + + — — — _ + o+

Independence on quantitative + + ++ ++ ++ 4+ ++ =
data?

Capability of modeling — — — — - _ 4+ 4+
dependences

Independence on the analysis — + ++ + + — —_ =
team expertise®

Quickness in obtaining results - - + + + + + -

@ In achieving quantitative results.

b Refers to the skill in using the technique.
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++ High

+ Moderate

— Low

—— Very low or none

The acronyms used previously mean:

HAZOP: HAZard and Operability Analysis
FMEA: Failure Mode and Effect Analysis
SR: Safety Review

PreHA: Preliminary Hazard Analysis
ETA: Event Tree Analysis

FTA: Fault Tree Analysis

The characteristics to compare the different techniques in the matrix of Table 12.1
have been defined in a positive sense considering the benefits of the technique to
achieve an exhaustive reliability or risk analysis of a system. This requirement means
that the techniques with the greatest number of “+4 and “+” results will be the best
candidates to use in that kind of analysis.

Analyzing the previous matrix, the FMEA technique resulted one of the best
candidates to improve for powering its characteristics to include some important
analytical advantages of the FTA as, for example, the functional dependence and
common cause failure (CCF) analyses.

On the other hand, reviewing some recently works published about the FMEA meth-
odology [23-26], not one was found dedicated to treat the subject of the dependency
analysis within FMEA/Failure Mode, Effects, and Criticality Analysis (FMECA).

Thus, an analytical tool has been developed that keeps the best characteristics of
the qualitative techniques as FMEA does and that adds some of the greatest poten-
tials of the quantitative ones. These strengths along with some other important fea-
tures, which have been included in the expanded FMEA (FMEAe) methodology, are
described in the next sections.

12.2 SOME DISTINCTIVE FEATURES OF THE FMEAe
METHODOLOGY

The FMEA technique is recognized as a powerful analysis tool because it combines
the structuring and the completeness of the method with descriptive capacities that
improve its integrity, giving the analyst the flexibility to describe in a more com-
plete way all the characteristics of the system from either the design or the opera-
tion standpoints. Thus, FMEA analyzes how these characteristics may influence the
system reliability, or the risk they induce, and gives an order of the importance of
system’s postulated failure modes, allowing optimizing the corrective measures to
reduce risk or increase reliability [4—10].

However, also recognized as an important limitation of the method is its inability
for dependence analysis, an aspect well modeled by the FTA technique. Precisely
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one of the most frequent causes of accidents in complex industrial facilities has been
the common cause failures and human errors, hence the importance of being able to
treat them adequately in these studies.

An important part of the insufficiencies or limitations found in the qualitative
techniques presented in Table 12.1 have been resolved in FMEAe. The most sig-
nificant improvements in FMEAe methodology, in comparison with the traditional
FMEA! were introduced through several procedures for:

e Determination of common cause basic events, estimation of their probabili-
ties, and inclusion of them in the list of failure modes for the criticality analysis

* Analyzing the joint importance of components of the same type to determine
those types of components with largest contribution to risk or unavailability
and backing up, in that way, the standardization of the corrective measures

* Estimating the risk or reliability of the system under analysis by means of a
global parameter called System Risk Index (IRS).

In FMEAe, these analyses are carried out through algorithms of identification and
comparison of strings. These strings include the information in the fields of the tra-
ditional FMEA worksheet, together with some other that have been added to enlarge
and complete the information about the design and functioning of the components
involved in the analysis [27,28].

Figure 12.1 presents the work sheet of FMEAe in ASeC computer code, showing
the CCF modes included at the final part of the list (those whose code begins with CM),

8| ASseC_FMEAe  Proyecto: FFighting

Archivo Edicién  Ayuda

Administiacién  Hoia de Trabaio | Resuitados |

Sistema:[GEN FFIGHTING SYSTEM ID: [FFSYSTEM-01  Planos de Ret.: [FFIGHTING
Subsistema: | 1D:| Datos Técnicos
Componente I Modelo l Interfaces I Funcién IH:dmd C Estado Conds.Trab. Local ~
T01 Almacenamiento de fluido/Liquido  100% 23 NIVEL NOMINAL/AUTQ  Presién normal Local001
V001 Aislamiento del equipo/Liquido/Gas/200% A  45: Error humano (diagnéstico/:Presién normal Local001
V001 Aislamiento del equipo/Liquido/Gas/200% A  45: Enror humano (diagnéstico/:Presién normal Local001
VE-001 POWER380JCL1 Permitir paso de fluido ante demanda.200% 1  6: Cenrado/AUTO (vélvula,boté Presién normal Local002
VE-001 POWER380)CL2 Permitir paso de fluido ante demanda.200% 1  6: Cenado/AUTO (vélvula,boté Presién normal Local002 ”
Datos de Fallas y Efectos
No. Modo de Falo FodGlTasaF rnh:'mﬂ Contioles Causas |FPc|F0c|EA Iu ’TIW'E |cn |,.
i uptura de envolvente (1) JT 10E9 6760 10 3 Monkoreado coninuamente  Cortosion T 3
2 [EnHumPostinsp./Prueba/Mntmto. (M)EX 1,062 6 Erthum. é 13 2
B [EnHum Postinsp. /Prueba/Mntmto. (M)EX  1.0E-2 3 JEtthum, i 13 2
4 [Falaaabir(0) VM 1065 720 20 2 Probado peribdicamente FallaIC/Relé 0863 2
5 [Falaaabir(0) VM 1065 720 20 2 Probado Fala 0753 2 s
FiaNo: 1 Observaciones
Modos de Falla Generadores de FCC ate storage tark for fe fighing. o Dbseryackney ~ 8
Cédigo Total . 'ater storage tank for fire fighting.
[newvio <] s fio anually operated valve V1 fais to remain in positio (open). 4|
,—L’ G2 ,_ lanually operated valve V2 fails to remain in position (open). Due i‘
l—;| a1 [_ otor operated valve MV1. Periodically tested (monthly).
5 otor operated valve MV2. Periodicaly tested (monthy). o 5_]
No.de Componentes-Modos de Falla: [22 = % S E) v x| 8

FIGURE 12.1 FMEAe worksheet in ASeC computer code.

! Not included in the computer codes considered in the state of the art of this methodology.
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which form part of the criticality analysis. These events are generated automatically by
algorithms that handle the information the analyst provides for the worksheet using the
first two tables: Datos Técnicos (Engineering- related Data) and Datos de Fallos y Efectos
(Failures and Effects Data). The third table of the worksheet, Observaciones (Remarks),
serves to complete ideas or descriptions about the failure mode, mode of operation, mode
of control of the components, or any consideration made for the analysis.

In the lower left corner of the worksheet appears a panel showing the quantity
and code of the component-failure modes, which are the precursors of the CCF, clas-
sified by their degree of dependence (Gl1 to G3, in decreasing order of size). In this
example, ten precursors having a G3 dependence degree were determined, where
G3 represents the highest degree of dependence, G2 an intermediate degree, and G1
the lowest degree. As can be observed, for this example, there were no precursors of
the G1 degree because all the five pairs of precursors share the attributes of the G3
failure. Later, in Section 12.4, the methodology developed for the automated deter-
mination of CCFs in FMEAe will be described in more detail.

After the worksheet fields had been filled, if there are data available it is conve-
nient to start the criticality analysis by determining the CCFs so that their influence
in the results is not missed. This latter issue is especially important in the case of
redundant systems, which can be verified later (Section 12.6) through the example of
application of the FMEAe methodology to a fire cooling system.

After determining the CCEF, the criticality analysis is carried out by one of two
approaches: the Component Reliability Model or the Risk Matrix. The first approach
uses models similar to those included in the FTA technique to estimate the probability
of basic events and it is discussed in this chapter. Here, the calculated reliability param-
eter (probability of loss of functional capacity) is one of the factors used to determine
the criticality of the failure modes, together with the degree of severity of their effects.

There are three types of effects, each of them requiring of a separate analysis: the
environmental effects (EA), the effects on the safety or health (ES), and the effects
on the system availability (ED). The example shown in Figure 12.1 presents a case in
which the failure modes affected only the system availability.

Another distinctive feature of the FMEAe worksheet can be observed from
Figure 12.1, and it refers to the way the information is presented to the analyst. As
can be seen, the worksheet contains three tables that present all the relevant informa-
tion for the analysis in a unique screen page so that the user can access all the aspects
at once without the need to scroll to another page.

12.3 CRITICALITY ANALYSIS OF FAILURE MODES BY APPLYING
THE COMPONENT RELIABILITY MODEL APPROACH

The Component Reliability Model Approach is the preferred method to use when
the failure rates are known or can be estimated, as well as the average repair times,
and other parameters of the components-failure modes, which depend on statistical
data. As in the analyses carried out by the FTA technique, here it is assumed that the
failure rates and average repair times of the components-failure modes have a behav-
ior described by the exponential distribution, in which they remain approximately
constant in the time considering that the component is in its useful life.
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To model the behavior of components reliability through the loss of their func-
tional capacity, two parameters are considered. One of them is the probability of
failure (p), which characterizes the reliability of the components that must operate
during a given mission time; the other is the unavailability (g), for those in standby
that must change their position or state at the time of the demand.

Together with the reliability parameter, the effects caused by the failure modes
are considered to form a matrix (probability of occurrence vs. severity of the effects
of each failure mode). This matrix is affected, in turn, by a weighting (quality) factor
that considers the way the equipment is commanded, that is, auto-actuated or manual
mode from either a remote panel or locally (at field).

The rest of the characteristics that influence the functional capacity of the compo-
nent, such as degree of redundancy and the control mode (periodic testing, continu-
ously monitoring, or non-controlled component), are already included implicitly in
the reliability model of each component-failure mode and in the severity of the effect
considering the information filled in the worksheet by the analyst.

There are five degrees of severity for the three kind of effects considered in
FMEAe, which are described in Tables 12.2 through 12.4.

This approach assumes that once the failure mode has occurred, the effect will
take place. In the case that more than one effect of the same kind (environment-
related, safety/health-related, or facility’s availability-related) can occur, the one
with the highest severity is chosen.

TABLE 12.2
Severity of the Environmental Effect of a Failure Mode (EA)

Qualitative Classification  Associated
of the Effect Value Meaning

Low 1 There are no impacts on facility’s site. It considers only
internal minor effects. Corrective measures are
not required.

Serious 2 There are minor impacts out of the facility boundaries, which
demand some cleaning procedures, considering a recovery
time of 1 week or less. There is presence of smoke, noise,
and bad smells. The local traffic is affected by the
evacuation.

Severe 3 There are minor impacts outside the facility boundaries,
which require some cleaning processes with a recovery time
of at least 1 month. Possible wounded or injured people.

Very severe 4 There are serious impacts outside the facility boundaries.
Reversible damages are considered with a recovery time
of up to 6 months. Moderated impacts on animal and
vegetal life. Temporary disabilities of people.

Catastrophic 5 There are significant impacts outside the facility boundaries,
with a recovery time of more than 6 months. Irreversible
damages on animal and vegetal life are considered. Possible
deaths or permanent disabilities of people are considered.
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TABLE 12.3

Severity of the Effect of a Failure Mode on the Safety or Health (ES)

Qualitative Classification Associated

of the Effect Value Meaning

Low 1 Local minor effects (including first aid procedures).
There are no disabling damages.

Serious 2 Appreciable internal effects. Temporary injuries and
disabilities.

Severe 3 Important internal effects. Some permanently injured
and disabled people. The occurrence of up to 1 death is
considered possible.

Very severe 4 Very important internal effects. Several permanently
injured and disabled people. Up to 4 deaths are possible.

Catastrophic 5 Catastrophic internal effects. Multiple permanent
affectations. Numerous deaths (5 cases or more).

TABLE 12.4

Severity of the Effect of a Failure Mode on the Facility’s Availability (ED)

Qualitative Classification  Associated
of the Effect Value Meaning

Low 1 There is no effect on production/functioning. Additional
maintenance tasks during shutdown could be required.

Serious 2 Loss of important redundancy/reserve. An unplanned
shutdown within 72 hours could be required. Recovery
time of up to 1 month is considered.

Severe 3 Immediate shutdown is required. Recovery time of
1-3 months is considered.

Very severe 4 Immediate shutdown is required. Recovery time of
3-6 months is considered.

Catastrophic 5 Immediate shutdown is required. Recovery time of more
than 6 months.

Any necessary clarification in support of the analysis as, for example, some
analysis hypothesis, basis of causes and effects, or assignment of certain param-
eters, whose certainty is not proven, is made in the Remarks table of the work-
sheet, for each failure mode analyzed. Finally, the corrective measures derived from
all the information collected and the criticality analysis are incorporated in the
Recommendations field of the Results sheet.
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12.3.1  INDEXES USED IN THE CRITICALITY ANALYSIS
ofF CoMPONENTS-FAILURE MODES

The criticality analysis in FMEAe uses some factors related to the following subjects:

* Probability of occurrence of the failure mode

e Severity of the induced effects

e Mode of control (periodic testing, continuously monitoring, etc.)
* Mode of command (auto-activated or manually-activated)

e Degree of redundancy

e Mechanisms of common cause failures

Next, a set of semi-quantitative indices is defined for the criticality analysis of the
component-failure modes.

12.3.1.1 Component Risk Index

The Component Risk Index (IRC, gives a measure of the importance of each
component-failure mode within the system function according to the three kind of
effects (ED, ES, and EA) so that there can be three kind of risks related to the sys-
tem function due to the occurrence of a failure mode i: IRCd,, IRCs;, and IRCa,.
Following the Component Reliability Model Approach, the expressions of these risk
indexes are:

IRCd; = (¢;)(ED;)(FPm,) (12.1)
IRCs; = (¢;)(ES;)(FPm,) (12.2)
IRCa; = (¢;)(EA;)(FPm;) (12.3)

where:

g, is the probability of failure or the unavailability of the component-failure mode i

ED;, ES; and EA, are the severity degrees of the three kinds of effects
(availability-related, safety-related, and environmental, respectively)
induced by the component-failure mode i

FPm, is the weighting (quality) factor that considers the way the respective equip-
ment that experiences a failure mode i is commanded when it is demanded
for operation, that is, auto-actuated or in manual mode, from either a remote
panel or locally at field

It takes the following values: 1 for components auto-activated; 3 for components
commanded in remote manual mode (from a control room), and 5 for components
commanded manually at field (by hand switch located near the equipment).
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A qualitative scale to classify the criticality of each failure mode is established
starting from a limiting quantitative goal for the IRC value defined by the following
criteria:

1. A value of ¢ = 1.0 E-3, which corresponds to systems with high require-
ments of safety and availability, as for the industries of good practices, such
as, for example, the nuclear power plants. It means that the system may be
unavailable 8 hours per year, considering that its availability is assessed for
a typical year of operation, that is, 12 months (between planned shutdowns
for maintenance).

2. Neither environmental effects nor effects on the health of people are pres-
ent, and there is only a light effect on the system availability (EA = 0;
ES=0;ED=1).

3. A weighting factor FPm = 1 (neutral) is considered, corresponding to the
best engineering practice in which all the components are activated on an
automatic signal.

In this way, the criticality scale starts with the target minimal value of IRC = 1.0E-03,
and increases periodically by a factor of 5 until reaching the postulated upper limit
of IRC = 1.2E-01, above which it considers that the criticality of the component-
failure mode is extreme (extremely critical component-failure mode). The scale is
as follows:

e IRC < 1.0E-3: The risk index of the component-failure mode tends to
excellence

* 1.0E-3 < IRC < 5.0E-3: The risk index of the component-failure mode
moves away from the target in a tolerable range

e 5.0E-3 < IRC < 2.5E-2: The risk index of the component-failure mode has
been degraded

e 2.5E-2 < IRC < 1.2E-1: The risk index of the component-failure mode is
critical

e 1.2E-1 < IRC: The risk index of the component-failure mode is extremely
critical

12.3.1.2  System Risk Index

System Risk Index (/RS) is a measure of the average behavior of the functional
capability of the system through the IRC index. It is directly related to the system’s
reliability. Then it considers the contribution of all its component-failure modes,
through their IRC index, and it is estimated by expression (12.4):

n

ZIRQ
IRS — i=1 (124)
n
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where:
IRC:i is the risk index of the component-failure mode i
n is the total of component-failure modes of the analyzed system

Following similar criteria to those defined for the IRC, it is postulated that the IRS
target value is 1.0E-3. From this goal, a scale like that proposed for the IRC is estab-
lished, but with more intermediate ranges for a finer classification of the system reli-
ability. The scale is as follows:

e IRS < 1.0E-3: The risk index of the system tends to excellence

e 1.0E-3 < IRS < 2.25E-3: The risk index of the system moves away from
excellence in a tolerable range

e 2.25E-3 < IRS < 5.0E-3: The risk index of the system presents an incipient
degradation

e 5.0E-3 < IRS < 1.14E-2: The risk index of the system is degraded

* 1.14E-2 < IRS < 2.56E-2: The risk index of the system approaches the
critical zone

e 2.56E-2 < IRS < 5.76E-2: The risk index of the system is in the critical zone

e 5.76E-2 < IRS < 1.29E-1: The risk index of the system is very critical

e 1.29E-1 < IRS: The risk index of the system is extremely critical

12.3.1.3 Index of Relative Importance of the Component-Failure Mode i

The Index of Relative Importance of the Component-failure Mode i (IIR,) gives the
relative contribution or weight of the loss of the functional capacity of the com-
ponent due to the failure mode i (IRC,) to the IRS. It allows knowing how much
the IRC value of the corresponding component-failure mode deviates from the IRS
value either in excess or in defect. The greatest benefit of criticality analysis can be
obtained when the results of both indices, (IRC; and IIR;), are combined to make
decisions. The IIR,; is calculated according to the expression 12.5:

IRC,

IIR; =
IRS

12.5)

where:
IRC, is the risk index of the component-failure mode i
IRS is the risk index of the system

To classify the relative importance of the component-failure modes, the values of
IIR; are ranked according to the following scale. It is recommended to use the fol-
lowing values for decision making together with the IRC values of the respective
component-failure mode.

e IIR; > 10: Too important deviation in excess

e 5 <1IIR; £ 10: Important deviation in excess

e 2.5 <IIR; £ 5: Appreciable deviation in excess
e 1 <IIR; £2.5: Light deviation in excess

e IIR, < 1: No deviation or deviation in defect
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In this way, those component-failure modes, very critical or critical (according with
their IRC, values) with too important or important deviations in excess, will receive
the highest priority for proposing corrective measures to diminish their criticality.

12.3.2 TrReATMENT OF REDUNDANT COMPONENTS

The traditional FMEA technique does not make a global assessment of the system as
such, but it is restricted to the individual analysis of each of its components-failure
modes through their criticality (FMECA).

However, as it was previously mentioned, FMEAe defines an overall reliability/risk
index at IRS that permits assessment of the system as a whole. However, for a system
with redundancies, this way of assessing the reliability or risk will distort the value of IRS
and the contribution of each redundant component to it. Thus, to avoid excessively con-
servative results of the IRC values of failure modes derived from redundant components
to IRS, a procedure has been developed that considers the contribution of redundant com-
ponents to the reliability or risk of the system as a function of its degree of redundancy.

To perform the weighting process within this procedure, first, the redundant com-
ponents must be identified. To achieving this identification, two additional fields are
added to the Datos Técnicos table in the FMEAe worksheet (see Figure 12.1):

e Degree of redundancy (Reserv. field)
e Redundancy coupling train (C field)

Thus, each group of redundant components is identified with a unique integer value
in the “C” cell of the respective component-failure mode, and the following attri-
butes must coincide for that group, which represent table fields in the worksheet of
the FMEAe (see Figure 12.1):

e Component function (Function field).

e The mode of operation (Estado field).

¢ The failure mode (Modo de Fallo field).
¢ The mode of control (Control field).

After the group of redundant components has been identified, the unavailability of
their values or probabilities of failure (represented by ¢g,) are weighted (penalized),
as follows:

1. Case of groups with n identical redundant elements (lack of diversity). If
there is lack of equipment diversity in a group of n redundant components,
then all its components have the same generic code and the same model
(Cod. G. and Model fields in the worksheet tables in Figure 12.1, respec-
tively). Under this condition, the original ¢; value is raised to a power equal
to the degree of redundancy » and the result is divided by the latter. Finally,
the result is assigned to the new unavailability value gp; (weighted unavail-
ability) of each redundant component of the group—this being the new
value replaced by ¢, in expressions 12.1, 12.2, or 12.3.
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The general expression for this case is:
(@)"

n)=-—"—

gp(n) " (12.6)

where:
gp(n) is the weighted unavailability/probability of failure mode of redun-
dant components with redundancy degree n
n is the degree of redundancy of the redundant component group
q is the original unavailability/probability of failure mode of the redundant
component group degree of redundancy n

2. Case of groups with n redundant diverse components. This refers to those
groups of redundant components, which have the same attributes of non-
identical redundant elements, that is, they differ in the data of the Cod. G.
and Modelo fields in the FMEAe worksheet tables (see Figure 12.1).

The general expression for this case is:

n

qu'
qp(n) ZIT 12.7)

The following example shows the usefulness of this weighting procedure.

Consider a system consisting of three identical components A, B and
C, where A and B are arranged in parallel, and C is arranged in series
with them. Each of them has the same value of unavailability, g = 1E-3.
Assuming independence between components, the system unavailability
(Qs) can be estimated as follows:

Os =q(Ax B)+q(O)
=[q(A) x ¢(B)]+[¢(C)]
=1E-6+1E-3
=1.001E-3

If the reliability analysis of that system were performed applying
FMEAe, without considering the weighting procedure and applying
the expression 12.4, the IRS index would be (assuming no effects for
simplicity):

IRS =(IRC[A]+IRC[B] + IRC[C])/N
=(3E-3)/3
=1.0E-3
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where:
IRC[A], IRC[B], and IRC[C] are the component risk indexes of components
A, B, and C, respectively, assuming no effects
N is the total number of component-failure modes analyzed (assumed three
for this example)

As previously established, the IR index (relative importance of failure modes in
FMEAe) for each component is calculated applying the expression 12.5:

IIR[A]=IRC[A]/IRS
=1.0E-3/1.0E-3
=1

IIR[B] =IRC[B]/IRS
=1.0E-3/1.0E-3
=1

IIR[C] =IRC[A]/IRS
=1.0E-3/1.0E-3
=1

From these results, the inconsistency of redundant components A and B can be con-
cluded having the same contribution to the IRS of the component C. Different from
C, the occurrence of failure mode A, or failure mode B, is not a sufficient condition
for the system to fail. Then, this result means an excessively conservative contribu-
tion of the components A and B was caused by the previous procedure (without
weighting of ¢ values of redundant components).

The previous problem is solved by applying the weighting procedure in estimat-
ing the g values of the failure modes, in the case of redundant components, as estab-
lished by expression 12.7. Thus, the contribution of the risk index of each of the
failure modes of the previous example to the IRS, is estimated as follows:

qp (AB) = (IE-3)*/2
=5E-7

where gp (A,B) is the weighted unavailability of each component A and B, estimated
by expression 12.7.

According to the procedure, the gp substitutes the original ¢ value of the redun-
dant components involved, in this case, A and B, so that the new values of ¢ are
q(A) = 5E-7, g(B) = 5E-7, while ¢(C) keeps its value: g(C) = 1E-3, because the latter
is not a redundant component.
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Now the IRS can be estimated again, but using the new values of ¢ for A and B,
by expression 12.4:

IRS =(IRC [A] + IRC [B] + IRC [C])/N
=(5E-7 + 5E-7 + 1E-3)/3
=1.001E-3/3
=3.34E-4

As can be observed, the new IRS value (3.34E-4) is smaller than the formerly esti-
mated value without weighting the g values of the redundant components (1.0E-3),
which is considered more realistic because it considers the expected effect of the
redundancy on the system reliability.

The new IIR indexes for the component-failure modes A, B, and C are now
estimated again, but substituting the modified values of g and IRS, applying
expression 12.5:

IR[A] = IRC[A]/IRS

5E-7/3.34E-4

0.001497

IRC[B]/IRS
=5E-7/3.34E-4
=0.001497

IIR[C] =IRC[A]/IRS
=1E-3/3.34E-4
=2.99

IIR[B]

Finally, it should be noted that the new values obtained for IRS and IIR[A], IIR[B],
and IIR[C], are more representative of the system reliability, with a less value of IRS
and more realistic relative importance or contribution to the IRS of the three compo-
nents-failure modes (IRR[A] = IRR[B] << IIR[C]). This result proves the usefulness
of the weighting procedure for treating redundant components included in FMEAe.

12.4 PROCEDURE FOR TREATING THE COMMON
CAUSE FAILURES IN FMEAe

It is a fact that multiple failures due to common causes are less probable to occur than
single failures due to independent causes, but when they occur, they tear down the
design efforts to achieve high levels of reliability by means of redundancy. Because
of that, is important for system designers and operators to be alert about those issues,
even under lack of data for specific estimation of their failure rates or probabilities
of occurrence.
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In this way, the objective of treating the CCFs within a structured method like
FMEAe is to avoid letting their effects on results go unnoticed in cases where their
occurrence is possible despite the availability of quantitative specific data that reflect
their occurrence. Thus, FMEAe employs generic data, as a first approximation,
although later, the analysts can update them if the experience warrants it or depend-
ing on the existence of local defense measures.

The set of procedures developed to include the CCFs in an automated way
within the worksheet of FMEAe summarizes criteria and steps of other pro-
cedures collected in the literature specialized in the subject [29-34], and the
efforts to update and improve the methodology and general approaches of con-
cern [34]. To achieving this, the typical structure of the traditional FMEA work-
sheet had to be modified and some new fields were included in the tables, as
shown in Figure 12.1, to facilitate the analysis and comparison of the pertinent
information.

The algorithms of these procedures include the following general tasks/steps:

o It starts with a list of generic components, based on engineering judgment,
the operational experience, and on previous published studies [35-38] for
these components for which knowledge justifies this type of analysis, given
their functional characteristics and their failure mechanisms or effects.
However, other components could be included in this list, if the specific
operational data or the specific experience justifies it.

e From the list, some candidates are selected to form part of the CCFs analy-
sis. Those components that match the condition of being active redundant
components are, in principle, potential candidates. The FMEAe approach
defines up to three degrees of dependency (depth of dependence) as a func-
tion of the quantity of coincident attributes among all the possible ways
to share. In the group Gl are those components that only share internal
attributes such as the mode of operation or command, the failure mode,
the mode of control, etc. In the group G2 are comprised the components
that share the same attributes of G1 plus one of the two external attributes
(e.g., sharing the same room or the same working conditions). Finally, the
G3 group includes the components that share all attributes, either internal
or external. Then, depending on the degree of dependency, it is assigned
a value for the generic § parameter, which is directly proportional to such
dependency degree.

e The assignment of generic f parameters modifies the failure rate or the
probability of the component-failure modes involved, which are candidates
to CCF, whose value is adjusted as a function of the redundancy degree
of the common cause events group, applying the next expression taken
from [39]:

S22 -1.0
B =H{22+ﬂ2} (12.8)

i=2
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where:
P, is the beta factor to characterize the failure of Xk components from the
same generic group of size m
B, is the generic beta factor to characterize the failure of two components
from the same group (assumed here as 3, = 0.1, which is the average
of the values of f factors estimated for the component-failure modes
involved in previous CCF studies [30,31])

e Finally, the resulting CCFs are added in the worksheet, so that they are
part of the criticality analysis together with the rest of the single failure
modes.

The next Sections 12.4.1 through 12.4.4 offer some details of these tasks.

12.4.1 List oFf COMPONENTS WITH POTENTIAL TO GENERATE
ComMON CAusE FAILURES

According to the operational experience in the industry—with the highest safety
and availability requirements—and the recommendations resulting from impor-
tant works within the field of dependent failures analysis for nuclear power facili-
ties [12,29-38], a list of components with credible potential to generate CCFs has
been established for using in FMEAe.

Most represent active-type components or, in some cases, passive ones with active
failure modes (e.g., check valves). Other components, such as batteries, have been
included based on the recommendations of the operational experience of the preced-
ing references; although they do not have a macroscopic movement.

This preliminary list has a practical basis considering the generalized absence
of data that allows for determining a complete CCF study. Hence, it does not mean
that the occurrence of CCFs in other types of components is excluded; however, its
inclusion would considerably complicate the models and the expected results would
introduce high levels of unwarranted uncertainties.

A two-digit identifier accompanying each component of the following list is used
by FMEAe to make the CCF analysis an easier task. That code is an excerpt of the
3-digit code used in references [2,3].

* BT: Battery

* DG: Emergency diesel generator
¢ KA: Circuit breaker general

e KB: Circuit breaker bus bar

e KG: Circuit breaker generator
* MA: Motor electrical

e PD: Diesel driven pump

e PM: Motor driven pump

e PT: Turbine driven pump

* QB: Blower fan

* QC: Compressor

e RT: Relay time delay
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¢ RC: Relay control

e VA: Air operated valve

e VC: Check valve

e VD: Solenoid operated valve
* VM: Motor operated valve

12.4.2 CurassiFicATION OF COMMON CAUSE FAILURES INTO GROUPS
BY THEIR DEGREE OF DEPENDENCY

The dependency degrees are used in FMEAe to qualify the depth with which the
dependency mechanisms defined in [30,31,34] could act. Therefore, the ratio of fail-
ures due to common causes among the totality of causes is a value directly propor-
tional to that dependency degree. Following is a general description of the procedure
for classifying CCFs by their degree of dependency:

e Degree of dependency GI: The conditions that should be met by the com-
ponents included in the previous list to be considered as precursors of
potential CCF events of degree 1 (G1) is that they are identical redundant
components. That is, they need to have an exact coincidence of their inter-
nal attributes. This analysis is carried out in FMEAe through an algorithm
of identification and comparison of strings, which include the following
fields of the worksheet.

In the Datos Técnicos (Engineering-related data) table (see Figure 12.1),
it should coincide the following fields for all the components involved:

* Redund: 1t indicates the redundancy degree; and those component-
failure modes with values equal to or greater than 200% are of interest
(double degree of redundancy or higher)

e (: Itis the redundancy coupling train (those component-failure modes
with the same value of C, means that they belong to the same redundant
group, whose degree of redundancy can be checked at Redund.)

* Modelo: Here appears the identification code of the component manu-
facturer’s model

e Funcion: It indicates the component function within the system

e FEstado: It indicates the component state and the mode in which the
component is commanded (e.g., normally open, normally closed, auto-
activated, or manually activated)

In the Datos de Fallas y Efectos table (data related to failure modes, causes,
and effects; see Figure 12.1), it should coincide with the strings filled in the
following fields for all the components involved:

e Modo de Fallo: It indicates the failure mode of the component (e.g., fail
to open or fail to close)

e Cod. G: Is the two-digits generic code which identifies the compo-
nent type (e.g., manual operated valve, air operated valve, or motor
driven pump)
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* Controles: It indicates the mode of control of the component-failure
modes (e.g., non-controlled, periodically tested, or continuously
monitored)

* Degree of dependency G2: The conditions that should be met by the com-
ponents included in the list of Section 12.3.1 to be considered as precursors
of potential CCF events of degree 2 (G2) are the following:

* Meet the same conditions of the CCFs of degree G1

e Meet one of the following two external conditions (fields of the Datos
Técnicos table; see Figure 12.1):

— The components must operate under the same working conditions;
that is, the strings in the field Condiciones de trabajo must coincide
exactly

— The components must be located inside the same room or very
close to each other; that is, the information in the field Local must
coincide exactly

* Degree of dependency G3: The conditions that should be met by the com-
ponents included in the list of Section 12.3.1 to be considered as precursors
of potential CCF events of degree 3 (G3) are the following:

* Meet the same conditions of the CCFs of degree G1

e Meet the following two external conditions (fields of the Datos Técnicos
table; see Figure 12.1):

— The components must operate under the same working conditions;
that is, the strings in the field Condiciones de trabajo must coincide
exactly

— The components must be located inside the same room or very
close to each other; that is, the information in the field Local must
coincide exactly

12.4.3  AssIGNMENT OF PosTULATED GENERIC 8 FACTORS

After the CCFs have been determined, the common-cause failure rates for the
respective components are calculated, and then they are assigned to the correspond-
ing cell of the field Tasa F. (failure rate) in the Datos de Fallas y Efectos table of the
worksheet (see Figure 12.1).

The common-cause failure rate for each component involved is determined from
the value of the failure rate of the precursor single component-failure mode and the
generic f factor assigned. The latter refers to the 5, parameter of the expression 12.9
and is chosen from the following list, depending of the corresponding degree of
dependency (G1, G2, or G3):

¢ Gl:g,=01
. G2:,=0.15
e G3:b,=02
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The values of f3, listed are based on the following criteria:

e The basic degree of dependency depth corresponds to the sharing of inter-
nal conditions (G1)

e The basic redundancy degree is the double redundancy (2 x 100% of the
component nominal functional capacity) from which the f factors were esti-
mated in specialized studies as in [30,31] whose average value f = 0.1 is
indicated in Table 1.1 of these references.

e Starting from this value of , = 0.1, it is assumed that the addition of any
other external attribute to a CCF of degree G1 produces a linear increase
of its f# factor in 0.05. This increase is postulated according to the range of
values of f factors appearing in Table 1.1 of [30,31], so that the maximum
postulated value does not exceed the maximum value of such a range.

 In this way, the CCF of components with double redundancy of degree G2
will have a 8, = 0.15 and for those of G3 a 5, = 0.2.

12.4.4 CoRRECTION OF THE 3 FACTOR OF THE COMMON CAUSE FAILURE
EVENTS, ACCORDING TO THE DEGREE OF REDUNDANCY

* The values of the  parameter listed in Section 12.4.3 are representative of
CCFs generated by components with double redundancy.

* Since operational experience indicates that as redundancy level increases,
so does the probability of survival to the CCF of the components involved,
it is assumed that using these values for CCFs generated by higher redun-
dancy components is a very conservative approach. Then, to fix that prob-
lem it is used the expression 12.8 in Section 12.4.

» Finally, these fixed values of CCF rates are added to the end of the list of
tables in the FMEAe worksheet for revision and completion (e.g., to write
the pertinent clarifications in the Remarks table or to modify some val-
ues according to pertinent engineering judgment or expert criteria). After
the CCFs have been added to the FMEAe, the criticality analysis can be
performed so that it may include the influence of this kind of events, as
FTA normally does in a system reliability analysis.

12.5 ANALYSIS OF IMPORTANCE BY COMPONENT TYPE

This analysis depends on the results of the criticality analysis treated previously in
Section 12.3 and it reveals the types of component or groups of components (e.g.,
motor driven pumps, diesel driven pumps, motor operated valves, check valves, etc.)
with the highest criticality that support the decision making process in improving
system reliability. The steps of the procedure are:

* After the IRC, values have been calculated, they are grouped by component
types, according to their generic code (field Cod G. in the Datos de fallas y
effectos table of the FMEAe worksheet).
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e Within each group k, the average values of IRC[k], are calculated.
* Finally, the averaged IRC[k]; values are sorted in descending order and the
IIC[k] indexes are computed as follows:

Nk
ZIRCk,-

IC[k] = ’ﬂT (12.9)

where:
IIC[4] is the importance index of component type k (average IRC value
within a given group k of generic components)
Nk is the total number of component-failure modes belonging to the group &
IRC/ is the risk index of the component-failure mode i belonging to group k

e Thus, the most important component types which engender the most crit-
ical failure modes are determined; that is, the types of components that
most contribute to the risk can be known and, therefore, unique correc-
tive actions for similar components can be typified or, otherwise, important
design changes can be proposed.

12.6 RELIABILITY ASSESSMENT OF A GENERIC FIRE
QUENCHING SYSTEM APPLYING FMEAe

Figure 12.2 shows the simplified drawing of a hypothetical fire quenching system
whose reliability is assessed applying the FMEAe approach.

The design and operational information on which the reliability assessment is
performed is summarized as follows:

1. The system stays in standby state and it is activated automatically through
a signal of fire event from the instrumentation and control (I&C) circuits.

2. The standby positions/states of each component are indicated in Table 12.5.

3. The odd I&C circuit generates a signal to activate motor driven pump PM1
which is set in automatic position by its hand switch (HS), and this same
signal closes motor operated valve MV3 and opens MV 1.

9
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FIGURE 12.2  Simplified drawing of a fire quenching system.
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TABLE 12.5
State/Position of Components System of Figure 12.3
Component Component Standby Demand
No. ID Description State/Position State/Position Control
1. TK Water storage tank Full level Empty after Continuously
mission fulfilled  monitored
2. Vi Manual operated valve  Normally open Normally open Periodically
for isolating the odd tested
train
3. V2 Manual operated valve ~ Normally open Normally open Periodically
for isolating the even tested
train
4. PM1 Motor driven pump. Automatic Running for Periodically
Odd train 4 hours tested
5. PM2 Motor driven pump. Standby Running for Periodically
Even train 4 hours if PM1 tested
fails
6. VCl1 Check valve. Odd train  Normally closed Open while PM1  Periodically
is running tested
7. VC2 Check valve. Even Normally closed Open while PM2  Periodically
train is running tested
8. MV1 Motor operated valve Normally closed Full open Periodically
at discharge of the tested
odd train
9. MV2 Motor operated valve Normally closed Full open if train ~ Periodically
at discharge of the odd is failed tested
even train
10. MV3 Motor operated valve Normally open Full closed Periodically
for testing the odd tested
train
11. MV4 Motor operated valve Normally open Full closed is Periodically
for testing the even PM2 is running tested
train
12.  SP Sprinkler Empty Cooling water Non-controlled
flowing
13.  Power6KV  Support system for Energized Energized Continuously
power supply of both monitored
PM1 and PM2
14.  Power380V  Support system for Energized Energized Continuously
power supply of all monitored
MOVs
15. Odd-IC 1&C circuit for Energized Energized Continuously
auto-activation of the monitored
odd train
16.  Even-IC 1&C circuit for Energized Energized Continuously
auto-activation of the monitored

even train




Expanded Failure Modes and Effects Analysis 327

4. Under signal of fire event, if the flow is not established, a signal for activa-
tion of the even train is produced, which starts PM2 (set in standby position
of its HS), closes M V4, and opens MV2.

5. The odd train is tested every 720 hours through an MV3 valve flowing the
cooling water in recirculation mode through MV3 to the water storage tank
TK, and 15 days later, the even train is tested by starting PM?2 and recircu-
lating cooling water through VM4 to the water storage tank TK.

6. The motor operated valves (MOVs) MV3 and MV4 are tested monthly by clos-
ing them, following the same procedure used for testing each train. When the full
closed position is verified, the valves are opened again and stay in that position.

7. In a way like the former case, the MOVs MV1 and MV2 are tested monthly
by opening them. When the full open position is verified, the valves are
closed again and stay in that position.

8. The motor driven pumps, PM1 and PM2, are powered from the same 6000
volts alternating current (6 kV AC) bus bar.

9. All MOVs, MV1, MV2, MV3 and MV4 are powered from the same 380 V
AC bus bar.

12.6.1 GENERAL AsSUMPTIONS AND OTHER CONSIDERATIONS FOR THE ANALYSIS

Following is a set of general assumptions made for the analysis concerning data and
modeling to gain simplicity for achieving the analysis purposes.

1. Only two types of support systems were considered: power supply and 1&C
circuits for auto-activating the fire quenching system.

2. The position of the HS of the active components in the case of the odd train
is set to automatic. This means that under a real demand condition, the gen-
erated signal will act on the components of the odd train.

3. The position of HS for the active components of the even train is set in
standby, which means that they will act only on the condition of coinci-
dence of PM1 failed and fire alarm signal present.

4. The only human errors considered for this example refers to “V1 in wrong
position on demand” (it fails to remain open on demand) due to human error
after maintenance of the odd train; and “V2 in wrong position on demand”
(it fails to remain open on demand) due to human error after maintenance
of the even train. Both human actions are considered as independent events.

. The pumps and valves are in the same room.

6. The boundary of pumps and MOVs includes the respective circuit breakers
so that the interface for power supply is considered the BB-6KV bus bar for
PM1 and PM2; and BB-380V bus bar for all MOVs from MV1 to MV4.

7. The interfaces for I&C circuit are assumed to be RC-101 for odd-IC circuit
and RC-102 for even-IC circuit.

8. All quantitative data for component-failure modes were taken from generic
databases starting from [2,3,39].

9. For simplicity, only one failure mode for each component was considered,
except for the motor driven pumps. In the case of the manual operated

W
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valves, V1 and V2, the hardware cause for “fail to remain in position” fail-
ure mode was neglected and only the human error was considered instead.

10. The sprinklers also were excluded from the assessment because they are
passive components with very low failure rates.

12.6.2 PREPARING THE WORKSHEET FOR THE ANALYSIS
AND RELIABILITY AsSESSMENT IN FMEAe

Figure 12.3 presents the FMEAe worksheet with all the essential information filled
in the respective cells, before the CCF events are determined.

It can be observed from Figure 12.3 that 17 component-failure modes are included
in the analysis, according to the system drawing of Figure 12.2, the assumptions, and
other information of interest.

After the fields of the tables are filled, the next step is to proceed with the critical-
ity analysis. To prove how the risk profile of the system is modified due to the inclu-
sion of CCF events in the reliability assessment by means of FMEAe, the results of
both cases are compared, which are presented in Figures 12.5 and 12.6. Figure 12.4
shows the modified FMEAe worksheet after the CCFs were determined.

The worksheet in Figure 12.4 shows an increase in the number of component-failure
modes with respect to Figure 12.3. Thus, after determining CCF events the list of
component-failure modes that participate in the criticality analysis encloses 22 ele-
ments, because five CCFs were added (those whose code begins with CM-). Since the
degree of redundancy is two, five CCFs of double-failure were added as indicated at

B8 ASeC_FMEAe  Proyecto: FFighting - o X
Archivo Edicién  Ayuda
bie||| o |6y 2| & 8|57 2
Administiacién  Hola de Trabaio | Resuitados |
Sistema:[GEN FQUENCHIG SYSTEM ID:[FOSYSTEM-01  Planos de Ret.: [FQUENCHING
Subsistema: | 1D: [ Datos Técnicos
No. Componente [ Fosele [ meaces Funcién cnd ] Estado Conds.Trab. Tocal [~
(] PM-001 Suministio de fufo de liquido a presi6 200% 4 30, Operac. conl/AUTO __ Presion nomal Localdoz
@ |pM2 PM-001 Suministio de flufo de liquido a presi6200% 4 30 Operac. cont./AUTO  Presién nomal Locald02
15 et veoot Bloqueo de fluido en dieccién invers.200% 5 6: Centado/AUTO (vélvula boté Presién normal Locald02
6 [POWEREKY Fuente de almentacién de f 100% | 17: Energizado/AUTO Presi Locald04
7 ez veoot Bloqueo de flido 200% 5 6C 0 (véivulat i Locaio2
Datos de Fallas y Efectos
o Modo de Falo r:odE.ITa:aF. ITDbs. [T.Hevl Controles l Causas rPtlFD:.l EA ICA |€§"[T:S‘“I‘E“D ||:n |A
13 [Foloaoperar dado quearance (] PM T0E4 4 4 En operacitn/No reparable 2 2
14 [Falaaoperardadoque anancé (R) PM  10E-4 4 4: En operacién/No reparable 2 2
15 [Falaa abi (0) VC 10E6 720 15 2 Probado peiédicamente 3 2
T [Fala funcional F) B 1064 6: Indisponibiidad fia/Mtto./E . hum 2 3
17 [Falaa abii (0) VC 10E6 720 15 2 Probado peiédicamente 3 2 <
FilaNo: 17 Observaciones
Valve V2 down sieams fiom PHZ, nomaly losed, No- Observaciones ~ 8
o e o T2 e T3 [Motor diven pump, P, fiom e 1, Fais to run given stated.
T4 |Motor diiven pump, PM2 from ine 2, fais to run given started. 4
15 [Check valve VCT down stieams fiom PM1, nomaly closed, K
6 [6 KV AC bus ba for power supply of PM1 and PM2.
[T7 [Check valve VC2 down stieams fiom PM2, nomaly closed, KA
No.de Componentes-Modos de Falla: [17 % k1l % é-?_' v| x| &

FIGURE 12.3 FMEAe worksheet showing the last five component-failure modes of the list
(before determining the CCF events).
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B8] ASeC_FMEAe  Proyecto: Fighting - 0 b <
Archivo Edicién  Ayuda
Dle| | o|w) o) S5 2
Admiristiacién  Hoja de Trabaio | Resutados |
Sistema:[GEN FQUENCHIG SYSTEM ID:[FOSYSTEM-01  Planos de Ref.: [FQUENCHING
Subsistema: | 1D [Datos Técnicos.

o Componente Modelo Interfaces Funcién eand C] Estado Conds.Trab. IEED
8 ICM-MV1"4"5. VE-001 Pemitir paso de fluido ante demanda.100% 1 6: Cenrado/AUTO (vélvula,boté
[cMMV367 VE001 Pemitc i i (100% 2 1: Abi |
ICM-PM111:12 PM-001 jio de liquido a presié 100% 3 20: (bombas, ver
[CM-PM1-13414 PM-001 ‘Suministro de flujo de liquido a presié 100% 4 30: Operac. cont /AUTO i
[CMVCIx15417 vC-001 Bl de fluido en direccion invers:100% 5 6: C v
Datos de Fallas y Efectos
o. Modo de Falo EG.[NE I.UbaII.RenI Controles Causas rPClFDc.IEA |CA Es—ITs—Iﬁ Iw I,.
T8 [Falaa abi (0) VWS 720 20 2 Piobodo penbdanmerte 3 [ 3
B r’ai’ﬁﬁﬁii&m*‘x’sfimf'm 2: Probado periddicamente 3 [ 3
[Falla  aancar (5) PM ES 720 24 2 Piobado peibdamerte 3 [ 3
F*:?neft‘fadoummlﬁl h‘,Es'ffﬁ,,,v,,,‘:znmmom“ 2 I ‘ ‘37v N
[Fala 2 abi (0) Ve &7 720 15 2 Puobado peicdcanents 3 [ 3 %
FiaNo: 22 [Observaciones
Modos de Falla Generadores de FCC | [VCT andVC2 ailto open on demand, dt ses, ey ~ 8
Cédigo Tzl || | Mg drdiopken and M2 fai 1o open due (o common causes. The event me
[ficwic =] g8 [© Pad WA s o ad b 4
 Se2[ PM1 and P2 ai o st de to comman causes. The evertmey
5l o 1 and PM2 i d =
=l &1 l_ < B mmlﬂwwmmﬂnmmm...v g
No.de Componentes Modos de Falla: [22 B 8 ES v x4
e ——

FIGURE 12.4 FMEAe worksheet modified after determining CCF events showing the last

5 out of 22 component-failure modes.
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FIGURE 12.5 System reliability profile estimated by FMEAe without CCF contributions.
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1 ILF-F‘M1 5 {1 g1 E»EI;" 4 46E-01 ]1 81 [2 39E+01
2 |20 LF-PM2S 1.91E-02 4.46E-01 1.81  2.39E+01
3 |22 H1v2D 1.00E-02 233601 1.30  2.41E+01
4 |14 HIVID 1.00E-02 2.33E-01 1.30  2.41E+01
5 |16 LF-Mv20 378E-03 8.83E-02 110 2426401
6 |9 LFMV3E 378E-03 8.83E-02 110  2.42E+01
7 |6 LFMVIO 378E-03 8.83E-02 110  2.42E+01
8 |18 LFMV4E 378E-03 8.83E-02 110  2.42E+01
9 |8 F-POWER3SOV 1.00E-04 6.22E-021.07  B.22E+0Z
10 |12 F-POWERSKY 1.00E-04 6.22E-02 1.07  B.22E+0Z
11 |21 LFPM2R 4.00E-04 9.33E-031.01  2.43E+01
12 |13 LFPMIR 4.00E-04 9.33E-03 1.01  2.43E+01
13 |10 LFVC10 373E-04 872603 1.01 2436401
13 |19 LFvC20 373E-04 872603 1.01 2436401
15 |7 F-0DDIC 5.00E-05 1.17E-03 1.00  2.43E+01
16 |17 FEVENIC 5.00E-05 1.17E-03 1.00  2.43E+01
17 [15  LFTKT 1.00E-08 6.22E-06 1.00  B.22E+0Z

FIGURE 12.6 List of component importance ranked by the F-V importance measure esti-
mated by the ARCON code without CCF contributions.

the panel located in the left-low corner of the worksheet. They were classified as degree
G3 because they all share the complete set of attributes to be considered (internal and
external attributes).

Then, the analysts must verify all the information concerned in the worksheet
before the criticality analysis is made to avoid inconsistence of results. The data
accompanying the single failure modes generating the CCFs are transferred to
the latter. Some of them, like failure rates, need to be recalculated, which is done
automatically by the FMEAe algorithms. However, the analysts still need to enter
some data in the worksheet, as is the expected effects of each CCF-related failure
modes; in this case, it refers to effects related to system availability (ED), whose
degrees of severity are indicated in the Table 12.3. For this example, the effects
of each of the five CCF-related failure modes were assigned to a severe degree of
severity (3) which means in FMEAe approach: Immediate shutdown is required.
Recovery time of 1-3 months is considered. After doing this, the criticality analy-
sis can be performed.
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12.6.3 CRITICALITY ANALYSIS OF SYSTEM OF FIGURE 12.2 APPLYING
THE FMEAe APPROACH

According to the data introduced by analysts, several indexes are estimated by algo-
rithms of criticality analysis (through the corresponding expressions of Sections 12.3
and 12.4). Figure 12.5 shows the FMEAe Result sheet in which it can be seen the
value of /RS and the ranking of criticality of the component-failure modes without
CCF contribution.

Despite the low value of IRS (9.39E-5), which means that according to the data
used the system presents high degrees of reliability/low degrees of risk, Figure 12.5
shows the component-failure modes which dominate the system reliability by means
of the ranking made by the IIR, values. These include, in decreasing order of impor-
tance, the single failure of both pumps to start under demand (PM1.S and PM2.S),
the failure of both support systems of power supply, and the human errors on the
valves V1 and V2 (V1.M and V2.M).

Figure 12.6 represents the results of the FTA for the system using the same
set of data and assumptions made for FMEAe analysis by means of the ARCON
code [40,41], which is used here as a way of comparison between the FTA and
FMEAe approaches. The system failure probability estimated is Ps = 1.61E-3,
which can be considered within the reliability target that should be established
for safety systems at industrial facilities with high requirements for safety and
availability. The reliability profile is shown in Figure 12.6 ranked by Fussell-
Vesely (F-V) importance measure that represents the relative contribution of each
component-failure mode to the system’s probability of not fulfilling its safety
function.

From Figures 12.5 and 12.6, it can be seen that the same group of component-
failure modes dominate the reliability profile. The distinctive feature between
both approaches lies in the fact that FMEAe adds the failure effects, which, in
turn, considers the redundancy. Therefore, the single events Power380V and
Power6KYV are placed in a higher level of the ranking made by FMEAe. The same
is made by F-V in the FTA performed with ARCON. In that sense, the approach
of FMEAe can be used to follow the regulatory issues closer than that of FTA.
Nevertheless, the list of the 12 more important failure modes coincides in both
approaches.

When the CCFs are included in the analysis, whatever the method used, the reli-
ability profiles change dramatically, as a function of the system’s redundancy degree.
In the case of the example used herein, the global values were not affected because
of the relatively low values of unavailability used for the system’s components, and
the system redundancy itself, but importance profile of the component-failure modes
has slight changes as shown in Figures 12.7 and 12.8.

The approach of minimal cut sets (MCSs) is responsible for the major difference
between the results obtained by FMAEe and ARCON code and, once again, the
inclusion of the effects in the former strengthen that difference even more.
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B8 ASeC_FMEAe  Proyecto: FFighting - o X
Archivo  Edicién Ayuda  Herramientas
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FIGURE 12.7 Reliability profile determined by FMEAe with CCF contributions.

The value of IRS increases five times when the CCFs are included in the analy-
sis (see Figures 12.5 and 12.7), while the system failure probability estimated by
ARCON after the inclusion of CCFs is P = 4.55E-3; that is, it increases 2.8 times.
The reliability profile coincide in both cases with slight differences that are based on
the same criteria explained previously. In this case, the most dominant failure modes
in both approaches were the CCFs of motor-operated pumps to start, followed in the
case of FMEAe by another two CCF events involving the failure to open on demand
of both MV1 and MV2, and the failure to close on demand of MV3 and MV4 as
shown in Figure 12.7.

On the other hand, the ranking of values estimated by FTA gives more priority
to the single failures of the pumps PM1 and PM2 to start on demand over the CCFs
of the MOVs to open and to close on demand, as shown in Figure 12.8, and as was
stated before. This is due to the MCS approach, with respect to the failure mode
and effect approach. Nevertheless, both approaches coincide in estimating the most
important contributors to the system reliability, and therefore, they can be equally
useful for decision making, despite their known major differences.

Finally, to complete the results from the FMEAe approach in evaluating the sys-
tem reliability, an analysis of importance by component type can be done as was
indicated in Section 12.5. The results of that kind of analysis for this example system
is presented in Figure 12.9.

Figure 12.9 shows that the component type of greater importance was the PM type
(motor driven pumps), which resulted in a medium value of importance according
to the FMEAe postulated scale. This classification is quite logical because this type
of component was the one with the highest values of criticality among all the system



Expanded Failure Modes and Effects Analysis

1
1 203 £01[1 2l
2 |11 LFPMIS 1.91E-02 1.58E-01 113 10
3 |20 LFPM2S 191602 156601 113 910
4 |5 CMMv2_4E 397604 873602110 220640z
5 [1 cMMvI_20 ‘;39756&’7357”02 110 2.20E+0Z
6 |2 HIv2D 1.00E-02 825602 1.09 917
7 |14 Hvi0 100602 825E.02 109 917
8 |6 LFMVID 3703312602108 92
3 |18 LFMvaE 37BE03 312602103 922
10 |3 LFMV3E 3703 NG 103 92
1|16 LFMv20 378603 312602103 922
12 [12 FPOWEREKY 1.00E-04 220602 1.02  2.20E+0z
13 |8 FPOWER38OV p.ousmizzosoz 102 2206402
14 |4 CMPMI_2R 80005 1.766-021.02 220640
15 [2 CMVCI_20 |387E-05 B51E-03 1.01  2.20E+0Z
16 |21 LFPM2R 400E04 3E03100 95
17 [13 LFPMIR 400604 3AE03 100 925
18 [10 LFvero IEMIBEM 10 9B,
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FIGURE 12.8 List of component importance ranked by the F-V importance measure
estimated by the ARCON code with CCF contributions.
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FIGURE 12.9 Results of the analysis of importance by component type using FMEAe.
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components either due to their single or their common cause failures. This result
supports the measures to be taken to improve the system reliability profile, even
though the system reliability can be considered acceptable.

12.7 FINAL REMARKS

The new approach developed in FMEAe shows some important issues to consider for
system reliability assessments. Following these are summarized:

FMEAe do not substitute the reliability assessments made by other power-
ful quantitative techniques, such as FTA, but it can be used as an alternative
method when the effects of failures need to be considered.

FMEAe can be considered as an advanced variant of FMEA/FMECA,
which solves some major recognized disadvantages of the latter regarding
the dependency analysis.

Unlike the traditional method of FMEA/FMECA, FMEAe can provide a
global assessment of the system reliability by means of the new index IRS,
which uses a postulated scale based on good practices criteria.

Through the new index of relative importance of component-failure modes
(ITR), the analysts can support their decisions on corrective measures to be
proposed based on the analysis results.

FMEAe keeps the strength of the qualitative methods regarding the descrip-
tive potentialities and all the useful information that can be manage in the
same analysis environment.

FMEAe has been applied to reliability assessments of other systems such as
the fuel supply system of the ATR-42 aircraft and other designs of cooling
systems as presented in [28], given reliability profiles that are highly com-
parable with the same profiles estimated by FTA analysis.

It was demonstrated by all the studies performed so far that when CCF
events are included in the analysis both approaches—FTA and FMEAe—
give results that also are considered highly comparable.
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13.1 INTRODUCTION

Fatigue-related durability and reliability performance is a major concern for the
design of vehicle components and systems [1]. Durability describes the ability of
a product to sustain required performance over time or cycles without undesirable
failure. Reliability is defined as the ability of a system or component to perform its
required functions under stated conditions for a specified period. Both load/stress,
as experienced by a vehicle component or a system, and the strength of the compo-
nents or systems being studied are random variables and normally follow stochas-
tic and probabilistic processes. Eventually, probability distribution functions can
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FIGURE 13.1 Reliability assessment based on (a) stress-strength interference model and
(b) demand-capability in terms of fatigue cycle. (Adapted from Wei, Z. et al., Reliability
analysis based on stress-strength interface model, Wiley Encyclopedia of Electrical and
Electronics Engineering, Chichester, UK, Wiley, 2018.)

be used to characterize the load/stress and strength of the vehicle components and
systems for a given cycle. The stress—strength interference model is a fundamen-
tal probability-based method for reliability analysis [2] (Figure 13.1a) and it can be
applied to fatigue-related reliability assessment if both stress/load distribution and
fatigue strength distribution at a given common cycle are known. Another approach,
which is like the stress-strength interference model but is more commonly used in prac-
tical reliability assessment, is the life-based demand-capability model (Figure 13.1b).
In contrast to the stress-strength interference model, the life distributions of demand
and capability at a given certain stress or load level must be known in advance.

To make the stress-strength interference model applicable, the stress
distribution—probability density function (PDF) f»(P) and the strength distribu-
tion f5(S)—must be available. Similarly, to make the life-based demand-capability
model applicable, the demand distribution fy(D) and the capability distribution
fn(C) must be provided in advance. How to obtain a representative stress distri-
bution and a life demand distribution is a challenging topic. A simplified method
often is used in practice. For example, instead of using the whole set of life demand
information, a single life demand point is set as a target, which represents XXth
(e.g., 95%) percentile usage. Corresponding to the life demand point, a single capa-
bility point, which represents a certain reliability and confidence (RC) levels, for
example, R90C90 (90% in reliability and 90% in confidence), as obtained from the
life capability is identified to compare it with the demand point [1]. A safety factor
then can be defined as the ratio of life capability over the life demand. The stress-
strength interference model can be simplified in a similar way. How to obtain
a fatigue life distribution and a fatigue strength distribution from a given set of
stress-cycle (S-N) fatigue data is one of the main focuses in this chapter. The rela-
tionship between these two distributions for a given set of fatigue data is a key to
accomplishing reliability assessments; however, the relationship between them is
often unclear. To reveal the relationship, a new fatigue S-N curve transformation
technique, which is based on the fundamental statistics definition and some reason-
able assumptions, is specifically introduced in this chapter.
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Numerous testing methods are available for product durability validation and reli-
ability demonstration, and such methods include life testing (test-to-failure), binomial
testing (pass or fail), and degradation testing [1,3]. The test-to-failure method tests
a component to the occurrence of failure under a specified loading. The binomial
(Bogey) testing method is used often in reliability demonstration in which the cus-
tomers’ specifications must be met for acceptance into service. The degradation
testing is used to test a product to a certain damage level, which is often at a level
far below complete failure. Additionally, the associated accelerated testing meth-
ods [3,4] (i.e., accelerated life testing, accelerated binomial testing, and accelerated
degradation testing) are used often to shorten the development time and reduce the
associated cost while not significantly sacrificing the accuracy of the assessment.
All these methods are treated separately, and their relationships are not clear, which
impedes the wide and proper applications of these methods and their combinations.
In this chapter, a unified framework of the reliability assessment method is pre-
sented in a damage-cycle (D-N) diagram [5], which consists of the following major
constituents: (1) test data, either test-to-failure, binomial, degradation, or combined,
for estimating the continuous probabilistic distribution function, (2) damage accu-
mulation rules, such as the linear or nonlinear damage accumulation rules, for data
interpolation and extrapolation, and (3) a variable transformation technique, which
converts a probabilistic distribution of a variable into a probabilistic distribution of
another variable.

In addition to these two transformation techniques, the probabilistic analysis on
data with large sample size with two- and three-parameter Weibull distribution func-
tions, the uncertainty for data with small sample size, and the sample size reduction
approaches based on the Bayesian statistic also are investigated. Furthermore, the
basic assumptions and theories in assessing the reliability of systems are provided to
complement these two basic transformation techniques. It should be noted that soft-
ware reliability of the modern vehicle components and systems is very important [3]
and it is especially true when vehicle-to-vehicle (V2V), vehicle-to-infrastructure
(V2I), and autonomous vehicle are the mainstream topics in the automotive indus-
try. However, only fatigue-related reliability is considered in this chapter because of
space limitations.

This chapter is organized as follows:

Section 13.2 provides a brief and general background about the reliability assess-
ments of vehicle components and systems with an emphasis on vehicle exhaust
components and systems. Section 13.3 presents a fatigue S-N curve transformation
technique in which distributions of load/stress and life can be properly selected
based on data pattern and converted to each other when necessary. Section 13.4
introduces a variable transformation technique in a damage-cycle (D-N) diagram,
which is a tool that can effectively interpret the commonly used fatigue-testing
methods and seamlessly reveal the interrelationship among these testing meth-
ods. Section 13.5 provides the basic concepts on reliability assessment of systems.
Section 13.6 provides some basic methods for processing data with probabilistic
distributions with a special attention to the differences between the two-parameter
and three-parameter Weibull distribution functions in terms of predictability and
applicability. Uncertainty analysis on data with small sample size and the potential
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capability of the Bayesian statistic in sample size reduction also are discussed in
Section 13.6. Pertinent examples are provided in each section to demonstrate the
concepts and techniques developed. Finally, Section 13.7 summarizes this chapter
with several key observations.

13.2 RELIABILITY OF VEHICLE COMPONENTS AND SYSTEMS

A vehicle usually consists of several systems, such as powertrain, chassis,
body, electrical, and exhaust systems. Each system can be further divided
into subsystems and their constituent components. During vehicle operation,
vehicle components and systems are subjected almost invariably to road load
and engine vibration. With the increased mileage demand of the vehicle life
(e.g., 10 years/150,000 miles), the durability and reliability performance of
the vehicles is an important factor in vehicle design and development. Some
vehicle systems may be subject to various other operating environments and con-
ditions. For example, vehicle engine and systems are constantly exposed to high
temperature and corrosive environments [6].

Based on the temperature level, the associated failure mechanisms, and related
analysis approaches, the failure type can be categorized into three groups: (1)
isothermal fatigue, (2) anisothermal fatigue, and (3) high-temperature thermal-
mechanical fatigue (TMF) [7]. Temperature remains relatively low and constant
in isothermal fatigue. Temperature varies and does not have a single fixed tem-
perature in anisothermal fatigue. The applied temperature in isothermal fatigue
and anisothermal fatigue should be low enough to avoid triggering other failure
mechanisms such as creep and oxidation, which are time-dependent failure mech-
anisms. Corrosion in vehicle exhaust systems is usually caused by salt, condensate,
urea, and other corrosive agents. Creep begins at a temperature of approximately
half the absolute temperature (degrees Kelvin or Rankine) of the metal melting
point [6]. By contrast, fatigue is essentially a cycle-dependent failure mecha-
nism. The temperature in high-temperature TMF is high enough to trigger creep
and oxidation.

Product durability and reliability validation testing and associated life assess-
ment are becoming routine processes for the development of exhaust components and
systems. In product validation, how to handle the temperature effects is still a contro-
versial issue. Generally, there are two approaches: (1) cold-testing and (2) hot-testing.
To reduce cost and shorten product development cycle, the hot gas in a vehicle often
is bypassed during the road load data acquisition (RLDA) process in cold-testing;
hence, room or near-room temperature information is collected during RLDA.
For consistent performance evaluation, subsequent calibration testing and component
bench testing also are conducted in the same cold conditions [8]. With the cold-testing
information, the performance of the component or system at high operating tempera-
tures can be estimated by introducing a temperature factor, which is used to correct
and compensate the temperature effects. With the introduced temperature factor, the
product designed in the cold-testing condition could be reliable if the dominating fac-
tors are properly considered in the temperature factor. After these factors are identi-
fied, quantified, and applied to the RLDA load data, the rainflow cycle counting can
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be performed with the help of the linear Miner’s damage rule. Miner’s rule predicts
that failure occurs when damage is greater than or equal to 1 [8].

As the name implies, in hot-testing all parts of the RLDA, calibration, and
bench testing are conducted in service or equivalent high temperature conditions.
The fatigue life can be assessed in service condition and no temperature correc-
tion factor is required in the fatigue life assessment. The hot-testing method is still
evolving [8] and, without losing generality, only the cold-testing related topics will
be addressed in this chapter.

13.3 FATIGUE S-N CURVE TRANSFORMATION TECHNIQUE

The fatigue S-N data in a (2D) fatigue S-N plot characterize the capability of the
material in fatigue failure resistance. The higher the location of the data in the plot,
the higher the resistance of the material to fatigue failure. Fatigue data often show
large scatters in life as well as in load/stress due to a wide variety of intrinsic uncer-
tainties, such as material, loading, and manufacturing uncertainties. Figure 13.2 sche-
matically shows the major characteristics of a fatigue S-N mean curve, its lower and
upper bounds, and the life distributions around the mean curve. A fatigue S-N curve
can be roughly divided into three regimes: Regime-I, Regime-II, and Regime-III,
which represent low-cycle fatigue, medium-cycle fatigue, and high-cycle fatigue,
respectively. In many engineering applications, the Regime-II for medium-cycle
fatigue is of significant interest, and the mean curve in Regime-II often can be treated
using a linear approximation in an appropriate plot, such as log-log plot. Mean curve
is used often to characterize the general trend of a material in fatigue failure resis-
tance. However, in many applications, such as product validation, quality control,
and life management, the scatter of the fatigue life around the mean is also of signifi-
cant importance.

There are two basic ways to describe the statistical variability of the fatigue S-N
data in the linear Regime-II:

1. Life distribution as a function of load or stress, fIN«(S)] (Figure 13.3)
2. Load/stress (strength) distribution as a function of fatigue cycle, fIS(V,)]
(Figure 13.3)

Log(S)

Log(N)

FIGURE 13.2 A schematic of a general fatigue S-N curve.
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Log(S)

FIGURE 13.3 Cycle and load based probabilistic distributions for the same set of fatigue
S-N data.

The life distribution is used much more commonly than the strength distribution
in fatigue data analysis. However, the strength distribution has many unique charac-
teristics and important applications, such as:

1. Relatively invariant to the levels of load/stress for some engineering
materials [9]

2. The load/stress-based safety factor is more reasonable to assess the margin
of safety of a product as a unifier across the whole range of the fatigue
regimes

3. The probabilistic distributions of stress/load (strength) at a given cycle to
failure is an essential part of the stress-strength interference model based
reliability analysis

4. The strength distribution makes the stress-strength interference model pos-
sible at the system level, Although the life distribution and strength dis-
tribution can be obtained directly from, respectively, the horizontal offset
method and the vertical offset method, the recommended standard fatigue
life data analysis is the horizontal offset method [10]. How to transform the
life distribution to load/stress distribution is an open challenge. In addition,
the vertical offset method is not always feasible, but the load/stress distribu-
tion is often desirable. For example:

5. The raw fatigue S-N data, such as the data plotted in literature and reports,
are not always available. However, the values of the fit parameters based on
the horizontal offset approach are often provided.

6. The patterns of some fatigue S-N data lead to inaccurate fitting results if the
vertical offset approach is used, whereas the data patterns match the hori-
zontal offset method well [10]. This situation often is the case for two-stress
level fatigue data.

7. Fatigue S-N data are available only at one stress level while the slope of the
fatigue S-N curve is known already based on the historical data.

In all these cases, a new technique is required to transform the distribution of life
to the distribution of strength or vice versa. The following is such a technique to
accomplish this goal.
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FIGURE 13.4  Schematic of probabilistic distributions of x and y.

The only assumption of this new technique is mathematically expressed in
Equation 13.1, which indicates that the amplitude of the PDF of y at a given x level
is proportional to the amplitude of the PDF, f [x( y)], of x at that point (Figure 13.4).

Fy]=Kf[x(»)] 13.1)

where K is a constant, which is determined by satisfying the basic probability law
(Equation 13.2):

[ roay=1 (132)

Equation 13.1 indicates implicitly that the peak of the PDF of the strength distribu-
tion corresponds to that of the PDF of life distribution, and the valley of the PDF
of the strength distribution corresponds to that of the PDF of life distribution for
single-mode probabilistic distributions (Figure 13.4). This assumption makes sense
intuitively based on the observations of a wide variety of fatigue data. The follow-
ing lognormal (normal) distributions is provided to demonstrate the transformation
technique.

The selection of probabilistic distribution functions is a critical issue in reliability
assessment. The real distribution of a fatigue life given stress level is essentially
unknown. However, the two-parameter Weibull and log-normal distribution functions
are commonly used in probabilistic fatigue life assessments [11]. In the automotive
industry, the two-parameter Weibull often is preferred in fatigue life assessments
because of its simplicity and seemly meaningful interpretation of the shape parameter.
Years of experience and data collection show that both functions empirically fit the
fatigue data equally well as far as the mean behavior is concerned [11]. The pairs of
the two fit parameters for the two distribution functions are, respectively, u(mean)/c
(standard deviation) and nj(scale)/ (shape). The bell-shaped normal PDF and the cor-
responding cumulative distribution function (CDF) are expressed in Equations 13.3a
and 13.3b, respectively:

f(x)= . 1271 exp{—;(x;”] } (13.3a)
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F(x)= 1{1+erf{g\/_ﬂ (13.3b)

where erf () is the error function.
The Weibull PDF and the corresponding CDF are listed in Equations 13.4a and

13.4b, respectively:
p-1 B
f(x):ﬂ(xj exp{—(xj ] (13.42)
n\n n

F(x):l—exp[—(:;}ﬂ} (13.4b)

With an added threshold parameter, a, Equation 13.4 can be generalized to the three-
parameter Weibull function in Equation 13.5:

(2)se) oo 5
f==|—| exp|- (13.52)
n)Ln n

B
F(x)=1-exp{{(x_“)} };0<a$x<oo,n,ﬁ >0 (13.5b)
n

The normal distribution is used in this section to show the fatigue S-N curve trans-
formation technique. Based on Equations 13.1 through 13.3a, the PDF of the normal
distribution function f (y)as a function of y can be written as Equation 13.6:

2
e I | BIESNE) ~
L Kf[x(o)]av=k| O 2{} dy=1 (13.6)

where both mean p, and standard deviation o, in Equation 13.6 are assumed to be
functions of y. When o, is assumed to be a constant and the linear relationship is
held for the mean curve in Equation 13.7:

u, =a+by (13.7)

Equation 13.6 can be much simplified and after rearrangement it can be transformed
to Equation 13.8:

“ 1 afyafen T, 1
K B O_x\/%ex { 2{ Co./b) } dy = (13.8)
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Based on the linear assumption in Equation 13.7, the term (a - x) / (=b)inEquation 13.8
is actually the mean of y and can be expressed as i, = (a - x) / (—=b), which is essen-
tially Equation 13.7 but in a different format. The unknown K can be solved from
Equation 13.8 and the result is expressed in Equation 13.9:

K=-b (13.9)
For a linear fatigue S-N curve in a log-log plot with x =log(~N) and y =log(S),

assume that the distribution of the cycles to failure at a stress level follows a normal
distribution in a log-log plot, then Equation 13.8 simply becomes Equation 13.10:

]

1
e

(13.10)

Clearly, the probabilistic distribution as a function of strength is still a normal
distribution with a new mean (see Equation 13.11a), which is essentially Equation 13.7,
and a new standard deviation in Equation 13.11b:

u, :[a—m} /(—b) (13.11a)

o,=—0,/b (13.11b)

Example 13.1 Two-stress level fatigue data

Table 13.1 lists a set of fatigue S-N data of welded exhaust components made of a
steel. Tests are conducted by controlling the applied load and only two load levels
are tested with six data points at each load level. The fatigue data show a wide
scatter band because many factors, such as material inhomogeneity and welding
quality, are involved in the failure of the exhaust components. Since the data in
Figure 13.5 belong to the “standard horizontal pattern” [12], the horizontal offsets
method, which is the ASTM standard recommended method [10], should provide
a reasonable fit curve. The fit curves with the horizontal offset method as well as
the vertical offset method are plotted in Figure 13.5, and the fit parameters are
listed in Table 13.2. The results of the horizontal offset methods are very different
from those of the vertical offset methods, which provide a poor fit to the set of
data. Based on the linear assumption in the log-log plot and the estimated mean
curve from the horizontal offset method, the standard deviation of the strength
can be calculated, and the results are listed in Table 13.2. This example belongs
to type (f) listed in Section 13.3. To accurately assess the reliability of a system,
the reliability of each constituent component must be accurately assessed as well.
However, the reliability assessment of each component often is conducted with
limited sample size and under certain testing conditions because of budget and
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testing constraints, which brings significant uncertainty in test results and their
interpretations. Example 13.1 indicates that the obtained results (the mean and the
standard deviation) could be inaccurate and even misleading if the load/stress dis-
tribution is obtained directly from fitting the data with the vertical offsets method.
By contrast, the load/stress distribution as obtained by transforming the life distri-
bution, which is obtained by fitting the data with the horizontal offsets method,
is logically sound and meaningful; therefore, surely it will lead to a more accurate
system reliability assessment.

TABLE 13.1
Fatigue Cycles to Failure at the Two-Stress Levels
Load, Ibs No. 1 No. 2 No. 3
520 86188 130708 153282
620 45823 55775 73715
Load, Ibs No. 4 No. 5 No. 6
520 168718 177465 304998
620 89524 108583 135140
29 ¢
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FIGURE 13.5 Vertical and horizontal offsets methods for fatigue data of an automotive
exhaust component.

TABLE 13.2

Calculated Fit Parameters with a=log(C) and b = 1/h for the
Power Law s=CN"

C@ h(b) STD_N  STD_S (Equation 13.11b)
Vert.  2213.1(28.6) —=0.117 (-8.547) 0.262 —
Hori.  10889.3 (15,9)  -0.254 (-3.937) 0.178 0.045
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13.4 REPRESENTATION OF RELIABILITY TESTING
METHODS IN THE DAMAGE-CYCLE DIAGRAM

The reliability testing methods (life testing, Bogey testing, and degradation testing)
are treated as three different methods in practice. To better understand and fully use
these testing methods, a general framework in which the three testing methods can
be evaluated in a consistent way is required. The damage-cycle (D-N) diagram [5]
is a tool to bring all these three reliability testing methods together in the same
framework. Figure 13.6 schematically shows the three reliability testing methods
in the (D-N) diagram. In Figure 13.6, the horizontal axis represents the applied
fatigue cycle, N, while the vertical axis represents damage, D. The intersection of
the two axes, where the applied cycle N =0 and D =0, represents the beginning of
the testing process. The D is always an increasing function of N because a dam-
age process is often assumed to be an irreversible process. When the applied cycle
N =Ny, D =1indicating a complete failure of the product. The dashed lines shown
in Figure 13.6 represent the evolution trajectory of the damage bounds (lower and
upper), which can be linear or nonlinear depending on the assumption of the dam-
age process.

The PDF and CDF as obtained from fitting the test-to-failure data can be described
as f|[Ny(D =1 and F| N;(D =1)]. In Figure 13.6 the probabilistic distributions
are assumed to be representative of the population so that the uncertainty caused by
the sample size can be ignored. The obtained probabilistic distribution of failure can
be compared against the established reliability criterion to assess the reliability per-
formance of the product. The most appropriate reliability criterion is the reliability
function R =1- F. For example, a product specification R99 states that 99% of the
product is expected to pass a specified target. The uncertainty of the fatigue behav-
ior of a population also can be described by f [D(N )] and F LD(N )J which are the
PDF and CDF of the damage at a specific applied cycle, respectively, and also shown
in Figure 13.6. As compared to the life data from the life testing, obtaining the
damage distribution below D <1 is more difficult. Eventually in practice, instead of
the detailed continuous distribution, a discrete assessment (i.e., pass or fail), which
is exact the measure used in the binomial testing, often is used. Mathematically,
all products with D <1 are characterized as “pass” and all others are characterized

as “fail.”
D :‘," fINA(D = 1)]
D=1

fID( N)]

AND]
S(\

N D] N

FIGURE 13.6 The representation of population as revealed in life testing, binomial testing,
and degradation testing in the (D-N) diagram.
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The distribution of the cycles at any given damage level below D =1(i.e., f LN (Dd)J
shown in Figure 13.6 and the damage distribution at any applied cycle below N, i.e.,
f LD(N d)J also shown in Figure 13.6 can be represented in the (D-N) diagram.
The lower case d stands for degradation.

Intuitively, close interrelationships among the distributions as shown in Figure 13.6
should exist. The key to reveal the interrelationships among the distributions is to find
the relationship between two different variables for a given damage evolution equation.
Mathematically, the problem is equivalent to seeking a target distribution function,
Fy (y), for a given initial distribution function, Fy (x), and transformation functions,
y = ¢(x) and x =y (y). In fact, closed-form solutions can be obtained by the following
procedure [13] that is well developed and described briefly herein.

The target distribution function, Fy (y), can be expressed as:

Fy(y)=P(Y <y)=P[o(X)<y] (13.12)

First, consider the case where y = qo(x) is a strictly monotone increasing function.
x =y () is then a unique inverse function and:

Fr (y) =1 fx (x)dx = Fe [y () ] (13.13)

The target PDF fy ( y) of Y is obtained as:

£ (y)= dF;y(y) = fx[v (v)] dllldi)’) (13.14)

For cases where qo(x) is a strictly monotone decreasing function:

Fr (y)=[5,) fx (x)dx=1-Fx [y (y)] (13.15)
F0)= )y [y (] ) 1316

The two cases in Equations 13.14 and 13.17 can be combined as:

dy (y)
dy

fy(y)=M:fx v (v)] (13.17)

dy

The variable transformation technique shown in Equations 13.14 through 13.17 is the
essential part of the unified framework for representing these three reliability testing
methods. With this technique, the distribution of cycles to failure can be calculated
easily from the damage distribution at a given cycle or the cycle distribution at a
given damage with the help of a damage evolution equation, which can be either
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linear or nonlinear. In reverse, if the final life distribution is known, then the distri-
bution of damage at any given cycle and the cycle distribution at any given damage
level can be calculated in the same manner. In practice, the PDF, f LN (D= 1)_| and
CDF F LN f(D= I)J, can be estimated by fitting the life testing data. It is noted that
Equation 13.17 is obtained by assuming that the transformation functions are either
monotone increasing or decreasing, which is the case for the fatigue-based reliabil-
ity analysis. For complex cases where the assumptions of monotone increasing or
decreasing are not valid, a more general theoretical framework as provided in [13]
can be followed.

Corresponding to the three commonly used testing methods, there are three cor-
responding accelerated testing methods: accelerated life testing, accelerated bino-
mial testing, and accelerated degradation testing methods. For example, accelerated
fatigue life testing can be achieved through increasing stress/load levels. At least
two higher stress levels (lower and upper levels) often are introduced to conduct
accelerated fatigue life testing. Then the design parameters at service stress level
are estimated from the accelerated testing through extrapolation. With probabilistic
distribution functions (i.e., fLNF Sy )J and fLNp (SL)J) at the two higher stress
levels, Sy and S;, the probabilistic distribution f LN r (SS)J of the life at the service
stress level, Ss, can be obtained appropriately by extrapolating data obtained from
the higher stress levels. It should be noted that in accelerated testing data analysis,
the farther the accelerated stress level is from the normal stress level, the larger the
uncertainty in the extrapolation [4]. All these testing methods can be interpreted in
a single D-N diagram for one-stress level testing (Figure 13.6) and the S-N curve for
multiple-stress level testing.

Example 13.2 The Damage Distribution at a Specific Given
Applied Cycle N Obtained from the Weibull Life
Distribution with the Linear Damage Rule, D=N/N;

For the linear damage rule, Equation 13.17 results in D=¢(N;)=N/N;,
Ni=w (D)=N/D, and dy (D)/dD=-N/D*. The damage distribution at a given
applied cycle, N, can be obtained from the variable transformation tech-
nique. For example, the two-parameter Weibull distribution, fLNf (D=1)J and
FLNf (D= 1)J, as shown Equation 13.4 can be expressed in Equation 13.18:

O E i B

B
F(D)= exp[—[[)\;j } D>0 (13.18b)

Clearly, when D =1, the complementary part (i.e., 1-F[D(1)]) of Equation (13.18) is
exactly the same as Equation 13.4, FLN,’J.
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Example 13.3 The Cycle Distribution at Damage D Obtained
from the Weibull Life Distribution with
the Linear Damage Rule, D = N/N;

For the same two-parameter Weibull distribution of cycles to failure (Equation 13.4),
the transformed distribution of cycle at a given damage D is Equation 13.19:

e p“DNn”No (13,19

B
F(N):1—exp{—(g1j 1,020 (13.19b)

The distribution function is still a two-parameter Weibull function with a shape
parameter g and a scale parameter of D, which is a proportional to the scale
parameter n with a factor D.

13.5 PROBABILISTIC DATA ANALYSIS

In practice it is difficult and often impossible to get the distribution of the popula-
tion because of limited sample size. A schematic of reliability testing methods
with limited sample size based on the corresponding population distributions
(Figure 13.6) is illustrated in Figure 13.7. The dashed distribution lines indicate
the true population distributions are essentially unknown. The circles on the hori-
zontal line, D =1, represent the cycles to failure of the samples. The solid circles
stand for the samples below a specified cycle N, and the hollow circles stand for
the samples above the cycle N. The diamonds on the vertical line at the specific
cycle N represent the pass/fail status of the samples. The solid diamonds stand for
pass (i.e., D <1) and the hollow diamonds stand for fail (i.e., D >1). Following the
binomial testing and life testing based on the damage-cycle diagram in Figure 13.7
are addressed.

;7 NNAD = 1]

'r" ( N
D=1 FoA
i A d () A4 -‘7/

b
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b))
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[N, f[D(NQ)] N

FIGURE 13.7 The representation of unknown population and samples in the (D-N) diagram.
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13.5.1 BINOMIAL RELIABILITY DEMONSTRATION

Bernoulli (or binomial) trials can be used to describe an independent random event
that has only two possible outcomes: success or failure. The discrete probability
distribution generated from the Bernoulli trial is binomial distribution. Suppose an
experiment is repeated n times, where p is the probability of success (reliability
R = p), the probability of a product to survive (based on the binomial CDF) can be
presented in the form of [3]:

- n! n—i i

where:
R is reliability
C is confidence level
r is the number of failed items

When r =0 (no failure), Equation 13.20 is a simple equation for a successful run
testing (Equation 13.21):

C=1-R" (13.21)

The binomial test methods have been used widely in the automotive industry.
However, the sample size required for achieving high confidence and reliability are
significant. Based on the assumption that the probabilistic distribution follows the
two-parameter Weibull distribution (Equation 13.4), a general accelerated testing
procedure (Equation 13.22) can be developed by following the Lipson equality [14]:

C =110 (13.22a)
l/[n(Lle)ﬂ]

R=(1-C) (13.22b)

In(1-C) (13.220)

g _ni=c)
(LL,) InR

where:
L, =t, /1, 1s life test ratio
L, =ni/n, is load test ratio indicating that the change in the characteristic life is
caused by the change in load

In Equation 13.22, the shape parameter 3 is assumed to be a constant for simplicity
even though a formula similar to Equation 13.22 can be derived when S, # 3,. Based
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on Equation 13.22c, (Lle)ﬁ times fewer test units are needed than would be required
by using the conventional successful run approach. In addition, the larger the value of
the shape parameter [3, the greater the ratio effects on sample size reduction. The ratio
/M2 can be estimated from historical data or expert opinions. Equation 13.22 can be
reduced to the extended test method when the effect of L, is ignored (i.e., n; =1, [3]).

From Equation 13.22, with the same confidence and reliability, the sample size
reduction can be achieved in three ways:

Way-1: extend or increase the test time at the same stress/load level [3]

Way-2: increase the load/stress level and eventually reduce the characteristic
lifen

Way-3: combine Way-1 and Way-2

Figure 13.8a and b illustrate Way-1 and Way-2, respectively.

13.5.2  Lire TesTING

The two-parameter Weibull distribution function often is used in the life testing and
almost exclusively used in the extended time testing, which can be considered as
an accelerated testing method by appropriately extending the testing time but with
significantly reduced testing samples as shown in Equation 13.22¢ in Section 13.5.1.
However, the fatigue data from a wide variety of sources indicate that the three-
parameter Weibull distribution function with a threshold parameter at the left tail
is more appropriate for fatigue life data with large sample sizes [14]. The uncertain-
ties introduced from the assumptions about the underlying probabilistic distribution
would significantly affect the interpretation of the test data and the assessment of the
performance of the accelerated binomial testing methods; therefore, the selection
of a probabilistic model is critically important. Product validation and reliability
demonstration, designs targeting the low percentiles of the fatigue life at the left tail,
are required [11]. Therefore, the characteristics of the left tail of a selected model
needs to be thoroughly examined test data with a large sample size against the physi-
cal mechanisms when the left tail of a distribution is a concern. For test data with

FIN/(S)]

N,=N

S N,<N, N ()] g S (N: :
U 2,112,

(N1lrn1) (N3,n,)
FIN (D]
Sy (Ny,n;
N N
(@ (b)

FIGURE 13.8 Schematic of accelerated binomial (Bogey) testing procedure through (a)
extended testing time and (b) increased load/stress level as represented in the (S-N) diagram
with D =1.
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a small sample size, the benefit of using the three-parameter Weibull distribution is
not clear because the third fit parameter (threshold) brings significant uncertainty in
data analysis and often results in abnormal values of the fit parameters. However,
meaningful results can be obtained for data with even very small sample sizes if
Bayesian statistics are used and the historical data are available. Three examples
following demonstrate these three respective aspects.

Example 13.4 Fatigue Data of 2024-T4 with Relative Large Sample Size

A set of high-cycle fatigue data at room temperature [9] with sample size of 30
for 2024-T4, which is a commonly used aluminum alloy, is selected for fitting the
Weibull distribution functions. The probability plots estimated using Minitab for the
two- and three-parameter Weibull functions are shown in Figure 13.9a and b.
The values of fit parameters for the set of test data also are listed in Figure 13.9.
The three-parameter Weibull distribution has a much better fit in terms of visual
examination and the Anderson-Darling (AD) statistic value. The AD values for
the two- and the three-parameter Weibull distribution functions are, respectively,
1.246 and 0.526. A lower value of the AD statistic indicates a better data fit.

An important observation from the data shown in Figure 13.9 is that the values
of the shape parameters for the two- and three-parameter Weibull functions are,
respectively, 1.74758 and 0.908975, a change from f >1to 8 <1. The values of the
scale parameters are, respectively, 2092213 and 1510218 cycles. It is noted that
one of the advantages of the Weibull function over other distribution functions is
supposed to be its capability to distinguish among several possible failure mecha-
nisms [3], B <1 for infantile or early-life failure, g =1 for constant failure rate, and
B >1wear-out failure. Clearly, the characterization of data based on g can be signif-
icantly compromised by the fact that two- and three-parameter Weibull functions
can lead to very different conclusions for the same set of data. All the fitting param-
eters are listed in Table 13.3. The results indicate that the three-parameter Weibull
distribution function with a threshold parameter at the left tail is more appropriate
for fatigue life data with large sample sizes. By contrast, the two-parameter Weibull
with a long left tail (zero at the left end) does not reflect the intrinsic incubation
time caused by the fatigue crack initiation and propagation.

Probability Plot for 2024-T4
3-Parameter Weibull
Complete Data - LSXY Estimates

Probability Plot for 2024-T4
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Complete Data - LSXY Estimates
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FIGURE 13.9 Probability plots of (a) two-parameter Weibull distribution and (b) three-
parameter Weibull distribution for a set of 2024-T4.
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TABLE 13.3

The Values of the Fit Parameters of
Two-Parameter (2P) and Three-Parameter
(3P) Weibull Distribution Functions for
the High-Cycle Fatigue Data of 2024-t4

Distribution Functions Parameters

2P-Weibull Shape 1.74758
Scale 2092213
AD statistic 1.246

3P-Weibull B 0.908975
n 1510218
5 452578
AD statistic 0.526

Example 13.5 Fatigue Data with Small Sample Size

The probabilistic plot and the corresponding estimated parameters obtained
using Minitab from six fatigue failure data is shown in Figure 13.10. The obtained
shape parameter 8 =2.37219 and a scale parameter of n =750355 can be cal-
culated directly from the probability plot. In Figure 13.10, the 90% (confidence)

Probability Plot
Weibull - 90% LB
Complete Data - LSXY Estimates

Table of Statistics
90 Shape 2.37219
= Scale 75035.5
L Mean 66504.0
= gg: StDev 29826.6
9 5l Median 64293.5
o IQR 41734.1
& 104 Failure 6
5| Censor 0
3 AD* 2.133
24 Correlation 0.972

10000 100000
Cycles to failure

FIGURE 13.10 Probability plots obtained from cycles to failure.
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lower bound is shown with a large scatter band indicating the uncertainty nature
of the calculated values of the fit parameters caused by the small sample size.
The value of the test data at any given reliability and confidence levels (RxxCyy)
can be obtained readily. The smaller the sample size, the wider the scatter band
and the larger the uncertainty. Clearly, how to obtain accurate estimated param-
eters from small sample size is a big challenge.

It should be noted that even though the suitability of the three-parameter
Weibull distribution in fatigue life testing and associated product validation is
obvious from Figure 13.9, for the data with a relatively large sample size, its
application to data with small sample size is not recommended because of the
high possibility of unstable solutions with the introduced third fit parameter in the
three-parameter Weibull distribution. Instead, a two-parameter Weibull distribu-
tion is recommended because, although it cannot provide accurate information
about the tails of the distribution, it does provide reliable information of the mean,
which is often useful. To obtain accurate parameter estimation of three- or mul-
tiple Weibull distributions with limited sample sizes, the Bayesian statistics, which
uses historical data, can be considered.

13.5.3 BAYESIAN STATISTICS FOR SAMPLE S1zE REDUCTION

When sample size is extremely small, the disadvantage of the traditional
Frequentist (based on the current test data only) method is obvious: (1) signif-
icant loss in certainty and confidence and (2) high sensitivity to the specific
pattern of the test data. However, reliability assessment based on extremely
small sample size, such as 3, 2, and 1, often is desired. To overcome these draw-
backs of the Frequentist method, a Bayesian statistics-based approach has been
developed [11].
The Bayes’s rule in the modern version can be expressed as:

p(013) =+ 1(6;x) p(0)

[1(:x)p(0)a(0)

0

(13.23)

where p(0 | x) is posterior PDF, for the parameter 6 given the data x. p(@) is prior
PDF for the parameter 0. [(0;x) is the likelihood function, which is defined as
1(0;x) = InI f(0;x;), where x; is kth experimental observation and f(6;x;) is the
PDF of ck}7(l:les to failure. The denominator in Equation 13.27 is simply a normalizing
factor which ensures that the posterior PDF integrates to one. The Bayesian process
is schematically shown in Figure 13.11. The posterior distribution usually is nar-
rower than the prior distribution, and results with improved confidence and accuracy
can be obtained by analyzing the posterior data.

Two key steps to realize the Bayesian statistics in constructing a reliability
RxxCyy are (1) posterior distributions from the historical data and (2) efficient
numerical algorithms to implement Equation 13.23.
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FIGURE 13.11 Schematic of the basic concept of Bayesian statistics procedure.

Example 13.6 Bayesian Statistic for Design Curve Construction

A large amount of reliable historical fatigue test data for welded structures has
been systematically collected and analyzed, and the associated probabilistic
distributions of the mean and standard deviation of the failure cycles have been
successfully obtained [15]. An advanced acceptance-rejection resampling algo-
rithm and a Monte Carlo simulation procedure have been implemented.

Figure 13.12a shows a mean life-standard deviation (Mean-STD) plot (in log-log)
of 110 sets of fatigue failure data of a type of welded exhaust component. Based
on the data pattern shown in Figure 13.12a, a probabilistic distribution and the val-
ues of the corresponding fit parameters have been obtained. With the probabilistic
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FIGURE 13.12 (a) The STD-Mean plot based on historical weld fatigue data and (b) the
R90CI0 design curve constructed with only one data point at each of the two stress levels by
using a Bayesian statistics procedure.
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distribution of the historical data, the Bayes’s rule (Equation 13.23) and an advanced
numerical algorithm, a design curve obtained with only one data point at each of
the two stress levels, can be constructed and is shown Figure 13.12b. It should be
noted that a design curve cannot be constructed with the traditional probability
plot even with two data points at each stress level. The advantage of the Bayesian
statistic is clearly demonstrated from this example.

13.6 SYSTEM RELIABILITY

The reliability of a system can be cascaded into the reliability of its components.
A system is often complex and the reliability of a system often can be idealized with
the following simple models and their combinations [3].

13.6.1  Series SysTem MODEL
A system is called series system if its life is the smallest of all those potential

times (or cycles) to failure. Such a system fails when the first failure mode occurs.
Mathematically:

F(x)= l—ll[[l—F,- (x)] (13.24a)

or, equivalently:

R(x)= HR,- (x) (13.24b)

Equation 13.24a is referred to as the product rule of reliability since it establishes
that the reliability of a series system is the product of the individual component
reliabilities. A series system model also is called a competing risks model if bi-modal
or multiple failure mechanisms are involved.

13.6.2 PARALLEL SYsTEM MODEL

A parallel system is the system that fails when all components fail. Mathematically:

F(x)=[T# () (13.252)
i=1

or, equivalently:

R(x)= l—ﬁ[l—Ri ()] (13.25b)
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The parallel system model represents statistically the polar opposite from the series
system model but with F(x) and R(x) interchanged. Like the product rule of reli-
ability, Equation 13.25a can be referred to as the product rule of unreliability since it
establishes that the unreliability of a parallel system is the product of the individual
component unreliabilities. A parallel system model also is called a dominant modal
model [4] if bi-modal or multiple failure mechanisms are involved.

13.6.3 MIXTURES MODEL
F(x)= Y pE(x) > p=t 0<p <l (1326a)
i=1

or, equivalently:

R(x)= Zpl-R,« (x); Zpi =1 0<p <1 (13.26b)
i=1 i=1

where F (x) is CDF and, again, R(x) is reliability or survival function. p; is propor-

tion or probability of occurrence for failure mechanism i. F (x) and R(x) have the
same mathematical structure.

With these system models, the reliability analysis can be conducted like that used
for component analysis. An example of using Equation 13.26 to calculate system
reliability from the known component reliability is provided as follows. Suppose a
series system consisting of five identical components is subjected to constant ampli-
tude vibrational loading. What would be the system reliability if the reliability of
each of the five identical components is 0.98 as calculated from the stress-strength
interference model? The system reliability as calculated from Equation 13.26b is
simply R =0.98° = 0.90.

13.7 CONCLUSIONS

This chapter introduces several recently developed new methodologies for fatigue
associated reliability assessment of vehicle components and systems. The most
important two of these methodologies are the fatigue S-N curve transformation
technique and a variable transformation technique. In principle, these methodologies
can be applied to the reliability assessment of other similar engineering components
and systems. With these new methodologies, the current S-N data analysis and reli-
ability testing methods can be interpreted in a new unified probabilistic framework.
The importance of selecting two-parameter and three-parameter Weibull distribu-
tions in a probabilistic analysis of data with large sample size has been illustrated
with examples. The uncertainty introduced in test data with small sample size and
the benefits of using Bayesian statistics approach in cost reduction also has been
demonstrated with examples.
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14.1 INTRODUCTION

This study is an attempt to analyze the reliability performance of a marine power
generation system with the auxiliary systems attached and to develop an alternative
for maintenance policy. The main scope of this study is to analyze the methodology
and to conduct reliability analysis of the marine electric power system, focusing
rather on the mathematical modeling than on the field of the research on pure electric
and mechanical systems and their technical details. This aspect leads to generic infer-
ences that are applicable in most systems providing the big picture of the problem
and its solution. Nevertheless, authors use references to certain technical issues to
help the reader to understand the basic principles of a marine electrical power gener-
ating system with the attached auxiliary systems.

This chapter is organized as follows. In this section, there is a short description and
general information concerning the marine power generating system as a part of the ship
and some related references. Section 14.2 is a presentation of the reliability assessment
and multi-state systems in brief. In Section 14.3, there is a description of a typical electric
power generation system and reliability characteristics. Section 14.4 presents the devel-
opment of the semi Markov model. Section 14.5 is a description of the auxiliary diesel
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engines system driving the electric power generators and a reliability analysis of the
multi-state system including the probabilities related with its operation. In Section 14.6
the basic outlines on maintenance policy and maintenance implications and ideas on how
stochastic analysis and its inferences could contribute in real world management issues
are presented. In addition, there are empirical results concerning the availability of the
power generating system under different system configurations. Finally, in Section 14.7,
the conclusion sums up maintenance policy and suggests some ideas for further research.

The design of a vessel follows certain basic principles given as guidelines by organiza-
tions such as International Maritime Organization (IMO) and Marine Technology Society
(MTYS), covering all possible sectors of a ship building project and all systems of the ves-
sel. Consequently, such guidelines (MTS DP Technical Committee; MSC/Circular 1994)
as a design philosophy and for all essential calculations (IMO MEPC 1-CIRC 866 2014)
exist for the electrical power generating system as a part of the whole vessel. Currently,
and due to issues related to environment and modern economics, major challenges arise
concerning the ship’s technology (MUNIN D6.7 2014). There is an increasing pressure for
more efficiency in energy, environmental effect, and safety. IMO has developed certain
regulations (IMO 2016) concerning a ship’s efficiency quantification providing guidelines
for all essential calculations (MEPC 61/inf.18 2010; MEPC.1-Circ.681-2 2009; MEPC.1-
Circ.684 2009). One major problem designers have in ship technology and design is
systems efficiency. Especially, the ship’s energy is a sector where a lot of challenges
arise continuously. Climate change and the problem of the greenhouse gas emissions
lead research to more efficient energy systems on ships and intensifying the demand
for improved safety levels and environmental protection to be competitive. The quan-
titative analysis of this effort could be summarized using certain indices such as the
Energy Efficiency Design Index (EEDI) and the Energy Efficiency Operational Indicator
(EEQI). Presumably, diesel engine driven electric power generating systems depend on
these regulations. Previous research (Prousalidis et al. 2011) has shown that the evolution
of a ship’s technology leads to new trends. Concerning the energy efficiency, use of vessel
and energy management means research on optimization of routes and vessel’s speed,
which implies optimization of power systems and management and finally presenting
advantages through an extensive electrification of ship systems. All those challenges and
trends could lead to increased complexity of the systems and requirements concerning
the technical background and skills of crewmembers. Unfortunately, all improvements
mentioned do not assure full ship safety and there is always the probability that unpre-
dictable incidents will happen (Mindykowski and Tarasiuk 2015). Since electric power
is a basic and essential factor of the normal operation of a ship, the electric power system
of a ship is dedicated to meet its electric load requirements according to the type of
mission during the different phases of its operation, such as overseas voyage, charging
and discharging, berthing, etc. According to international regulations in the case of an
electrical system failure, the usual and anticipated consequence is a blackout (Brocken
2016), which leads to a deadship condition initiating event. The meaning of the term
“deadship” is a condition under which the main propulsion plant, boilers, and auxiliaries
are not in operation and in restoring the propulsion, no stored energy for starting the pro-
pulsion plant, the main source of electrical power, and other essential auxiliaries should
be assumed available. It is assumed that the means are available to start the emergency
generator at all times (IMO 2005).
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The research about blackout incidents shows that there are many different factors
causing a blackout in a ship, such as human error, control equipment failure, auto-
mation failure, electrical failure, lack of fuel, mechanical failure, and other causes
(Miller 2012) leading to certain questions such as:

* Dotheavailable electric power generators meet the ship’s power requirements?
*  What is the probability of a total system failure?
*  What would be the financial cost of the system failure?

All these questions are closely related with the issue of electric power system reli-
ability, which in the case of a vessel is manageable by following strategies on its
architecture such as the use of multiple power sources, sectioning of the distribution
grid (Stevens et al. 2015), and use of auxiliary safety subsystems, such as earthing
and protection systems (Maes 2013). More specifically, the primary and standby
generators are driven by diesel engines with different technical characteristics and
attributes related to the requirements and the mission of the vessel such as:

e Load acceptance and rejection

e Starting time

e Load up time and emergency loading ramp
e Time on hot standby

e Minimum load and part load ratings

e Black start requirements

The subsystems of generators are:

¢ Excitation system

e Lubrication system

e Cooling system

e Facilities for alarms, monitoring, and protection
¢ Neutral earthing

The importance of the marine electric power system and its components could be
understood easily if electric failures are considered that led to marine accidents, such
as that of RMS Queen Mary 2 (MAIB 2011), which is obvious since its main tasks
could be summarized as follows (Patel 2012):

e The optimal system configuration

e Load analysis and selection of the necessary equipment (e.g., generators
and electric motors)

e The power distribution system

e Optimization of the routing cables

e Fault current analysis and the necessary safety devices

e Optimization of the power monitoring system

Since a ship operates in an autonomous mode at sea and usually when moored, the
design of the power system faces major challenges to meet the established stan-
dards and other requirements. The ship designers must consider the electrical power
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requirements during each phase of the ship operation. A major concept affecting the
use of electric energy on a ship is the quality of power. According to the established
standards, by the term “quality of power,” we mean “the term of power quality refer-
ring to a wide variety of electromagnetic phenomena that characterize the voltage and
current at a given time and at a given location on the power system” (IEEE 1159-1995).
There are several direct and indirect consequences of a poor electric power supply
quality on a ship, which leads to several problems and distortions that could take place
resulting in systems failures and a reduced level of reliability.
These problems could be summarized as follows (Prousalidis et al. 2008):

e Harmonics
e Short duration voltage events
e Voltage unbalance

According to other research, the operation of the electric power generating system
could be summarized by two major groups of parameters:

e Parameters of voltage and currents in all the points of the analyzed system
e Parameters describing a risk of loss of power supply continuity

Attempting to evaluate the levels of quality and to deal with these problems,
researchers have developed certain quality indices concerning voltage and frequency
deviations (Prousalidis et al. 2011). The importance of those indices is obvious if
their limit values and the standards established (Table 14.1) concerning the issues

TABLE 14.1

Standards Concerning Power Quality of a Ship

# Standard Range

1 IEEE Std. 45:2002 IEEE Recommended Practice for Electrical
Installations on Shipboard

2 IEC 60092-101:2002 Electrical installations in ships. Definitions and
general requirements

3 STANAG 1008:2004 Characteristics of Shipboard

Electrical Power Systems in Warships of the
North Atlantic Treaty Navies, NATO, Edition 9,
2004
American Bureau of Shipping, ABS, 2008 Rules of building and classing, steel vessels
5 Rules of international ship classification Technical Requirements for Shipboard Power
societies, e.g., PRS/25/P/2006 Electronic Systems

Source: Mindykowski, J., Power quality on ships: Today and tomorrow’s challenges, International
Conference and Exposition on Electrical and Power Engineering (EPE 2014), lasi,
Romania, 2014.
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of electric power quality assessment in ship networks are considered. The usual
causes of the power quality problems on ships are human factors, the assigned loads,
overloading, and technical failures (Mindykowski 2014). It should be noted that the
quality of electric power passes through two stages: assessment and improvement.
The improvement stage is possible through the technical solutions and the invest-
ment in the staff and human capital (Mindykowski 2016). Technical solutions refer
to new distribution systems such as Zonal Electrical Distribution System (ZEDS)
or hybrid technology solutions (Shagar et al. 2017). The needs for electrical power
differ from phase to phase of operation depending on the devices and systems that
are necessary for the normal operation of the ship. According to expert opinions,
the phase of charging and discharging are the most demanding and stressful for
the electrical power generating system of a ship. Thus, a reliability modeling and
analysis of the system related to these phases provides valuable inferences about the
safety of a ship.

14.2 RELIABILITY ASSESSMENT AND MULTI-STATE SYSTEMS

The term “reliability” refers generally to the capability of any system or element
to perform its assigned task. The analysis of reliability of a marine electric power
system starts from the elements of the system, continues to the subsystems, and
finally examines the whole system (Wu et al. 2013). Multi-state systems (MSS)
theory covers a wide range of applications in reliability analysis with significant
theoretical advances as well (Lisnianski et al. 2010). An MSS can operate pass-
ing through a finite number of states that are called state spaces (Lisnianski et al.
2010), describing different states (Eryilmaz 2015), and consequently working
in different rates of output. This finite number of states indicates the difference
between the MSS and the binary systems that operate in two states only (on-off)
(Levitin and Xing 2018). The complexity of MSS depends on the number the sub-
systems, whereas its availability depends on the availability of these subsystems
(Markopoulos and Platis 2018). Based on the requirements set, the structure of a
MSS provides flexibility to the research of reliability to manage both theoretical
problems and applications. It is well known that reliability is the capability of an
element or a system to operate normally without failures or interruptions. In the
case of an MSS, reliability could be the system capability to operate among spe-
cific states related to acceptable limits of operation according to the requirements
established. The general mathematical form of an MSS operating among several
states depicts the set of them such as:

Sj :{Sj],sz,--.,Sji,-u,Sjk} (141)

where:
s;; is the state representing a specific level of performance of the subsystem j
i €{1,2,...,k} is the set of the states of each subsystem



366 Reliability Engineering

Introducing the factor of time in the model, the state of the MSS over time is a ran-
dom variable representing a stochastic process (Lisnianski et al. 2010) with its major
parameters such as mean and variance. The function describing the reliability of the
MSS can be defined as:

R(t,w)=P{S(1)>w} (14.2)

Based on literature findings, one of the major research fields of MSS is reliabil-
ity assessment and more specifically the electric—electronic systems such as
power generation and communication systems (Lisnianski et al. 2012). To assess
the expected performance of a complex or composite system, it iS necessary to
determine the states of the system and the sojourn time of each state (Barbu and
Karagrigoriou 2018). This aspect implies the use of the semi-Markov methodology
to take advantage of the flexibility it provides compared with the ordinary two-state
Markov binary systems (operation or failure). The trade-off of the flexibility is the
complexity of the system and the implied difficulties for understanding and perfor-
mance evaluation (Yingkui and Jing 2012). There are more advantages concerning
the flexibility of MSS. Since the focus is on the acceptable and non-acceptable sides,
the analysis is closer to real world problems (Liu and Kapur 2006) than the ordinary
simple systems that focus on “time to failure.” This advantage leads to better accu-
racy assessments (Lisnianski et al. 2012) and improving the time needed to analyze
the model (Billinton and Li 2007).

14.3 DESCRIPTION OF SHIP’S ELECTRIC POWER
GENERATION SYSTEM

All these characteristics mentioned that are related to flexibility imply the capa-
bility of MSS to describe a lot of systems either technical or not. It is known that
major research fields for MSS analysis are the electrical power generation and dis-
tribution systems (Markopoulos and Platis 2018) and telecommunications as well.
In this current analysis, the attempt is to expand the reliability analysis using the
theoretical tool of MSS in a marine electrical power generating system, considering
its specific particularities against the terrestrial ordinary power generating systems.
Depending on the phase of the operation, they should meet all minimum energy and
power requirements without remaining in “out of order” status, even if some of their
elements fail during the repair process. Thus, this chapter considers failure of the
system as all those levels of output that do not meet minimum requirements for the
normal operation of each operational phase of the ship.

According to the existing standards (DNV 2011), three general assumptions on
the ship’s systems structure are necessary to meet the established requirements. First,
an electric power generation station should be arranged (DNV 2011, B301). The next
requirement is that depending on the ship and operational phase, there are a mini-
mum required number of independent electric power sources capable to meet the
load requirements for normal operation of the ship without use of emergency power
generators (DNV 2011, B302). The third main requirement is that the electric power
generation system should be able to be restored within 45 seconds (DNV 2011, B303)
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using the existing automatic control switching (ACS) system. A typical example of an
electric power system in a ship consists of operating components for power genera-
tion, energy transmission, and energy distribution for all energy consuming devices.
Usually, there are ships with a configuration of three main generators and one emer-
gency unit (Wirtsild 2014) where the main system consists o