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Introduction



C

 ongratulations on purchasing Machine Learning for Python
 and thank you for doing so.

The following chapters will discuss everything that we need to know in order to get started with machine learning for Python. There are a lot of different parts that come with this topic, and being able to work through it, and learn as much as possible to make it happen with your data analysis. Many companies want to go through with data analysis, but you will find that many times they are not certain about how to go through this process and make it work for their needs.

In this guidebook, we are going to run through the different steps that are needed to work with machine learning, Python, and data science. To start this guidebook, we are going to take a look at some of the basics for artificial intelligence and machine learning. These basics can help us to take a look at how we are going to be able to handle some of the algorithms and more that we are able to focus on with data science later on. And then we will move on to some of the basics that are needed to 
 make sure that we are able to install Python on our computer system and get machine learning to work with Python to see the best results.

From here, we are going to take a closer look at some of the different parts that we need to know in order to handle machine learning and Python working together. We will look at what a data analysis is all about, the steps that go with this, how machine learning and Python will work together, We will also take some time to explore some of the basics of deep learning, and the other parts that we need to bring into play to learn the step by step process of making our data analysis work the way that we want.

Working with machine learning for Python can be a great way to help us to really see some results. When you are ready to learn more about the Python coding language, make sure to check out this guidebook to help you get started on the right track.

There are plenty of books on this subject on the market, thanks again for choosing this one! Every effort was made to ensure it is full of as much useful information as possible, please enjoy it!



Chapter 1: Artificial Intelligence


and Machine Learning




B

 efore we are able to get into some of the different topics that are found in this guidebook, we need to first get a good look at a number of topics that are going to help us out with this. Namely, the idea of artificial intelligence and machine learning. There are many individuals and businesses who don’t understand how these two are similar or different, and that can get us into a lot of trouble if we aren’t able to sort them outright from the beginning.

That is why we are going to take our time here and look at how each one works and what we are able to do with them. You will find that basically, artificial intelligence is an umbrella term for a lot of different types of computer science work that you are able to do, and machine learning is a type of artificial intelligence. This can help us to see why there are several similarities that fall with them and can get us off to a good start of working with these topics
 .

What is Artificial Intelligence?

[image: Image result for artificial inelligene]


The first thing that we are going to take a look at here is the basics of artificial intelligence. This is going to form some of the foundations of what we will see when it comes to machine learning and more that we are going to do later on. So having a solid understanding of what this topic is all about, and how we are able to use it for our data science projects can be important.

Artificial intelligence is a useful practice because it is going to make it possible for the machines and systems that we use to learn from experience, adjust to new inputs, and perform tasks almost in the same manner that a human would. Most of the examples that we are going to hear about artificial intelligence today, from self-driving cars to computers who are able to play chess, are going to rely pretty hard on deep learning, as well as something that is known as natural language processing. With the 
 help of these technologies, a computer can be trained in order to accomplish a specific task, simply by going through and processing a large amount of data, and then finding the patterns that are found in that data.

The term artificial intelligence was coined in 1956, but in the last few years, artificial intelligence has become more popular. This is because there is an increase in the volume of data, advanced types of algorithms that we are able to use, and improvements in computing power and storage.

Early research into this topic in the ’50s was going to explore a lot of topics like symbolic methods and problem-solving. Then in the ’60s, the US Department of Defense took some interest in this topic and spent their time looking at ways they could train a computer to mimic the reasoning that we find in humans. For example, a project is known as DARPA, or the Defense Advanced Research Projects Agency completed projects on street mapping in the ’70s. This project was able to help produce personal intelligent assistants in 2003, which was a long time before Cortana, Siri, and Alexa were the big names that we know today.

Some of this early work helped to pave the way for automation and formal reasoning that we are going to see 
 in a lot of computers today, including systems for decision support, and systems of smart searching, that we are able to be designed to augment and complement the abilities of a human. There are a lot of benefits that come with this kind of process and learning how to make it happen, and how you are able to use this for your own needs in business as well.

There are a lot of reasons why this artificial intelligence is going to be so important. AI is able to help automate some of the repetitive learning and the discovery that you can do with data. This is going to be different than what we will see with hardware-driven and robotic automation. Instead of going through and automating some of the manual tasks that we usually handle, this process is going to perform frequent, high-volume, and computerized tasks without fatigue and in a reliable manner. For this kind of automation, an inquiry by a human is going to be essential to ensure that we can set up the system while asking the right questions the whole time.

Another benefit is that artificial intelligence is going to add some intelligence to the program you are working with. In many cases, AI is going to not be sold along with some individual applications. However, products you are already working with will see some improvements thanks 
 to the capabilities of AI. We are able to go through the process in order to handle the products we already have and then make these products a bit smarter.

AI is also able to adapt through progressive kinds of learning algorithms because it helps the data do all of the programming that we need. This process is going to be able to find the structure and the regularities that are found in some of the data that we are using so that any algorithm we choose is able to gain a new skill. The algorithm that we are using will then become the predictor or the classifier.

So, just as the algorithm is able to teach itself the steps that are needed to play a game of chess, it is going to teach itself what products it would like to recommend to a customer online. And the models will adapt when you present them with some new data as well. Backpropagation is one of the techniques that we are able to use in AI to allow the model to adjust, through added data and training, when the first answer is not the way that it should work with.

AI is set up to analyze and handle more and deeper data than some of the methods that were used in the past. This is thanks to the process of neural networks, which is one of the algorithms that come with machine learning 
 that has many hidden layers overall. Building a fraud detection system, for example, with five hidden layers was a process that wasn’t possible in the past, but with the help of AI, we are able to handle this kind of process, and it is possible to take on projects that need hundreds of layers instead.

When we use Ai in some of the projects that we are going to work with, we will find that it is going to achieve a high amount of accuracy through the ideas of deep neural networks. For example, the interactions that we are going to be able to go through with Alexa and more are going to be based on this kind of deep learning. And these are going to get more accurate when we use them on a regular basis. AI techniques from this deep learning, from object recognition, and image classification, can now be used in many ways, such as helping us to find cancer on an MRI with the same accuracy as the most highly trained radiologists as well.

And finally, we will find that AI is able to get us the most out of the data we have. when algorithms are set up to be self-learning, the data can become intellectual property as well. The answers are in the data already, we just need to make sure that we are using AI in the right manner in order to get these answers out. Since the role of 
 data is going to be more important to businesses now than it was in the past, it is going to create a big competitive advantage. If you already have the best data in your industry, even if you find that everyone else is applying similar ideas, the best data is going to win.

There are a number of challenges that are going to show up when it is time to work with artificial intelligence. This is going to be something that can change up every industry, but we do need to go through and understand some of the limits that come with it. The principle limitation that comes with this intelligence is that it is going to learn from data. There is no other way that we can incorporate the knowledge into it. This means that if there are some inaccuracies that show up in the data, then it is going to be reflected in these results as well. And any of the additional layers that you would like for prediction or analysis will need to be done separately.

Today the AI systems that we use have been trained to do tasks that are clearly defined. The system that plays poker or chess or some other game is not going to be able to play a different game. It can do one thing and one thing only. The system that is able to detect when fraud is happening will not be able to give you some legal advice. In fact, all of the systems that use AI that detects 
 health care fraud are not going to accurately detect fraud or warranty claims fraud.

What this means is that these systems are very specialized in what they do. They are going to focus on one task, and because of this, they are not going to be able to behave as humans do. This also means that the self-learning systems are not going to be seen as autonomous systems. The imagined kinds of technologies of AI that we see on TV and movies are still going to be a part of science fiction. But computers that are able to probe complex data to learn and perfect specific tasks are becoming more common as time goes on.

A Look at Machine Learning

One of the subsets of artificial intelligence that we need to spend some time looking at is machine learning. Machine learning is simply one of the methods of data analysis that we are able to use because it helps us to build up our own analytical models in an automatic manner. As we discussed, this is going to be one of the branches of artificial intelligence and it is based on the idea that a system is able to learn from the data, identify patterns, and then make some decisions with a minimal amount of interventions from humans
 .

Because of a lot of the new computing technologies that are out there, machine learning has seen a lot of changes from how it worked in the past. It was first born as a way for us to work with pattern recognition and it focused on the theory that computers are able to learn from the data you have without you needing to go through and program it how to perform the specific tasks that you would like. This was done because many of the researchers who were interested in artificial intelligence wanted to be able to see whether they could get a computer to learn from the data they presented or not.

The iterative kind of aspect that we are going to see with machine learning is something that we need to remember because as the models are exposed to some new data, they are also going to be able to adapt independently. They are able to work in a unique manner from some of the previous computations to produce reliable, repeatable decisions and results. It is not a science that is new, but one that has been able to gain a lot of fresh momentum.

While there are a lot of algorithms that work with machine learning, and they have been around for some time, the ability to apply these complex mathematical calculations that can be automatic to big data, over and 
 over and faster and faster, is a more recent development. There are a lot of great examples that you are able to work with for applications of machine learning, and you will enjoy how great they can be for helping your business to grow.

There are a few topics about machine learning that we need to focus on too to help us figure out more about machine learning and how it will work for us. Although the topics of data mining, deep learning, and machine learning are going to have a lot of parts that are similar, we have to realize that they are going to use different abilities and approaches in order to get things done.

First on the list is data mining. This is going to be one of the supersets of other methods that help us to extract insights out of our data. It could involve some of the traditional statistical methods and machine learning. This process is going to apply methods from a lot of different areas in order to identify previously unknown patterns out of that data.

Then we can work with machine learning. The main kind of difference that we are going to see with machine learning is that it is going to be just like what we see with statistical models, because the goal of this is to understand some of the structure of the data, so that we are 
 able to fit some of our theoretical distributions that are well understood with the data already.

So, with some of these statistical models, there is going to be some kind of theory that falls behind our model that we can prove with math, but this means that the data has to meet certain strong assumptions as well. Machine learning was developed based on the idea that computers needed to have the ability to probe through the data for structure and insights, even if we are not certain what the structure is going to look like overall. The test for a model of machine learning is going to be a validation error that goes over the new data, not a theoretical test that is going to prove to us a null hypothesis. Because machine learning is going to rely on a more iterative approach to help it learn from the data, the learning can be automated easily. Passes are run through the data until we are able to find a robust pattern in place.

There are a lot of different parts that come together when we are working with machine learning. First, on the list, we need to focus on the algorithms that are going to be there and will help us to get things done properly. There are a lot of algorithms that we are able to use, and it often depends on the information that we are trying to find, and what data we are working in the first place. 
 Some of the different algorithms that we are able to use can include clustering, support vector machine, decision trees, and random forests, neural networks and more.

There are also a few tools that can come into place that work with Python and will make it easier for us to go through and ensure that we are set and ready to go with some of the algorithms. While many companies are just going to focus on the algorithms and nothing else, having a good understanding of how these tools work and how they can improve what we see with some of our algorithms is a must within machine learning as well.

Supervised Machine Learning

The first type of machine learning that we are going to spend some time on is the supervised learning type. Supervised machine learning algorithms are going to be trained with some examples that are labeled. This is where we would like to have an input and we know what the desired output is all about. For example, we could have a piece of equipment that could have some data points that are labeled R for runs or F for failed. The learning algorithm is going to be able to get a set of inputs along with the corresponding correct outputs, and then the algorithm is able to learn when they compare 
 the actual output with the right outputs to see if there are errors present.

From here, it is then going to be able to make some modifications to the model as well. Through methods like classification, prediction, and regression, as well as gradient boosting, this kind of learning is going to help us use patterns to predict the values of a label on additional unlabeled data. This kind of learning is going to be used in a lot of applications where we want to take some historical data and then use it to make some predictions about what is going to happen in the future. For example, we are able to use this kind of learning in order to help us better figure out when a credit card transaction is going to be seen as fraudulent, or when one of the customers of an insurance company is most likely to file a claim against them.

While we are on this topic, we need to take a detour and talk about semi-supervised machine learning. This kind of learning is going to be used for a lot of the same kinds of applications that we see with supervised learning. It is going to also work similarly to the unsupervised machine learning type which is what will make it so unique.

With this kind of learning, we are going to find that we will use a combination of unlabeled and labeled data for 
 the training that we want to work with. Usually, the company will focus on a small amount of data that is labeled and put it with a larger amount of unlabeled data. The reason that this happens is that the unlabeled data is not going to be as expensive to work with, and will not take as much effort to find. This makes it a more practical choice for many of the projects that you would like to do.

This semi-supervised learning is going to be useful when some of the costs that are associated with labeling is going to be too high in order to train the algorithm completely on labeled data or when the business would like to find some ways to cut the costs they are dealing with on this method. Some of the earlier examples of how this semi-supervised learning is going to work will include something like identifying the facial features of someone on a webcam.

Unsupervised Machine Learning

The next type of machine learning that we want to take a look at is known as unsupervised learning. This is going to be the kind of learning that we can do when we want to work with data that doesn’t have any historical labels or anything on it. The system is not going to be told the right answer from the beginning as it will with supervised 
 learning. Instead, the algorithm needs to look at the data that is presented and figure out what it is seeing.

The goal here is for the algorithm to explore the data and see if it is able to find some structure inside of it. Unsupervised learning is going to work well when we want to handle some of our transactional data. For example, it can help us to identify some segments of our customers with similar attributes who can then be treated in a similar manner with our marketing campaigns.

Or we are able to work with these algorithms in order to help us figure out the main attributes that are going to help us to segment out our customers from one another. There are a lot of different types of algorithms that we are able to use when we want to focus on unsupervised machine learning. Some of these techniques are going to include self-organizing maps, nearest-neighbor mapping, k-means clustering, and more. These are also the same kinds of algorithms that we are able to do when it comes to segmenting out the text topics, identify the outliers of the data, and recommend items as well.

Reinforcement Machine Learning

From here, we are able to take a look at the type of machine learning that is known as reinforcement learning. 
 This is the kind of learning that we will be able to use for several types of projects including gaming, navigation, and robotics because it is going to rely on a form of learning that has it working with trial and error most of the time.

When we focus on reinforcement learning, the various algorithms that we are going to work with will discover, with the help of trial and error, which actions are going to give it the biggest reward, and then it will continue to work with that one. When it doesn’t get a very good reward, then the system learns that this is not the way it should behave, and will move on to trying something else instead.

With the idea of reinforcement learning, we are going to see that there are three main components that are going to show up. We are going to start with an agent, who will be the decision maker or the learner for the work we are doing. Then we will move on to the environment, which is going to include each of the parts of this process that the agent is able to interact with. And then we will end with the third component, which is the actions, or any of the things that our agent is able to do.

The objective here is for the agent to go through and work with actions that will maximize the expected reward 
 over time, and not just at that time period. The agent will be able to learn as they do this that they can reach the goal much faster when they follow a good policy, based on the conditions that are set up. So the goal with this kind of learning, when compared to some of the other types, is to learn the best policy and then stick with it.

The topics of machine learning and artificial intelligence are in-depth and take some time to work with. There is a lot that goes with them, and that is why we are going to spend a good deal of this guidebook looking them over and making sure that we fully understand how they work, how we can work with some of the algorithms that we just went through, and more.



Chapter 2: Machine Learning


with Python




N

 ow that we know a bit more about the basics of machine learning and what all is going to come with it, it is time for us to dig in a little deeper and look more at the coding language that is going to make all of this happen. The Python language is one of the best general-purpose languages that can get so much done in coding. It is designed with the beginner in mind, so if you have never worked with any kind of coding in the past, then this is one of the best languages to rely on.

Just because this language has been designed for a beginner to use and learn from easily doesn’t mean that it will not come with the power that you need to get results. The Python language, along with some of the extensions and libraries that come with it, has been used many times for a data analysis and machine learning so you know it is going to have all of the power and strength that you need to get these tasks done.

The Python language is one of the best to work with when it comes to handling machine learning of any kind. Sure, there are other options that we can choose to work with on occasion, but they are not going to provide us with 
 the same kind of power. But when you look up anything that has to do with machine learning and data science, for the most part, the best libraries and extensions to help you get the work done will all be attached to Python. This gives you a lot of flexibility and more when it is time to handle this kind of coding language.

Even though you will be able to do a lot of things when you implement the use of the Python library into the mix, you will find that this is a relatively easy language to work with. That was the whole design of going with this language in the first place, that even a beginner will be able to catch on to some of the things that need to happen pretty quickly. And even though you are going to work with a lot of complex options inside of this language, such as all of the different parts of artificial intelligence, algorithms, machine learning and deep learning that we will discuss in this guidebook, Python is still going to keep a lot of the parts simple enough for a beginner to catch onto.

And these are just some of the benefits that you will be able to get with this kind of language. You will find that it is easy to use, has a lot of power, can work on any system that you would like, brings in some of the additional features you want, and has a large community of 
 beginner and more advanced coders to help you get your work done when you get stuck or have questions.

There are a lot of reasons to love the Python language but let’s just dive right in and see how it is able to help us with some of the work that we need to do with machine learning. We will first discuss what we are able to do with this language to get it set up and installed on our chosen operating system, and then look at an example of how we are able to use this coding language to help us create some of the machine learning algorithms that we are looking for.

Installing Python

[image: Image result for installing Python]


The next thing that we can take a look at in this guidebook is an idea of the Python language. There are a lot of different parts that come with the Python language, 
 and you will find that this is one of the best coding languages to help with data science and some of the other topics that we want to discuss as well. With this in mind, we need to learn how to install this coding language onto your system.

The good news here though is that the Python language is going to be able to work with any operating system that you choose to work with. Whether you are planning on working with Windows, Mac, or Linux system. We are also going to take a look at how we will be able to download this language from www.python.org
 . There are other places where we are able to get this information and the Python language. But this one offers everything for free and will ensure that we are able to get all of the files that we need without having to download anything else. With that in mind, let’s take a look at the steps that you can take to download the Python language on any system that you would like to use.

The first system that we are going to take a look at is the Windows operating system. Many users like to work with this system because of the features, and the fact that this is a name that everyone knows and loves to use. This is a great option to work with, and it will provide you with 
 the power that you need to get your codes written out in Python.

One thing to keep in mind before we start though is that you will not find a version of Python on this operating system ahead of time like you can with the other operating systems sometimes. This is because Windows has its own version of a coding language already pre-installed. You can easily add in Python and it will work just fine with no issues against the previous coding language, just be aware that you will need to go through and implement the steps to get this done ahead of time.

There are a few steps that we need to go through in order to get the Python coding language up and running on your Windows operating systems, and these steps will include:


	
To set this up, you need to visit the official Python download page and grab the Windows installer. You can choose to do the latest version of Python 3, or go with another option. By default, the installer is going to provide you with the 32-bit version of Python, but you can choose to switch this to the 64-bit version if you wish. The 32-bit is often 
 best to make sure that there aren’t any compatibility issues with the older packages, but you can experiment if you wish.



	
Now right-click on the installer and select “Run as Administrator”. There are going to be two options to choose from. You will want to pick out “Customize Installation”



	
On the following screen, make sure all of the boxes under “Optional Features” are clicked and then click to move on.



	
While under Advanced Options” you should pick out the location where you want Python to be installed. Click on Install. Give it some time to finish and then close the installer.



	
Next, set the PATH variable for the system so that it includes directories that will include packages and other components that you will need later. To do this use the following instructions:






	
Open up the Control Panel. Do this by clicking on the taskbar and typing in Control Panel. Click on the icon.



	
Inside the Control Panel, search for Environment. Then click on Edit the System Environment Variables. From here, you can click on the button for Environment Variables.



	
Go to the section for User Variables. You can either edit the PATH variable that is there, or you can create one.



	
If there isn’t a variable for PATH on the system, then create one by clicking on New. Make the name for the PATH variable and add it to the directories that you want. Click on close all the control Panel dialogs and move on.






	
Now you can open up your command prompt. Do this by clicking on Start Menu, then Windows System, and then Command Prompt. Type in “python”. This is going to load up the Python interpreter for you.





As we can see through these steps, it is now easy for us to get the Python language on your Windows system and ready to set up. You are able to now go through and open up the interpreter and the other files that come with this, and then get ready to write some of the codes that we have available with all of this.

Another popular operating system that we are able to use along with the Python language is the Mac OS X. If you own a computer that has the Mac operating system already on it, then you should find that Python 2 is going to be installed on this system already. The exact version 
 that you are going to see will depend on which version of this operating system you are working with on your system. The way that you determine which version is there, if you are not certain, is to open up the terminal app on your computer, and then type in the code below to check it out:

Python – V

When you type this in, you will find that it is going to show us the version of Python that is found on your computer. You are then able to go through the process of installing Python 3 on your computer if you would like, or you can stick with the version that you already have. Sometimes the operating system is going to have a version of Python 3 already on it, and if you would like to check on this, you will be able to do so with the following command:

Python3 – V

The default on OS X is that Python 3 is not going to be installed at all. If you want to use Python 3, you can install it using some of the installers that are on Python.org. This is a good place to go from because it will install everything that you need to write and execute your codes with Python. It will have the Python shell, the IDLE development tools, and the interpreter. Unlike what 
 happens with Python 2.X, these tools are installed as a standard application in the Applications folder.

Being able to run the IDLE and the Python shell is going to be dependent on which version you choose and some of your own personal preferences. You can use the following commands to help you start the shell and IDLE applications:


	
For Python 2.X just type in “Idle”



	
For Python 3.X, just type in “idle3”





And last, but certainly not least, we need to take a look at how to work with installing Python on a Linux system. This operating system may not be used as much as the Mac or Windows systems, but there are still a lot of companies who like to use this and find it a useful option to rely on in many cases. Installing Python on one of these operating systems is not meant to be a challenge, and you will find that it can really do some wonders for what you can do with your own programming.

Just like we did with the Mac OS X, we are going to take a moment here to figure out whether there is a version of Python, usually Python 3, that is already installed on the system. If you have worked with Linux or any of the other distributions of Unix in the past, then it is possible 
 that you will have a version of Python already downloaded and ready to use. To check out whether this is true for you or not, you can open up your command prompt inside of Linux, and run the code below:

$ python3 - - version

If you are on Ubuntu 16.10 or newer, then it is a simple process to install Python 3.6. you just need to use the following commands:

$ sudo apt-get update

$ sudo apt-get install Python3.6

If you are relying on an older version of Ubuntu or another version, then you may want to work with the deadsnakes PPA, or another tool, to help you download the Python 3.6 version. The code that you need to do this includes:

$ sudo apt-get install software-properties-common

$ sudo add-apt repository ppa:deadsnakes/ppa

# sudo apt-get update

$ sudo apt-get install python3.
 6

The Basics of Using Python to Create

Machine Learning Algorithms

Machine learning is going to be a good type of artificial intelligence that you are able to use in order to provide a computer with the ability to learn without it needed to be programmed on how to do each step. Machine learning is going to be able to focus on the development of different computer programs that will change any time that it is exposed to new data. But you will find that it is important to have a good environment set up in order to handle some of the algorithms, and some of the other models, that you need to use to help teach the program how to behave.

Python and its community have been able to go through and develop a lot of modules to help programmers implement this machine learning. No matter what you would like the program to do, or what your goal is in all of this, you will find that there is a way to work with a library or an extension that is going to work with that will help you to get done. We are going to work with the main options like NumPy, SciPy, and Scikit-Learn modules to help us get this done.

Machine learning is going to involve us training a computer in order to do what we would like with a given set 
 of data, and then we will use this training in order to predict the properties of any new data that you use. Let’s say that we go through and train our computer by giving it 1000 images that have cats in it, and then another 1000 images of things that are not cats. Then, after doing this we are able to show the computer a new image. If the training was successful here, we will find that the computer is able to tell whether or not the new image you present is a cat or not.

Process o training and then making predictions is going to need some good and specialized algorithms to get it done, and this is where the Python coding language is going to come in. we are going to feed in the training data to give us predictions on a new test data. One of these algorithms is going to be the KNN classification or K-Nearest Neighbor classification.

This algorithm is going to take our test data and will find the k nearest values of data to this data going from the set of data that we use as a test it is then going to select the neighbor of maximum frequency and will give us the properties as the results of our prediction.

To get a better idea of how this is going to work, we can use Python in order to create our KNN algorithm right here. We are going to take a look at the script that is 
 needed in Python to help out with the KNN algorithm. For this one to work, we are going to rely on the famous iris flower set of data in order to train the computer, and then give a new value to the computer to help us make some predictions about it. The set of data is going to consist of 50 samples from each of the three species of iris.

Four of these features are going to be measured from each sample including the length and width of the petals and the sepals, in centimeters. We will then be able to train our program with the help of this set of data, and then use this training as a way to predict the kind of iris flower that we have just with these given measurements Note that this kind of program will work just well with the local Python interpreter that we are able to work with so this should not be a problem as we go through the process. The code that we need to make this work will include:

# Python program to demonstrate

# KNN classification algorithm

# on IRIS dataset


from
 sklearn.datasets
 import
 load_iris



from
 sklearn.neighbors
 import
 KNeighborsClassifier



import
 numpy as n
 p



from
 sklearn.model_selection
 import
 train_test_split



iris_dataset
 =
 load_iris()



X_train, X_test, y_train, y_test
 =
 train_test_split(iris_dataset["data"], iris_dataset["target"], random_state
 =
 0)



kn
 =
 KNeighborsClassifier(n_neighbors
 =
 1)


kn.fit(X_train, y_train)


x_new
 =
 np.array([[5, 2.9, 1, 0.2]])



prediction
 =
 kn.predict(x_new)


print("Predicted target value: {}\n".format(prediction))


print
 ("Predicted feature name: {}\n".format


(iris_dataset["target_names"][prediction]))


print
 ("Test score: {:.2f}".format(kn.score(X_test, y_test)))


Let’s take a look at how this one is going to work. First, we are able to look at what has happened when we train the set of data. Some of the steps that we are able to follow in order to make this happen includes:


	
The first line of the process is going to import the iris set of data that we have. we are going to have this one already predefined in sklearn module. Iris data set is going to be just the table that will contain all of the information that we need about all of the different iris flowers that we have.



	
We also took some time to import the kNeighborsClassifier algorithms and the train_test_split class from numpy modules and the sklearn for use in this program.



	
From there, we want to go through and encapsulate the method of load_iris() into the dataset variable that we are using. We can then divide up the set of data that we are using into the training set and the test set by using the method of train_test_split. This helps to make sure that some of our data is used for training and some of it is used for testing.



	
This method is going to divide up our data in a random manner. If you do this properly, you will find that the bigger group is going to be your training amount, and the lower amount will be the testing. For the example that we did above, we had a ratio of 75 to 25 for the training to testing



	
In the next line, we are able to fit all of the data for training into this algorithm so that the computer can finish up training with this data. When we get to this part, we are going to see that part of the training will be done.





After you have been able to go through and train out the set of data that you would like to use, it is time for us to work with testing the set of data. This is important because it is going to allow us a way to learn more about how well the model is doing and will ensure that we are able to trust the data that we are using, and the model. The steps that happen in the code above to help us with testing out the set of data will include:


	
At this point, we are going to find dimensions of a new flower that will show up in our numpy array that is known as x_new and we want to see if we are able to predict the species of the flower that we have. we are going to do this with the use of the predict method, which is going to take this array and use it as the input, and then will split out the target value that is predicted as the output.



	
So, the target value that we are predicting right now is going to come to us as 0, which means in this cause that we are working with a setosa. So, 
 this means that the flower that we are working with is going to fit into this kind of species.



	
Finally, we are going to find the test score, which is going to be the ratio of no. of predictions found correct and total predictions made. We are going to do this using the scoring method which is going to basically compare the actual values of the set of tests with the values that are predicted.





As we can see, we find that machine learning is going to work and develop in this method to help with basic programming. This is going to help us implement it into a module that we are able to use in Python. This is a great way for us to learn more about how to work in this kind of process, and how Python is going to be one of the best options when you are working with machine learning as well. We will take some time throughout this guidebook to learn more about how.


Chapter 3: Use of Algorithms



N

 ow that we have some of the basics down, it is time for us to take a look at the idea of the algorithms and how we are able to use them. We brought these up a bit earlier, but now it is time to take these to the next level and figure out how we are able to use them for our own needs, and when they are going to come into play when we are working on machine learning.

We are going to focus most of our attention here are the classification algorithms. With these, you are able to take an existing set of data, and then use what you already know about it in order to come up with your own predictive model. This kind of model is going to be useful because you can use it to classify some of the future points of data that show up.

If you have a goal here to use the set of data that you have been able to collect, and the known subsets that come with that, in order to build up a model to predict how we can categorize the data points that we have in the future, you will find that working with these classification algorithms is going to be the best option to work with
 .

When we go through and implement some of our supervised classifications, we should already have a good idea of what the subsets of our data will be. These are going to be known as the categories that we are able to work with as well. Classification is able to help us to get a clearer idea of how well our data is going to fit into the predefined categories that we have for this set of data so that we are then able to build up our own predictive model to classify the points that we have later.

There are a lot of ways that a company would be able to use this kind of information, and they have to decide ahead of time that this is how they would like to use it for their needs. But many times a company is going to use this as a way to make some predictions of how they would like to handle things in the future and helps them to gain a competitive advantage over others in the industry. If these models are used in the proper manner, you will find that it is easier to figure out the course of action that is the best for you to take based on the data that you have.

You will be able to see when you work with this option that, in some cases, the subsets that you might identify with a clustering technique is not going to correspond to the categories that you want. But there are other cases 
 where they don’t. This is something that we are going to need to worry about as we go through the data, and we need to take it into consideration when you are working with our data.
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For the next few things that we are going to take a look at in this chapter is going to be based on the chart above. You can see in this one that in some situations, the subsets that we are identifying with a clustering technique are going to be able to correspond back to the category of continents. But then there are cases when they won’t. For example, we are able to look at one Asian country that is showing up in the middle of all the data points that are African. That is going to Bhutan. You will 
 be able to use this information in order to buildup a model that is going to predict the continent category for all of the data points that are going to come in later.

However if we go through this and we introduced a new point of data for a new country that was going to show us some statistics that are similar to those of Butan, then the new country could be categorized as being part of either the African or the Asian continent, depending on the method that you use to define the model you are working with.

Now, we are able to take this a bit farther if we would like. With this one, let’s say that we imagine a new situation where the original data doesn’t have Bhutan in it, and you wanted to use this model to give us a prediction on how the continent that Bhutan is on would do as a new point of data. In this situation, the model would wrongly make the prediction that Bhutan is part of the African continent, and we have to be careful about this.

This is why we can’t just take the information from our models at face value. We need to be able to think things through as critically as possible and determine if the information we are receiving makes sense or not. If it doesn’t, then this means we need to double-check what 
 we are getting and see why the results are not coming in the way that we think they should.

The example that we have above is going to be known as model overfitting. This is going to include situations in which a model is so tightly fit to its underlying set of data, as well as to the noise or the random error that is found in that set of data, that the model ends up performing poorly as a predictor for the new points of data.

To help us to avoid some of this issue with overfitting the model, we need to be able to go through the process of training and then testing the model. Usually, you will want to be somewhere between 75 and 80 percent for the training set, and then the rest of your data will be the test set. Build up the model with the data that you add into the training set, and then you can use the test set when all of that is done, in order to get a good evaluation of that model to see what it will do. You can then see an evaluation of how accurate the model is by comparing the categories assigned to these test-set data points by the model to the true categories.

Another thing that we need to take a look at here is going to be known as model overgeneralization. This is going to be kind of the opposite of what we will find with overfitting. This one is going to happen when the data 
 scientist is so worried bout misclassification from overfitting that they make their model too general. Models that are this way are going to end up assigning to every category and will not provide a high degree of confidence with any of them.

To see how the work of model overgeneralization is going to play out, consider the data sets that we did before. If the model used the presence of Bhutan to cast some doubt on all of the new points of data that are near it, then you are going to end up with a model that is kind of wishy-washy, one that is going to treat all of the nearby points as African but it is going to come with a low level of probability. This model is going to be a poor predictive performer overall.

A good thing to keep in mind with this one is the phrase “If it walks like a duck, and talks like a duck, then it’s a duck.” Overfitting is going to turn this phrase around a bit and would say, “It’s a duck, if, and only if, it walks and quacks exactly in the ways that I have personally observed a duck to walk and quacked. Since I have never observed personally a duck to walk and quick. Since I’ve never seen the way that an Australian spotted duck quacks and walks, then this kind of duck must not really be a duck at all.
 ”

We can take this in a different direction as well. With overgeneralization, we are going to say something like “If it moves around on two legs, and emits any high-pitched, nasal sound, it’s a duck. Therefore, even humans are going to duck as well.

Supervised machine learning, which is going to be a fancier term that is used for classification, is going to be appropriate in a lot of situations. They are especially going to be appropriate in situations where a few of the characteristics below are true:


	
You know about and really understand the set of data that you are analyzing.



	
The subsets, or the categories, that come with your set of data are going to be defined ahead of time, and they will not be determined by the data at all.



	
You want to build up a model that is going to correlate the data that is inside its predefined categories so that the model is able to help predict the categorization of the future points of data.





When you are performing these classifications, you have to keep a few things in mind to make it easier. First, the model predictions are only going to be as good as the underlying data in the model. When we go back to our example from above, it could be the case that, if we have 
 some other factors added in to the mix, we could see the strength of prediction increase overall.

In addition, we have to remember that the predictions from our models are only going to be as good as the categorization that happens in the sets of data that run it. For example, what would we be able to do with countries, like Russia, that take over two continents? Do you split up different continents that are obviously really different? Do you put together in Europe and North America because they tend to share similar kinds of attributes? These are all questions that we need to consider before we jump into the process.

There are actualy a lot of different types of algorithms that we are able to utilize when it comes to working with machine learning. We are going to take a look at how to work with one of these to start with to give us a better idea, and to gain some familiariety with how this will work. Take a look at the code below and see how we can create and complete a linear regression with the help of Python, on a small set of data:

import matplotlib.pyplot as plt

import numpy as np

from sklearn import datasets, linear_model, metric
 s

# load the boston dataset

boston = datasets.load_boston(return_X_y=False)

# defining feature matrix(X) and response vector(y)

X = boston.data

y = boston.target

# splitting X and y into training and testing sets

from sklearn.model_selection import train_test_split

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.4,

random_state=1)

# create linear regression object

reg = linear_model.LinearRegression()

# train the model using the training sets

reg.fit(X_train, y_train)

# regression coefficients

print('Coefficients: \n', reg.coef_)

# variance score: 1 means perfect prediction

print('Variance score: {}'.format(reg.score(X_test, y_test))
 )

# plot for residual error

## setting plot style

plt.style.use('fivethirtyeight')

## plotting residual errors in training data

plt.scatter(reg.predict(X_train), reg.predict(X_train) - y_train,

color = "green", s = 10, label = 'Train data')

## plotting residual errors in test data

plt.scatter(reg.predict(X_test), reg.predict(X_test) - y_test,

color = "blue", s = 10, label = 'Test data')

## plotting line for zero residual error

plt.hlines(y = 0, xmin = 0, xmax = 50, linewidth = 2)

## plotting legend

plt.legend(loc = 'upper right')

## plot title

plt.title("Residual errors")

## function to show plot

plt.show()



Chapter 4: Providing Computers with


the Ability to Learn from Data




N

 ow it is time to get to some of the fun parts. We already spent some time looking at classifiers and some of the other things that you are able to do with the KNN method or algorithm, so now it is time to dive in a little bit more and see what else we are able to do with these numbers as well, and how we can work with this algorithm to get the best results overall. There are a ton of machine learning algorithms out there, and they are all designed to help us with teaching our computers or our systems how to behave and learn from the data. So, let’s get started learning some of these algorithms and what we are going to do with them.

Support Vector Machines

[image: Image result for support vector machines]


The support vector machine, or SVM, is going to be a useful tool for a programmer when they are dealing with many challenges of classification and regression. With this one, a lot of the work that you need to do on your problems of classification can make the work that you are doing a bit tricky. But the SVM algorithm is a good way to ensure that you are able to take on all of the challenges that do show up.

When you want to work with this algorithm, you will first need to be able to take each of the sets of data that you have, and figure out a new way to plot them. In particular, we want to plot them in a manner so that they become just one point on an n-dimensional space. N is going to be important because it is the number of features and work that you will use to get this to show up in your coordinates. The job that you do with this part is going to help us figure out the hyperplane since it is the part that will show us the differences between the classes that show up.

You may notice at this point that with this algorithm, there are a few support vectors that are going to show up. Many of these are going to simply be the coordinates of individual observations that we see. Then you are able to use the SVM in order to be the frontier that is able to 
 separate all of these out into classes, but the two main ones that you need to focus on are going to be the hyperplane and the line.

First, you will need to take some time to look at the hyperplane. As you go through you may find that there are a few of these hyperplanes that you can pick from. And there is the added challenge that you want to make sure that out of those options, you go with the one that is the best for all of your needs. The good news is that even if you have a few options, there are some easy steps that you can use in order to pick the right one. These steps include:


	
We are going to start out with three hyperplanes that we will call 1, 2, and 3. Then we are going to spend time figuring out which hyperplane is right so that we can classify the star and the circle.



	
The good news is there is a pretty simple rule that you can follow so that it becomes easier to identify which hyperplane is the right one. The hyperplane that you want to go with will be the one that segregates your classes the best.



	
That one was easy to work with, but in the next one, our hyperplanes of 1, 2, and 3 are all going through the classes and they segregate them in a 
 manner that is similar. For example, all of the lines or these hyperplanes are going to run parallel with each other. From here you may find that it is hard to pick which hyperplane is the right one.



	
For the issue that is above, we will need to use what is known as the margin. This is basically the distance that occurs between the hyperplane and the nearest data point from either of the two classes. Then you will be able to get some numbers that can help you out. These numbers may be closer together, but they will point out which hyperplane is going to be the best.





With the example that we brought up above, you are getting a good idea of how we are able to work with SVM to see some great results overall with our algorithms and the models that we want to make. Keep in mind that there are a lot of other times when you will need to use it and that it is going to show us some information that may be hard to see and work within other situations along the way.

Now that we know a little bit more about how to work with the support vector machine algorithm, we need to take a bit of a look at some of the code that will help us actually take our code and our data, and turn it into this 
 kind of clustering technique. Some of the code that we can work with on this will include:

# importing scikit learn with make_blobs

from sklearn.datasets.samples_generator import make_blobs

# creating datasets X containing n_samples

# Y containing two classes

X, Y = make_blobs(n_samples=500, centers=2,

random_state=0, cluster_std=0.40)

# plotting scatters

plt.scatter(X[:, 0], X[:, 1], c=Y, s=50, cmap='spring');

plt.show()
 K-Means Clustering
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There are a lot of times when we will want to work with the algorithm that is known as the k-means clustering. This is going to be a basic idea that we are able to focus on in machine learning, and it is going to help us to see some of the patterns that are found in our data, no matter what we are trying to look up. This is a good one to use with unsupervised machine learning as well as it is going to help us to learn what information is there, even when we have no idea about it in the first place.

You will find that the process of clustering is going to be used often when we are working on data mining, especially if our work is more exploratory in nature. It could also have some uses in other fields like data compression, bio-informatics, computer graphics, information retrieval, pattern recognition, image analysis, and lots of things to do with machine learning.

The clustering algorithm is going to help us to form up some of the clusters that we need in the data that is based on how similar these values of data are. You will then be required to find the value that is specific for the value of K, which is the number of clusters that you will expect the algorithm to make with this data. The algorithm is helpful because it is going to be able to help us by selecting the centers of these clusters and then will 
 complete the following three steps to help it get more done:


	
You will want to start with the Euclidian distance between each data instance and the centroids for all of the clusters.



	
Assign the instances of data to the cluster of centroid with the nearest distance possible.



	
Calculate the new centroid values, depending on the mean values of the coordinates of the data instances from the corresponding cluster.





For this, the input that you use for the k-means is just going to be found in matrix X. for the most part, you will be able to add in some kind of organization of your choice to ensure that each of the rows you create will be a different sample, while each of the columns are going to include a different kind of feature or factor. To make this happen, there are going to be two main steps that you must follow to get the k-means algorithm.

For the first step, it is time to choose the centers that you want to use for these clusters. If you are not sure about which centers are going to work the best for you, it is fine if you just go with a random point and use that as your center for this time. if it seems a little bit off after some time, you can go back through and make changes later
 .

The second step is going to be with the main loop. After you have your centers chosen, it is time for you to decide which cluster each of your points will belong to. You can look at all of the samples that you have and then choose the center of the cluster that fits into it the best.

From here, we are going to need some time going through and figuring out the best way to re-calculate the centers of our clusters. In this part, you will need to go through this based on the center points that you have already assigned to each part. This is going to be a simple process to work with because it is done when you collect together all of the samples that you have and then figure out what means you get out of those. And once you are able to get an answer about the mean, then you end up with the k-mean.

You will go through these steps over and over again until you are able to get the algorithm to converge with itself. There are then going to be no more opportunities to change up the centers or the assignments of the clusters. For the most part, this is something that we are able to accomplish within five steps and sometimes less. You should notice that this is going to be different from the gradient descent that we can look at as well in deep learning
 .

We can also take a look at some of the coding that we are able to use when it comes to the k-means clustering. These clustering techniques are really useful when it comes to working with some of our codes, and having them set up and ready to go is going to make it a lot easier to actually see where the clusters will lie. A good example of how we are able to work with this k-means clustering algorithm, and how we can make sure that we are able to take our data and separate it out into groups so we can better understand it, we need to take a look at the following code:

from pandas import DataFrame

import matplotlib.pyplot as plt

from sklearn.cluster import KMeans

Data = {'x': [25,34,22,27,33,33,31,22,35,34,67,54,57,43,50,57,59,52,65,47,49,48,35,33,44,45,38,43,51,46],

 'y': [79,51,53,78,59,74,73,57,69,75,51,32,40,47,53,36,35,58,59,50,25,20,14,12,20,5,29,27,8,7]

 
 }

df = DataFrame(Data,columns=['x','y'])

kmeans = KMeans(n_clusters=3).fit(df)

centroids = kmeans.cluster_centers_

print(centroids)

plt.scatter(df['x'], df['y'], c= kmeans.labels_.astype(float), s=50, alpha=0.5)

plt.scatter(centroids[:, 0], centroids[:, 1], c='red', s=50)

Decision Trees and Random Forests
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These two algorithms are going to go together in many situations because basically a random forest is going to be a bunch of decisions trees that are placed together. Learning these both together will go through and make it easier for us to figure out what we are able to do with this.

A decision tree is simply a way that we are able to make a decision that we need to make, and then see all of the possible outcomes, based on the kinds of decisions that we would like to do. This is going to be a good way for us to take a look at the information that we have, and the data that we have been able to collect, and then determine which course of action that we should take. If we use high-quality data, we will find that this is going to be a fantastic way to make some great predictions that we can base our business on.

Then we are able to move on to the random forests. These are going to have a lot of potentials when it is time to help us solve some of our problems. For example, if we are going through and trying to figure out a task that needs to explore data, like dealing with missing values, or treating outliers that are found in our information, then the random forest will be one of the best choices for you to work with
 .

Now, there are going to be a few times in machine learning where you will be able to work on these random forests. This is because it is a great way to compare a lot of different possibilities that you want to handle. Some of the steps that you are able to take in order to handle these random forests will include:


	
When you are working on your own training sets, you will find that all of the objects that are inside a set will be generated randomly, and it can be replaced if your random tree things that this is necessary and better for your needs.



	
If there are M input variable amounts, then m<M is going to be specified from the beginning, and it will be held as a constant. The reason that this is so important because it means that each tree that you have is randomly picked from their own variable using M.



	
The goal of each of your random trees will be to find the split that is the best for the variable m.



	
As the tree grows, all of these trees are going to keep getting as big as they possibly can. Remember that these random trees are not going to prune themselves.



	
The forest that is created from a random tree can be great because it is much better at predicting 
 certain outcomes. It is able to do this for you because it will take all prediction from each of the trees that you create and then will be able to select the average for regression or the consensus that you get during classification.





Random forests are going to be a great tool for you to use when you want to bring out some data science with your machine learning, and there are a ton of advantages to working with the random forests rather than picking out some of the other algorithms that are out there. the first benefit is that the random forest is able to deal with both kinds of problems, whether they are regression or classification problems. Most of the other algorithms that you will work with only help with one or the other, rather than both of these problems.

While we are here, we also need to take a look at a code that we are able to utilize when it comes to creating these random forests. There are many times when we will want to work with this to help us to see results and actually get some of our decisions made with hard data behind them. We need to know which kinds of codes we are able to write to make this a reality. Some of the code that we are able to utilize to make this work for our needs includes
 :

# Importing the libraries

import numpy as np

import matplotlib.pyplot as plt

import pandas as pd

data = pd.read_csv('Salaries.csv')

print(data)

x = data.iloc[:, 1:2].values

print(x)

y = data.iloc[:, 2].values

# Fitting Random Forest Regression to the dataset

# import the regressor

from sklearn.ensemble import RandomForestRegressor

# create regressor object

regressor = RandomForestRegressor(n_estimators = 100, random_state = 0)

# fit the regressor with x and y data

regressor.fit(x, y)

y_pred = regressor.predict(6.5) # test the output by changing value
 s

# Visualising the Random Forest Regression results

# arange for creating a range of values

# from min value of x to max

# value of x with a difference of 0.01

# between two consecutive values

X_grid = np.arange(min(x), max(x), 0.01)

# reshape for reshaping the data into a len(X_grid)*1 array,

# i.e. to make a column out of the X_grid value

X_grid = X_grid.reshape((len(X_grid), 1))

# Scatter plot for original data

plt.scatter(x, y, color = 'blue')

# plot predicted data

plt.plot(X_grid, regressor.predict(X_grid),

color = 'green')

plt.title('Random Forest Regression')

plt.xlabel('Position level')

plt.ylabel('Salary')

plt.show()



Chapter 5: Still Using Machine


Learning with Python




M

 any times Python and machine learning are going to be used in order to help us out with data analysis. This is an important process that is going to help businesses to make predictions and decisions based on data that is out there and available to the world. If you are able to work with this kind of analysis, and you can use the algorithms that are created with Python in the right manner, you will find that you can gain all of the insights and predictions that you will need to give your business a competitive edge. Some of the steps that we need to pay attention to with this one though, to ensure that we are using machine learning with Python in the proper manner and getting the best information out of our data will include:

Collecting the Data

The first thing that we are able to do when it is time to work on collecting the data that we want to use to make all of this happen. Without the right kind of data in place, it is hard to train and test an algorithm, and then use it 
 for the answers and the predictions that we want to do in the data analysis.

Before we get into that though, we need to spend some time figuring out what business question we would like to answer. There are often a lot of questions that we want to get answered, based on our overall goals, and what we are hoping to find out of that data. This is an easy step to skip over, but there are so many things that the analysis is going to be able to help us out with, that if you jump into this without a clear idea of where you want to go, you will quickly get lost and not necessarily find what you are looking for.

Once you have a good idea of what business problem you would like to work on, it is time to go through the process of collecting your data. There are many sources that you are able to use when it is time to collect the data that you want to use. Collecting the data, and making sure that you are organized and ready to go, can be hard, but make sure to find the right source that you would like to use overall. Sticking with things like surveys, research in the industry your own social media accounts, and more can help you to have some organization within the data.

As you are collecting the data, make sure that you are placing it somewhere nice and secure along the way. It 
 is easy for us to gather up a lot of data, and you need to have it stored someplace that is safe so you can use it when the time is right later on. The good news is that with the rise of all that data, and the number of businesses who are using data analysis, you will be able to find a lot of cloud-based storage options that can handle the data, and will not cost your business too much.

Organizing the Data

Now that you have had some time to go through and collect the data that you need for your project, it is time to go through and organize it. It is likely that you collected that data from a lot of different sources. This is great for getting some accurate results later on, but it also means that your data will be in a lot of different formats, and will not always work the way that you want. We have to go through and make sure that the data is organized the way that you need for it to work with your chosen algorithm.

One step that a lot of programmers will work on is putting the data into a database. This is an easy setup for us to work with when it is time to push the information through the chosen algorithm. It can also help us to make sure that everything is as organized as possible, in the same format, and that we can spot the outliers and the missing 
 values a little bit easier as well. You can determine if this is the right option for you, but take some time to sort out your data in some manner or another to get the best options.

While we are here, we need to take a look at our outliers. There are often going to be some outliers that show up in your data and whether you focus on these or not will depend on what the outliers say. Sometimes there are just random outliers that fall around your data because you get a random customer who usually doesn’t stop there or something else. This is not something unusual, but we have to be careful about how these outliers are going to affect our results overall.

If there are a lot of outliers that are really far from the normal range, you will find that this is going to affect the kinds of results that you are able to get out of this process. In this case, if there are only a few outliers to work with, then you will want to cut them out so they don’t want to work with them at all.

But then there are times when the outliers can tell you something important. If there are a substantial number of outliers that are away from the average of the rest of your points, and they are all around their own center, then this is going to help us to see that there may be 
 something new we need to check out. This could be a new demographic of customers or a new market that we need to explore, and it is going to be a great option for us to at least look at.

Once you have been able to take a look at the outliers, we also need to take a look at what we are able to do with some of the missing values and the duplicates. While having a few of these in the code is not going to be such a big deal, if you see these happening all of the time, they are going to cause some issues with the results that we are able to get overall. This is why we need to take a look at them and figure out what we want to do to take care of them.

First is the missing values. If there are quite a few of these, you will find that going through and deleting them will probably not be the best option. This is something that we are going to do if there are just a few missing values, but often we are going to just fill them in. using the mean or the average of the other data points can be a good option to work with when you need to fill in those points and you don’t want them to affect the end result too much

Dealing with duplicate entries is important as well. You don’t want a whole bunch of duplicates that are in your 
 data that will really affect the end result and will make it hard for you to see results because they skew the results. There are ways that you can go through the Python language and eliminate the number of duplicates that are going to show up in your code so that you can avoid them as much as possible.

Training and Testing Your Algorithms

We have talked about this part a bit before because it is so important to the process of creating good algorithms with Python, but you can’t skip over the step of training and then testing the algorithms that you would like to work with. You will find that when we are working with these algorithms, we can’t just feed some data to them and hope that it is going to work the way we want and give us accurate results. Would you walk into a classroom on the first day and hand out a year-end test while expecting the students in that class to do well? This is a similar idea to what we are going to find when handling our Python and machine learning algorithms as well.

This is why we need to take some time to train and then test out the algorithms that we want to work with. When we can do this, it is going to ensure that our results, when we are ready to use them, will be accurate and can handle the work that we want to do. It can be frustrating to 
 take the time to go through all of this when all you want to do is figure out the predictions right away, but it is necessary to ensure you can base your decisions on strong predictions that are accurate.

So, the first thing that we need to do here is going through and split up our data. We need to have a set for the training, and a different set for the testing. Your training data needs to be bigger so that the algorithm has a lot of chances to learn from what is there and to make some important decisions along the way. It is usually somewhere around 75 percent of the data going for training, and then the rest will go for testing.

You can then feed through all of the training data, and allow the algorithm to learn how to behave and what it should do in this situation. Make sure that you are using good quality data here because that ensures that the algorithm is going to learn a little bit faster and that you will be able to use it that much faster. When you are done with that part and have gone through the training part, it is time to test.

This part is important because it allows us to get a good idea about whether the training was successful and if the algorithm was able to learn the way that we want it too. You can run through the testing data at this time, and 
 aim for an accuracy that is as high as possible. Keep in mind that the algorithm is going to learn the more information that it has, so don’t expect it to even be in the 90 percent rate that first round.

Now if the accuracy rate is below the ’50s, then this can be a problem. This is usually a sign that you either did not present enough data in the training set, or the data you chose was not strong or quality enough. It is assumed that even with guessing that the algorithm will be right at least half the time, so if the number dips below this, then you are going to end up with some problems along the way as well.

Working with a Visualization
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When we go through this process, we need to make sure that in the end, we add in visualization to the whole thing. They may sound a bit strange to worry about visualization and how this will help you, but when it comes to making sure that you can quickly and easily some of the complex relationships that are found in your data, you will find that the visualizations are going to be a great way to do this.

Think about the way that you learn and handle the information around you. Do you find that you will learn more, and at a faster rate, when you have to look at long pages of text with that information, or will you learn more when you are able to take a look at a few charts and graphs that can tell you that information? It is likely that the latter is going to be your preferred method of learning, and figuring out how to add this into the work that you are doing, and making sure that you pick out the right charts and graphs and other visuals will be important to what you are trying to do.

Now, you may find that working with data analysis is going to require that we have at least a few pages of text as well. This helps to show the people who are using that information where you came up with those conclusions, what algorithms were used, and even the sources of the 
 data that you are working with. But when you are able to put some of the most important information in the graphics and have the rest as a backup to have for someone to check out the information that you have it will make it a little bit easier to get results.

There are a number of different visuals that you are able to work with based on what your overall goals are all about, and what you hope to accomplish as well. When you are able to work on something like a line graph, a scatter plot (these are really good for the clustering), pie chart, and more, you will be able to view your data well and see what information is there in a quick and efficient manner.

Now, a few of the other parts we have talked about in this chapter are going to vary based on which algorithm you are going to work with and how we plan to work with the data. But there are some neat codes that we are able to do when it comes to handling some of the data visuals that are important to our projects as well.

You can choose from many visuals, but the first option that we are going to work with is how to make our own scatter plot. These can be very useful when we want to work with the clustering that we talked about before. We 
 will need the Matplotlib and NumPy libraries to do this, along with the following code from Python:

import matplotlib.pyplot as plt

import numpy as np

def scatterplot(x_data, y_data, x_label="", y_label="", title="", color = "r", yscale_log=False):

# Create the plot object

_, ax = plt.subplots()

# Plot the data, set the size (s), color and transparency (alpha)

# of the points

ax.scatter(x_data, y_data, s = 10, color = color, alpha = 0.75)

if yscale_log == True:

ax.set_yscale('log')

# Label the axes and provide a title

ax.set_title(title)

ax.set_xlabel(x_label)

ax.set_ylabel(y_label
 )

Of course, there are other visuals that you are able to work with, but you can see that it is pretty simple to set up the code that you want to work with when it comes to creating the visuals that you need to really look through some of the data in this process.

Adding in all of these steps to the process that we are doing with data science, and ensuring that we have it all set up and ready to go the way that we want. There is a lot of information that we are able to get out of our data analysis, and when we follow the steps above, we will find that it is easier than ever to extract out some of the information that we need to get it all done.


Chapter 6: Neural Networks
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O

 ne of the best Python algorithms that we are able to use when it is time to work with data analysis and the other parts of this process is the neural networks. It does take a lot of different computing processes and can be pretty in-depth. But when it is used in the proper manner, we are going to have lots of algorithms that we can work with that are able to learn on its own and make a lot of smart predictions and insights for us.

These neural networks are going to be one of the methods of unsupervised machine learning that we are going 
 to be able to work with. These networks are nice because we can use them in machine learning to catch on to the insights and the patterns that are found in the work that we are doing and in the data we want to use. This is going to be done on many different levels, or layers, which is part of the beauty of how this kind of process is going to work. And the neural network will be able to go through this process in a faster and more efficient manner than a human is able to do.

In the neural network algorithm, each of the layers that the system will go through will spend a bit of time there (only a few seconds at most really), to check out whether it is able to find any kind of pattern in that image. When the neural network does find a pattern, then it is going to head on to the second layer and complete that process again. It will continue on through this process, going from one layer to the next, until it is able to find the information that it needs and can make an accurate prediction about what is found in that image and can provide that to you.

There are a number of layers that the system is going to go through from here. If you are working with a deep neural network, you will find that this process can take 
 hundreds of layers to complete, but will be really accurate overall. In other cases, you will find that there are fewer layers, but it is still going to be an effective method that you are able to use in order to get the most out of this algorithm and see how it can work.

There are a few things that will happen at this point, based on how the program works. If the algorithm went through the process above and was able to sort through all of the different layers, it will then make a prediction. If that prediction is right, the neurons in the system will turn out stronger than ever. This is because the program has used artificial intelligence in order to make some strong associations between the patterns and the object. The more times that the system can come back with the right answer, the more efficient it will be when you turn it on and use it again.

Now, this may seem a little bit far fetched and like it isn’t something that could actually happen. But a closer examination of these neural networks will help us to see how they work together and why they are so important. For our example, let’s say that your goal is to create a program that is able to take a picture that you input into it, and then, by looking at that picture and going through 
 the layers, the program is able to recognize that the image in that picture is that of a car.

If the program has been set up in the proper manner, it is going to make the right prediction that there is a car in the picture. The program is able to come up with this prediction based on some of the features that it already knows belongs to the car, including the color, the number on the license plate, the placement of the doors, the headlights, and more.

When you are working with some of the conventional coding methods that are available, this process can be really difficult to do. You will find that the neural network system can make this a really easy system to work with.

For the algorithm to work, you would need to provide the system with an image of the car. The neural network would then be able to look over the picture. It would start with the first layer, which would be the outside edges of the car. Then it would go through a number of other layers that help the neural network understand if there were any unique characteristics that are present in the picture that outlines that it is a car. If the program is good at doing the job, it is going to get better at finding some of the smallest details of the car, including things like its windows and even wheel patterns
 .

Depending on how you set up this algorithm, and what you are trying to see and learn from there is the potential for us to have a lot of layers. The good news with this though is that the more layers this algorithm is able to go through, the more details it will find, and the more accurate the predictions are going to end up when you get it all done. If your neural network is accurate when it is time to identify the car model, then it will show you this information, and actually, remember what it learned for next time.

This is one of the best parts of working with the neural network. It is going to be able to learn from what it has done in the past, and will be able to remember some of the characteristics and patterns that showed up in the car model, and can store them so that you will be able to reuse the neural network again if you need. If you, in this example, need to have the algorithm predict a car again or not, then you will find that this model will remember what it did before, and will be able to make an accurate prediction much faster and more efficiently than the first time.

As you go through this process, you will find that you need to choose one, and then use it, when you would like to go through a ton of pictures and maybe figure out what 
 the defining features are in these pictures. For example, this is the kind of algorithm that is going to be used by companies who want to work with something like a software for facial recognition. All of the information wouldn’t be available to the computer system or the software ahead of time when you tried to do this. This means we would need to find a different method in order to get the technology to recognize faces instead. This can help us to really see some good results because the system can learn and the more faces it sees and works with, the easier it will be able to differentiate some of the key features and tell who is who in the process.

As we can see with this process, there are going to be a ton of advantages that we are going to see when we decide to work with a neural network in machine learning. One of these advantages, in particular, is that we will be able to work on this method without needing to worry about the kind of control we have over the statistics of the algorithm. Even if you are not able to get ahold of the right statistics ahead of time, or you have them and are not sure how to use them, the neural networks will be able to get it done and can be used in the proper manner to ensure that any complex relationship that is present is going to be able to show up. This is true whether 
 the variables you are focusing on are dependent or independent, and it really won’t matter if the variables are seen as nonlinear in your code either.

We have to remember here that these neural networks can potentially be really strong and take up a lot of room of code based on what we would like it to do. However, it is possible for us to work with these and not have them be humongous from the beginning. In fact, we are going to be able to create a very simple neural network, and get a good idea of how this is supposed to work, with just nine lines of code. An example of how we are able to work with this will be below:

from numpy import exp, array, random, dot

training_set_inputs = array([[0, 0, 1], [1, 1, 1], [1, 0, 1], [0, 1, 1]])

training_set_outputs = array([[0, 1, 1, 0]]).T

random.seed(1)

synaptic_weights = 2 * random.random((3, 1)) - 1

for iteration in xrange(10000):

output = 1 / (1 + exp(-(dot(training_set_inputs, synaptic_weights)))) synaptic_weights += dot(training_set_inputs.T, (training_set_outputs - output) * output * (1 - output)
 )

print 1 / (1 + exp(-(dot(array([1, 0, 0]), synaptic_weights))))

It really can be as easy as this. If you would like to go through and make a more complicated option when it comes to working with machine learning and neural networks, this is a possibility as well. But you have to determine what works the best for your own projects as well.

Of course, even though there are a lot of benefits that come with the neural networks, and you are likely to see a lot of neat things happen when you use it, this isn’t always the kind of machine learning algorithm that you want to use. One of the biggest issues or problems that come with this is that the cost of computing is going to be a bit higher. For some companies, and for some projects, the cost of computing is going to be too high to work with, and it just won’t work with it. You have to decide for yourself whether all of the parts of neural networks is worth the time, energy, and money for your project.


Chapter 7: Data Science
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O

 ne of the main reasons that we have spent so much of our time taking a look at machine learning and what we are able to do with it along with Python is that we want to be able to use this to help us out with data science. Many companies are diving into the idea of data science and all that this method is able to do for them, and whether your business is looking to expand to a new area or you would like to reach more customers or release a new product, data science will be able to help you out.

Now, there are going to be a few different steps that come with data science in order to make sure that it is 
 as successful as possible. But overall, it is going to consist of many machine learning and Python algorithms that will help us to take our prepared data, and organize it in a way that we are able to use later on. But there is definitely a lot more that we are able to do with the help of data science, and we are going to spend a bit of time exploring that now. In this chapter, we are going to look at a few important steps in this process including the basics of what data science is all about, how deep learning comes into play, and how data preparation can be the tool we need as well.

What is Data Science?

The first topic that we are going to spend some time on here is all about data science. Data science, to keep things simple, is just a very detailed study that shows us the flow of information from a large amount of data that a company has gathered and collected in the hopes of learning something from. In our modern world, there is information no matter which way we turn. Companies are able to use this data, and simply by setting up their accounts on social media or using other methods, they can collect a lot of data from their customers, and use this in many different manners
 .

While gathering up all of this different information is important, and may seem like the only thing a company needs to do, the problem is going to really show up when we try to figure out the steps that we should take with all of that data. It doesn’t do us a lot of good to just hold onto that information without an idea of what we are able to do with it, or even any ideas on what we will be able to find inside of that data. And because there is a lot of data, usually more than we realize when we get started, it is hard for us to simply assign a person, or even a team, to look through that data, and efficiently and quickly find the patterns and insights that are in that set of data.

Data science is here in order to handle this kind of problem. It is going to step in to help us figure out what is found in the information, and even how to store the information. And with the help of artificial intelligence and machine learning, which we will talk about a bit later, we will find that data science will be able to go through the information and find what trends are there, especially the ones that are hidden.

When it comes to data science, we are going to be able to obtain some meaningful insights from raw and unstructured data, which is then going to be processed 
 through skills that are business, programming, and analytical. Let’s take a look at more about what this data science is all about, why it is important, and some of the different parts of the data science cycle.

Right now, each day we are going to see 25 quintillion bytes of data generated for companies to use, and it is going to grow at an even faster rate as IoT continues to grow this is an extraordinary amount of growth in data, which can be useful for a lot of companies to learn about their customers, figure out the best products to release next, and work the best with the customer service they would like to provide. All of this data is going to come from a variety of sources that will include:


	
Sensors are set up in shopping malls in order to gather up the information of the individual shopper.



	
Posts on the various platforms of social media can send back information to the company.



	
Videos that are found on our phones and digital pictures are taking in more data than ever before.



	
Companies are able to even get some good information when they look at some of the purchase transactions that come when people shop online and through e-commerce.






Think about how much data this can end up producing for us. No matter where the data comes from though, it is going to be known as big data. As we can imagine here, from all of the different sources of data, companies are going to be flooded and dealing with more data than they really know how to handle. And it is impossible for an individual to go through and do this work on their own. That is why it is going to be important for us to learn the best methods to use in order to handle the data and make it work for our needs. When this happens, we are better able to use that data and all of the information inside to make some smarter business decisions to lead us on.

It is at this part where we see the idea of data science showing up more and more in the picture. Data science is going to bring together a variety of skills that are necessary for success in the world of business, including business domain knowledge, statistics, and mathematics. All of these are going to be important to our process because they are going to help an organization out in many ways. It is likely that we are yet to know all of the ways that these are going to help out a business in the future, but some of the ways that companies are able to use this data right here and now will include:


	
Helping the company learn new ways where they can reduce costs each day.



	
It can help the company figure out the best method to take to get into a new market that will be profitable for them.



	
This can help the company learn about a variety of demographics and how to tap into these



	
It can help the company to take a look at the marketing campaign that they sent out there and then figure out if the marketing campaign was actually effective.



	
It can make it easier for the company to successfully launch a new service product.





We have already spent some time taking a look at the lifecycle that comes with data science, but to help us learn more about it, and to have a review, let’s go over the steps. We will need to come up with the main business problem that we would like to solve and then begin collecting the data that we want to use. Since this data is going to be found in a lot of different locations, we will be able to format it, clean it off, and make sure that the outliers, duplicates, and missing values are taken care of
 .

From there, we are able to deal with the data through an algorithm. With the help of the Python coding language and all of the features that it is able to provide, we will see that there are a ton of algorithms that work well for this process. We can choose the one that we need, and then do some training and testing of the information ahead of time to make sure it is ready for making predictions. We can then finish off the whole thing with some visualizations that make it easier to see some of the complex relationships and correlations that happen inside of our data.

From there, we need to move on to some of the components that will show up in our data science project. There are a lot of components that need to come together and need to work together to ensure we are actually able to get the most out of any data science project we are working with.

The first component that we need to spend some time on is to pay attention to the types of data that we are working with. The raw data that we have is so important because it is going to be the foundation for all of the other things that we do through this process. The two main types of data that you are going to be able to find through this process though will be the structured data, which is 
 the kind we find in some tabular forms or a data set. And then we can also have a type of data that is known as unstructured which will include images, videos, emails, and PDF files to name a few.

The second components that we are going to find when we look at data science are programming. You have to come up with some programming in order to make those mathematical models that we talked about earlier and to get them to really sort through the information and make predictions. All of the analysis and management of the data is going to be done by computer programming. The two most popular languages that are used in data science will include R and Python so learning one of these can be helpful.

Next on the list is going to be probability and statistics. Data is going to be manipulated in a manner that it is able to extract information and trends out of that data. Probability and statistics are going to be the mathematical foundation that brings it all together. Without having a good idea and a lot of knowledge about these two topics, it is possible that you will misinterpret the data, and will come up with conclusions that are not correct. This is a big reason why probability and statistics are going to be so important to the world of data science
 .

We also have to take a look at the idea of machine learning when we are looking at data science. When someone is working through all of that big data and everything that is contained inside of it, they are also going to use a lot of the algorithms that come with machine learning. This can include the methods of classification and regression at the same time.

And the final key component that we need to spend some time on here is the idea of big data. In the world we live in today, raw data is so important, but we need to be able to take it and turn it into something that we are actually able to use. There is a lot of good information in all of that data, but if it is just sitting there, and we are not able to get all of that information out of it that we need, then it is going to be worthless to us.

This is where the Python algorithms are really going to come into play. You will find that when we pick out the algorithms and use the right ones, we can take all of this raw data, the data that may be a mess, unorganized, and hard to work with, and can actually turn it into something that we are able to use and appreciate overall.

There are a lot of different things that we will be able to work with when it comes to working with data science. There are a lot of parts that come with data science 
 though. We have to make sure that we know all of the different parts of the data science process, and a lot of the parts that come with this are going to be discussed in more detail throughout this guidebook as well.

What is Deep Learning

Now that we have a better idea of what data science is all about, it is time for us to take a look at something that is a little bit different than what we have seen with the rest of this process so far. It is similar to what we are talking about with artificial intelligence and machine learning, but it is going to make the process a little bit further along the way.

We are going to talk about deep learning next. Deep learning is going to be one of the parts of artificial intelligence, one that is able to imitate, in a manner as close as possible, some of the workings that we will see when we look at how the human brain works. In this, we mean that it is going to be able to handle some of the processes that come with creating patterns and processing the more complex data that is used in decision making. Often this is used together with neural networks, which is why we will often call them deep neural networks
 .

Basically, when we are working with deep learning, we are using these parts in order to help us take a system or a machine that we want to use, and we are going to have it think through things in a manner that is similar to how a human can think. However, this is going to be done at a faster and a more efficient manner than a human can.

Deep learning is going to be considered a subset of machine learning, which is also a subset of artificial intelligence. It also has a network that is capable of learning a lot from data that is unsupervised, along with data that is unlabeled or unstructured. There are other names for this kind of learning as well including deep neural network and deep neural learning.

So, to get a better idea of how this is going to benefit us, we first need to take a look at how we can work with deep learning. The process of deep learning has really evolved a lot in the past few years, going hand in hand with a lot of the things we have seen in the digital era. This time period has really brought about so much data, data that comes in so many forms. In particular, this data is known as big data, and we will be able to draw it out of a lot of different areas such as e-commerce platforms, search engines, social media, and more
 .

If a company uses some of the algorithms that come with machine learning, they will be able to actually use all of the information that they are collecting. They can use it to recommend products for their customers, to really work on making predictions and finding patterns with the information so they can really run their business the way that they would like.

As we go through this process, we are going to notice that any unstructured data that we are working with will come to us in a large amount, and for us to expect an employee to go through the information, and bring out some of the relevant parts from that data, it would take such a long time and when they are done, the information wouldn’t even be relevant or useful any longer.

Even though having an individual, or even a team, search through this information is not practical, we will still find a lot of times when we are able to use this information to help a business make a lot of decisions. There is a lot of potentials to learn from all of that information, and working with deep learning, as well as machine learning, can make it easier and more efficient to go through all of this data and gain the insights that are necessary
 .

With this kind of idea in mind, we need to take a closer look at some of the methods that come with deep learning and how it is going to work for our needs. Deep learning has changed a lot in the past few years as the digital era has become more evolved. There is a huge explosion of many types of data through all parts of the world, and companies want to be able to use this for their own advantage as much as possible.

Think about how much information is already at our fingertips right now, and what we are able to do with it. Before we even dive into some of the work of big data, we know that just answering questions through a search engine any time we want is a common daily occurrence for most people. This digital era is bringing out a lot of new data and information, and the companies who are thinking ahead and working with this data overall, are the ones that not only gather this information but are the ones who learn how to use it.

This data, which is going to be known as big data, is going to come to us from a large variety of resources, based on what the business is hoping to accomplish overall. We may find this information from search engines, surveys, how our customers behave, e-commerce platforms, online cinemas and more. The enormous amount of data 
 that fits into this category of big data is going to be readily accessible to anyone who would like to gather it, and it is possible for us to share this through a lot of different applications, including cloud computing.

We also need to focus a bit more on how this deep learning is going to work. And the best way to see the best way for this kind of technology is going to benefit a company, and how it is able to provide us with some of the results that we would like, by taking a look at some of the examples of this in action.

If we stick with that system of fraud detection that we worked on before with machine learning, it is possible to create an example of deep learning in no time. if the system for machine learning was able to create a model with parameters built around the number of dollars a user is able to receive or send, the method of deep learning can start to build on some of the results that are offered through machine learning.

Each layer that comes with this neural network is able to work because it helps to build upon the previous layer. And with each of these layers, we are going to be able to add on some important data, like the IP address, credit score, the retailer and the sender, a social media event, 
 the user, and even a credit score based on what needs to happen with the data and the machine.

The algorithms that come with deep learning are going to be trained not just to create some patterns from the transactions, but they will also let us know when a pattern is signaling that there is a need for someone to come in and investigate activity that may seem fraudulent. The final layer of this is going to relay a signal over to the analyst, who can then choose to freeze the account in question until the investigation is completed and they determine whether or not money laundering is happening.

It is also possible for us to work with deep learning across all of the different industries with a number of tasks that are going to be based on what those industries would need to accomplish. For example, some commercial apps are able to work with the deep learning technology in order to do some processes that we rely on today like image and facial recognition.

There are also going to be some platforms that are open-sourced that come with customer recommendation apps and some tools for medical research that could help us to look at new ways to use current drugs to cure new ailments. There is just so much that we are able to do when it is time to bring in deep learning and data science, 
 and the topics that we have brought up in this chapter are just the start.

Deep learning is a subset of machine learning and artificial intelligence that is able to take all of that a little bit further than before. You will find that when we work with this topic, we are really able to create some algorithms that can think on their own, and handle a lot of the parts that may have seemed impossible to work with in the past. This is where a lot of the cool things that happen with data science are going to come into play and when we are able to put it all together, we will find that there is almost no process that we are able to work with when it is time to handle some of our work with data science.


Chapter 8: Pre-Processing



T

 he next topic that we need to take a look at when it comes to data analysis is the idea of data pre-processing. This is going to be one of the techniques that are needed with data mining and it is going to involve taking raw data and turning it into a format that is understandable.

The data that we get from the real-world is not always as neat and organized as we would like. Instead, it is going to be inconsistent, incomplete, or it is going to have some lack when it comes to the trends or the behaviors that you want. And it is likely to have a bunch of errors that come with it. The good news is that working with the process of data pre-processing is going to help us to resolve this kind of issue and can make it more organized and easier to use.

You will find that if you go through and try to put inaccurate, incomplete, inconsistent, or error-filled data, then your algorithm is not going to work the way that we want. Your algorithm is going to give you bad results and if you base your business decisions on this, you are going to end up with some trouble along the way and the data analysis is not going to work how you want
 .

These algorithms are going to work the best when they have high-quality and organized data. This is the only way that it is going to give you the predictions and the insights that you are looking for and that you can rely on. Data pre-processing is going to be what has to happen in order to prepare our raw data to process through these algorithms and use the way that we want.

There are a lot of different parts that can come together when it is time to work with our data. Data pre-processing is going to use database-driven applications, including things like customer relationship management and rule-based applications, such as neural networks, in order to make all of this happen the way that we would like.

Working with this process is going to take some time, and it is not always going to be as simple as we may think. The good news is that when we work with this, and we make sure that we are able to go through all of the different steps that are needed within this process we are going to ensure our algorithms are as accurate as possible. Some of the different steps that we need to take in order to get started with data preprocessing includes:

Data cleaning: The first step that we need to go through and cleaning off the data. If you collected that data from 
 a bunch of different sources over time, then it is likely that it will come to you in many different formats, and you will have a lot of work to accomplish to get it taken care of you have to make sure that the data is going to be in the same format, and that a few other parts can come together in order to see the results

When we go through the process of data cleaning, we will be able to clean up the data. There are a number of steps and methods that we are able to use to make this happen such as going through and filling in or replacing some of the missing values, smoothing out the data that is noisy, or figuring out where some of the inconsistencies are and getting them fixed as well

The next thing on the list that we need to spend some time with is the idea of data integration. When you try to pull together data that comes from a lot of different sources, you will find that sometimes these parts are not going to go together as well as we would like. There may be some formatting issues or other things that make it hard to integrate the parts together with the way that we would like.

Data integration is going to take some time and will help us to deal with any of the conflicts that come up in the code. Data that comes in from different sources, the data 
 is going to come with different representations are going to be put together, and any of the conflicts that are found inside of that data will be resolved so that it works well in your algorithm.

Once we are done with the other two steps, we need to take some time to work on the process of data transformation. We have to make some changes to the data that we are working with in order to make sure that it will work in the proper manner with our algorithm. In the data transformation process, the data is going through a few steps like normalization, aggregation, and generalization.

The fourth step of this process is going to be known as data reduction. This one is going to take a look at the data that we have and will realize that we probably don’t need to work with each and every data point. Sometimes it is just too much data, and other times it may be a problem with the data, not all fitting what you need from it. If you are looking at information about your customers, then data about the price of your products is probably not as important.

When we are working with the process of data reduction, we are going to take a bit of a different approach here. This step is going to work to present to us a reduced 
 representation of the data that is in our warehouse. This makes it easier to manage the data and will ensure that we will only spend our time working with the data that is needed.

And then we need to finish off with data discretization. This is going to be a bit different because it will involve us going through a reduction of a number of values of a continuous attribute by dividing up the range of the attribute intervals. This will help us to take a look at more of the features that come with our data, and how we are able to work with it.

With this process, we are working with a data mining technique that is able to transform the raw data into a more understandable format. Raw data, which is basically what we are going to see wit all real-world data, is always going to be incomplete, and that data is not the kind that can be sent through a model. That would cause us to have some errors in the process as well. This is why we need to make sure that we go through and preprocess the data before we send it through the model. The main steps that need to happen in order to go through data preprocessing will include:


	
Import the libraries that are needed.



	
Read through the data.



	
Check for the missing values



	
Check for all of the categorical data that is there.



	
Standardize the data



	
PCA transformation



	
Data splitting





Let’s dive into what is necessary in order to get started with all of this. As the main library, you will want to work with a few options for NumPy and Pandas. Pandas is a good one to work with when it is time to handle data analysis and data manipulation. And then we are able to work with NumPy which is going to be a fundamental package that we are able to help with some of the scientific computing with Python. And then when it comes to working with some of the visualizations you will want to work with the process of Matplotlib and Seaborn. And ScikitLearn is going to be a good one to work with as well.

This means that we need to pull up a number of libraries in order to see some of the results that we want out of the data pre-processing. The codes that you are able to use in order to get this all started and working well, and to ensure that you have the right libraries, will include
 :

# main libraries

import pandas as pd

import numpy as np

import time# visual libraries

from matplotlib import pyplot as plt

import seaborn as sns

from mpl_toolkits.mplot3d import Axes3D

plt.style.use('ggplot')# sklearn libraries

from sklearn.neighbors import KNeighborsClassifier

from sklearn.model_selection import train_test_split

from sklearn.preprocessing import normalize

from sklearn.metrics import confusion_matrix,accuracy_score,precision_score,recall_score,f1_score,matthews_corrcoef,classification_report,roc_curve

from sklearn.externals import joblib

from sklearn.preprocessing import StandardScaler

from sklearn.decomposition import PCA

Once we have been able to go through and import the libraries, we then need to be able to read through the 
 data. This is going to give us a good option to work with when it is time to handle that data and know what is going on. As we read through the data and learn how to make it work, it is time for us to check out the set of data for all of the missing values. There are a number of different methods that we are able to use when it is time to work with the missing data, such as just erasing it if there are only a few parts, or we can even go through and give it a value based on the mean or the average of the rest of the results. You can decide which method is best for you.

We are then able to go through and check out the categorical data that we are able to work with. When we can separate our data into different categories, it is a lot easier for us to work with overall. We will find that we are then able to handle this data better, seeing where it falls in relation to other data points, and how we will be able to use this for our research as well.

Next, we need to be able to standardize the data that we have. this is going to make sure that we are able to learn more about it, and that it is all going to fit into the algorithm that you want to use. If you don’t make sure that this is done properly and you don’t fit it all to one standard, 
 then you are going to end up with some issues because the algorithm won’t know how to work with this kind of data.

Next on the list, we need to work with the PCA transformation. This is going to stand for the Principal Component Analysis and it is going to be used in most cases in order to help us reduce the size of the feature space while retaining as much of the information as you can at the same time. this makes it easier for us to get the work done, and still have the right information, without having to worry about missing out on something important.

And then we can finish off with some data splitting. The best method to use for this is KNN, which is something that we did spend some time on before. This will help us to really see where all of the points of data fall, and we can then make some good insights and predictions based on this.

Working with data pre-processing is going to be an important part of our data analysis and a data science project. It will ensure that we are able to really take control of the projects we are doing and can help us to really make sure that the data is organized and can actually make it through the algorithm that we choose. Doing this 
 can take a bit of time, but it is going to be the best way to ensure we get accurate results out of the process.


Chapter 9: Where Data Science and Machine Learning Will Take Us In the Future



W

 e have already spent some time in this guidebook learning about the different ways that we are able to work with machine learning and some of the steps that we need to use in order to make this work for our needs. While going through some of the different algorithms that are needed in order to make sure that our machines and computers are able to learn on their own as well.

There is already so much that we are going to see when it is time to work with machine learning in our modern world. But now it is time to take this a bit further and see how we are able to work with machine learning in the future. There are so many things that we are going to be able to see when it comes to working with this kind of technology in the future, and it is likely that we haven’t even been able to think of all the ones that we will see in the future as well. Some of the examples of how machine learning is going to be used today, and how we are able to use it in the future as well, will include
 :

Helps with the Medical Field

[image: Image result for data science in medical field]


One field that is able to work with machine learning quite a bit is the field of medicine. There are a lot of different industries and more that are going to be able to use this kind of technology, and we will find that when it is used in the proper manner, and we really bring out the full potential that comes with this technology, we are going to see a lot of great benefits overall.

The first place where we are going to see more use of machine learning and the algorithms that come with it is in terms of receptionists and those who help greet customers. This is an area that is going to run into a big shortage overall, and this can make it hard for patients to get seen and checked in when they need it the most. Machine learning can help to speed this process up a bit more and can fill in some of the blanks that are needed
 .

For example, we may find that when we are working with his, that the machine learning technology can ask questions to figure out what is wrong with the patient, figure out their name, and get them the assistance that they need the most. This can then direct them to the right area, or, if it is used online, can even provide recommendations on the care that the patient needs, or move them on to a doctor if the situation needs that.

This technology is able to work well with assisting doctors with surgeries without causing as much damage or issues along the way. Some of the more complicated surgeries are being done with machine learning now. This allows the doctor to have assistance with doing the perfect cuts while making it easier for them to figure out which places to do the incision, how to get it done as effectively as possible, and basically ensuring that the healing time is as minimal as possible overall.

Nursing is likely to be an area that will have a shortage of employees overtime, and it will be hard for hospitals and other locations to keep up the staff that they need. With the help of machine learning, this will be a little less of a problem than it was before. While these machines will not be able to replace nurses, they can be used to monitor patients and all of their critical levels, allowing 
 nurses to make rounds more efficiently without falling behind.

If something does go wrong with a patient, and the levels start to drop off, the machine can alert those in charge, and this person can be helped. But if everything else is going well, and a nurse needs to focus on another patient for a bit, they can rely on machine learning to ensure they aren’t missing critical times to check on patients and writing down the information that is needed.

Doctors are even able to use machine learning to make them more efficient with the work they are doing on a regular basis. Rather than falling behind because there are too many patients to deal with at the time, the doctor can rely on machine learning in order to read through results, tests, and more. Machine learning has been found to be as accurate, if not even more accurate, than professionals in the field at diagnosing problems and providing this information to the doctor.

This is not meant to replace the work that the doctor is able to do. But it is meant to ensure the doctor is as efficient as possible. When many practitioners are finding it hard to jump in and get it all done. When they can use machine learning to help them handle some of the work, and to ensure that they are able to hand these out to 
 their patients a bit easier, it is going to make life a little bit easier and allows them to provide better customer service to those who need it the most.

Can Help Fight Off Fraud

Many financial service companies are turning to work with this kind of process in order to help fight off fraud. Fraud is a big issue for these companies, and they worry about the billions it can cost them if they are not able to stop it ahead of time and ensure that the people spending the money, are the ones who should actually be doing this in the first place.

Machine learning right now is being designed in a way that it will help us to fight off fraud, and can ensure that we are not going to let others take our money and cost the bank a lot of money. Machine learning is able to come onto the scene and will provide us with information on which transactions look like they are legitimate, and which ones may be an issue.

The way that this works is that the algorithm is going to be presented with a bunch of examples of charges that were fraudulent in the past. The algorithm is then able to learn what is going on with these transactions and will 
 recognize the patterns that will show up when a fraudulent charge is showing up overall. It can then use that knowledge in order to figure out whether a future charge is fraudulent or not.

There are a number of things that go into this process and that will help us to determine whether the charge is fraudulent or not. And yes, in the beginning, the algorithm may miss a few of the bad charges on occasion. But as it does this work more and more, and it gains more familiarity with what is going on with these transactions, we will be able to see it become more accurate overall. Once the machine learning algorithm recognizes that there is a charge that looks suspicious, it will raise a red flag, stop the transaction, and will allow a person who is trained in this situation do the investigations and figure out whether or not this is fraudulent or not.

Another way that these financial institutions are going to be able to use machine learning and the algorithms that are needed with this is to use it to determine who to hand out loans to. There is a constant influx of loan applications and more that we need to take some time to look over, and this can be hard for loan officers to handle on 
 their own. With the help of machine learning, the program will be able to take a look at some of the applications and then determine how to proceed.

After looking through a number of factors that are found in the application, one of two things will happen. The algorithm will either determine that the application is not good enough to work with and will pass it over. Or it will decide that it does meet the requirements and will hand it over to the loan officer. The loan officer will be able to take a closer look at this, and determine whether or not to proceed from there. this helps the loan officer to be more efficient with what they are doing and will ensure that they are able to approve the right loans, in a timely manner.

Facial Recognition for More Security

Another thing that we are able to see when it comes to data analysis and what we are able to do with the help of machine learning, both now, and in the future, is with facial recognition software. This is becoming a more prevalent method to use in many cases because there are a lot of benefits to working with it, and it can be more accurate and efficient than working with a password or another method overall. Even retail businesses can use 
 this to help them learn more about their customers and how they can get these individuals in the door.

The machine learning algorithm is able to learn the defining features of some of the faces that it meets along the way. It may take a lot of training and testing to get this done because of eh very nature that comes with trying to recognize the facial features and the fact that we are not able to show the system the face of every person in the world ahead of time.

The more time that the computer system is able to spend looking at faces, and the more times that it is able to see the same group of faces, such as when it looks at the facial features to determine if someone is allowed into the business or not or allowed some access or not, the faster and more efficient it will become overall. This is a neat technology that we will be able to utilize more in the future, as we try to move off passwords, and some of the issues that come with users working on those, and move more towards things that can’t be stolen or taken.

While all of the options above are important we are going to take a look at some of the code that we are able to do to help with this facial recognition. There are a lot of different options but the code that we will use to make some 
 of our own facial recognition software with the help of Python will include:

# Get user supplied values


imagePath
 =
 sys.argv[1]



cascPath
 =
 sys.argv[2]


# Create the haar cascade


faceCascade
 =
 cv2.CascadeClassifier(cascPath)


# Read the image


image
 =
 cv2.imread(imagePath)



gray
 =
 cv2.cvtColor(image,
 cv2.COLOR_BGR2GRAY)


# Detect faces in the image

faces = faceCascade.detectMultiScale(

gray,

scaleFactor=1.1,

minNeighbors=5,

minSize=(30, 30),

flags = cv2.cv.CV_HAAR_SCALE_IMAGE

)


print
 "Found {0} faces!".format(len(faces)
 )


# Draw a rectangle around the faces


for
 (x,
 y,
 w,
 h)
 in
 faces:



 
 cv2.rectangle(image,
 (x,
 y),
 (x+w,
 y+h),
 (0,
 255,
 0),
 2)



cv2.imshow("Faces found",
 image)


cv2.waitKey(0)

Voice Recognition

This is a technology that is already doing really well in our modern world right now. There are a lot of devices that already know how to work with voice recognition, and we use these in our daily lives in order to get some more results and to use them even for a personal assistant. If you have ever used an option like Cortana or Alexa or asked your phone a question, then you are already familiar with how the idea of voice recognition is going to work.

Think about all of the technology that has to happen in order to make one of these features work the way that we would like. Just by talking to your phone, the software has to recognize not only the words, in order, but the accent you have, the different way you say your words, and what the meaning is behind those words. The device then needs to be able to provide you with the answer that you are looking for in order to make sure that you are satisfied
 .

This is a big learning curve because each person is going to ask for different things, and they are going to say the words in a different manner as well. We will find that it is impossible for a programmer to go through and actually list out all of the possibilities, and they will never be able to program the code to do what you would like. This is why they put some machine learning into the process in order to ensure the device works and is able to learn along the way.

Of course, this is why there may be some lag in the work that you see. At the beginning of using this new device, you may find that it is not going to work as well. You may need to repeat yourself a few times, and you may get some of the wrong answers along the way. But the more times that you are able to use this device, and the more time you spend with it, the more accurate and efficient it will be. Over time, you will see that the device will be able to understand the first time, and it will be a more enjoyable experience.

Helps with Marketing

Another place where we are going to see more of this machine learning and data analysis kind of idea is in the world of marketing. Marketing, when it is done properly, is going to thrive on a lot of data. This data has always 
 been used as a way to figure out which course of action to take, how to market to people, and even which people needed to be marketed to. With the help of big data and a good data analysis, we are able to answer these questions better than ever before.

Machine learning is able to help us figure out which people we should market too, and learn more about the types of marketing they respond to. Marketing is so important to many businesses along the way. they want to make sure that they are able to reach their customers and really make more sales, which increases their bottom line, more than anything else.

If your business has been able to collect information on customers for some time, you will find that it is easier than ever to really use that information to your advantage. Machine learning can take that information, and find you some good insights about the individuals who like to shop at your store, the people you would find who may come to your store in the future, and so much more. Marketing is going to really help us to see some good results in no time when it is time to reach your customers.

Machine learning can provide companies with a recommendation tool, based on the customer's past purchasing 
 behavior in the hopes of getting them to make another purchase in the future. There are a lot of websites out there that you can use that will provide us with recommendations based on what we have viewed or what we have been able to purchase in the past. These recommendations will show us similar products or other products that shoppers who are similar to us have done as well.

The point of this is two-fold. It is going to provide us with a good way to find other items that we may need, and it can be really convenient for customers to have these kinds of recommendations. On the other side of things, the company who is doing this will find that working with these recommendation sites can help them to increase their sales. When customers see these recommendations, they are more likely to click on them and make an additional purchase, even if they had no plan of doing a purchase in the first place again.

Machine learning can help us to figure out if there is a new demographics of customers that we are able to work with, and some of the simple steps that we are able to take in order to reach these individuals as well. This is where those outliers from before are going to be useful. You may find that when you are doing your research, and 
 after creating some of the visuals you would like, you are able to find a new group or a new industry that you are able to get into, and you can start making some changes in your marketing to fit with that.

You have to be careful about this though. If there are only a handful of outliers that you see on the chart, and they are nowhere near each other, then this is not something that you should follow at all. But if there is a good number of outlier points, and they fall around the same center, then this is something that you should consider a little bit. If you are able to read these outliers the proper way, you may find that you are able to reach a new target audience and provide them with the right products, before anyone else in the industry is able to do the same.

Machine learning can even figure out the best place to put these advertisements, especially when it comes to posting them online. Businesses want to make sure that their ads are actually reaching the people they want. They don’t want to spend a lot of time and money and not even reach the right people. With the help of Python and machine learning algorithms, we will be able to actually reach the people we need.

This doesn’t mean that every person who is going to see one of the ads will automatically click on it and make a 
 purchase. This would be nice, but right now there is no way to guarantee that since humans are unpredictable. But the algorithm is able to learn the features of someone who is most likely to click on the advertisement and make a purchase. And the algorithm can take that information and place the ad in front of people who match that profile.

Helps Companies Make Important Decisions In the Future

Many companies want to work with data science in order to help them to make some important decisions in the future. They find that when they are able to actually work with data to back up their decisions, they will be able to handle these decisions and make good ones that they are surer will give them more success.

In the past, making decisions could be really difficult and risky. You had to know the industry really well, and without being able to collect as much data as we can today, a lot of it was just educated guesses that you had to make along the way. Sometimes you would be right with the guesses you made and you would see some good results, but other times, the risk was high and things like your emotions or your biases could get in the way, and this could ruin the results that you were able to get
 .

The good news is that with the help of machine learning, you will be able to change this up. With some of the algorithms that we have been able to discuss in this guidebook so far, you are able to collect a lot of data, and actually, have this information and proof behind these decisions. This helps to take out some of the risks that are there and will make sure that your company will be able to see some great results in the process.

Companies who are willing to work with machine learning, and will take the time needed to learn more about data analysis and what it all entails, will find that it is going to do some wonders for how they will be able to make decisions. In fact, just by doing this they can figure out some new angles, learn how to market to customers, figure out if there is a new industry, niche, or demographics of customers that they can follow in order to see their product beat out the competition. All of these decisions would have been risky with some of the traditional methods of making decisions. But when we make our decisions with the help of machine learning and Python algorithms, we are able to take some of the risks out of the process.


Conclusion



T

 hank you for making it through to the end of Machine Learning for Python
 , let’s hope it was informative and able to provide you with all of the tools you need to achieve your goals whatever they may be.

The next step is to get started with some of the different processes of machine learning and Python that we are able to work with inside of this guidebook. There is a lot that we are able to do when it is time to combine the two of these together, and you will be surprised at how easy this is to work with, even though we are focusing on a more complex topic and many companies are worried about getting started with it at all.

There are a lot of times when machine learning, especially machine learning that will rely on the Python language, is going to come in use, and learning how to write out the algorithms, and how they will work with your data science and data analysis process is of critical importance overall. And that is why this guidebook spent so much time teaching you all of the steps that are needed to make this process easy and manageable for your company
 .

From learning how to write some of your own algorithms with the help of the Python language to learning more about the different parts of data science, machine learning, Python, and artificial intelligence, you will find that all of these parts come together nicely to ensure you can really see results and complete your own data science project. There are many companies who want to learn how to work with data science and all that comes with it, but many are not sure where to start. And with the help of this guidebook, not only will you know a bit more about how to start, you will be set to actually complete your own data analysis process from start to finish.

Working with data science and all of the parts that it entails is the perfect way to make sure that you are able to get started with beating out the competition and gaining that edge that you want in the industry. And learning how to work with artificial intelligence, data science, data analysis, machine learning, and Python algorithms will give you that leg up that you are looking for. When you are ready to get started with data science and Machine Learning with Python, make sure to check out this guidebook to help you get started

Finally, if you found this book useful in any way, a review on Amazon is always appreciated
 !
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