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FOREWORD BY SEN. MARK WARNER

“Today, December 7th, is an auspicious date in our history.
We remember Pearl Harbor as the first foreign attack on US
soil in modern history. Unfortunately, we also remember
Pearl Harbor as a major intelligence failure. As Vice
Chairman of the Intel Committee, I’ve spent the better part
of the last two years on an investigation connected to
America’s most recent intelligence failure. It was also a
failure of imagination—a failure to identify Russia’s broader
strategy to interfere in our elections. Our federal government
and institutions were caught flat-footed in 2016, and our
social media companies failed to anticipate how their
platforms could be manipulated and misused by Russian
operatives. Frankly, we should have seen it coming.

Over the last two decades, adversary nations like Russia
have developed a radically different conception of
information security—one that spans cyber warfare and
information operations. I fear that we have entered a new era
of nation-state conflict: one in which a nation projects
strength less through traditional military hardware and more
through cyber and information warfare. For the better part of
two decades, this was a domain where we thought we had
superiority. The thinking was that our cyber capabilities
were unmatched. Our supposed superiority allowed us to
write the rules.

This confidence appears to have blinded us to three
important developments: First, we are under attack, and can-
didly, we have been for many years. Our adversaries and
their proxies are carrying out cyber attacks at every level of
our society. We’ve seen state-sponsored or sanctioned attacks
on healthcare systems, energy infrastructure, and our finan-
cial system. We are witnessing constant intrusions into fed-
eral networks. We’re seeing regular attempts to access parts
of our critical infrastructure and hold them ransom. Last
year, we saw global ransomware attacks increase by 93%.

Denial-of-service attacks increased by 91%. According to
some estimates, cyber attacks and cybercrime account for up
to $175 billion in economic and intellectual property loss
per year in North America. Globally, that number is nearly
$600 billion. Typically, our adversaries aren’t using highly
sophisticated tools. They are attacking opportunistically
using phishing techniques and rattling unlocked doors. This
has all been happening under our noses. The effects have
been devastating, yet the attackers have faced few, if any,
consequences.

Second, in many ways, we brought this on ourselves.
We live in a society that is becoming more and more
dependent on products and networks that are under constant
attack. Yet the level of security we accept in commercial
technology products is unacceptably low—particularly
when it comes to rapidly growing Internet of Things. This
problem is only compounded by our society-wide failure to
promote cyber hygiene. It is an outrage that more digital ser-
vices from email to online banking don’t come with default
two-factor authentication. And it is totally unacceptable that
large enterprises—including federal agencies—aren’t using
the available tools.

Lastly, we have failed to recognize that our adversaries
are working with a totally different playbook. Countries like
Russia are increasingly merging traditional cyber attacks
with information operations. This emerging brand of hybrid
cyber warfare exploits our greatest strengths—our openness
and free flow of ideas. Unfortunately, we are just now wak-
ing up to it. Looking back, the signs should have been
obvious. Twenty years ago, Sergei Lavrov, then serving as
Russia’s UN Ambassador, advanced a draft resolution
dealing with cyber and prohibiting particularly dangerous
forms of information weapons. We can debate the sincerity
of Russia’s draft resolution, but in hindsight, the premise of

XV



xvi FOREWORD BY SEN. MARK WARNER

this resolution is striking. Specifically, the Russians saw
traditional cyber warfare and cyber espionage as interlinked
with information operations. It’s true that, as recently as
2016, Russia continued to use these two vectors—cyber and
information operations—on separate tracks. But there is no
doubt that Putin now sees the full potential of hybrid cyber
operations. By contrast, the United States spent two decades
treating information operations and traditional information
security as distinct domains. Increasingly, we treated info
operations as quaint and outmoded. Just a year after Lavrov
introduced that resolution, the United States eliminated the
United States Information Agency, relegating counterpropa-
ganda and information operations to a lower tier of foreign
policy. In the two decades that followed, the United States
embraced the Internet revolution as inherently democra-
tizing. We ignored the warning signs outside the bubble of
Western democracies.

The naiveté of US policy makers extended not just to
Russia, but to China as well. Recall when President Clinton
warned China that attempts to police the Internet would be
like nailing Jell-O to the wall. In fact, China has been wildly
successful at harnessing the economic benefits of the Internet
in the absence of political freedom. China’s doctrine of cyber
sovereignty is the idea that a state has the absolute right to
control information within its border. This takes the form of
censorship, disinformation, and social control. It also takes
the form of traditional computer network exploitation. And
China has developed a powerful cyber and information
affairs bureaucracy with broad authority to enforce this doc-
trine. We see indications of the Chinese approach in their
successful efforts to recruit Western companies to their
information control efforts. Just look at Google’s recent push
to develop a censored version of its search engine for China.
Today, China’s cyber and censorship infrastructure is the
envy of authoritarian regimes around the world. China is
now exporting both its technology and its cyber-sovereignty
doctrine to countries like Venezuela, Ethiopia, and Pakistan.
With the export of these tools and ideas, and with countries
like North Korea and Iran copying Russia’s disinformation
playbook, these challenges will only get worse. And yet as a
country we remain complacent.

Despite a flurry of strategy documents from the White
House and DoD, the federal government is still not suffi-
ciently organized or resourced to tackle this hybrid threat.
We have no White House cyber czar, nor cyber bureau or
senior cyber coordinator at the State Department. And we
still have insufficient capacity at State and DHS when it
comes to cybersecurity and disinformation. Our Global
Engagement Center at the State Department is not suffi-
ciently equipped to counter propaganda from our adver-
saries. And the White House has still not clarified roles and
responsibilities for cyber across the US government. While
some in the private sector have begun to grapple with the
challenge, many more remain resistant to the changes and

regulations needed. And the American people—still not
fully aware of the threat—have not internalized the lessons
of the last few years. We have a long way to go on cyber
hygiene and online media consumption habits. Let me be
clear: Congress does not have its act together either. We have
no cyber committee. Cyber crosses numerous committee
jurisdictions frequently hindering our ability to get ahead of
the problem.

It’s even worse in the area of misinformation/disinforma-
tion. The dangers are only growing as new technologies such
as Deepfakes audio and video manipulation that can literally
put words into someone’s mouth are commercialized. The
truth is, we are becoming ever more dependent on software.
But at the same time, we are treating cybersecurity, network
resiliency, and data reliability as afterthoughts. And these
vulnerabilities will only continue to grow as our so-called
real economy becomes increasingly inseparable from the
digital economy.

If we’re going to turn this around, we need not just a
whole-of-government approach; we need a whole-of-society
cyber doctrine. So what would a US cyber doctrine look
like? It’s not enough to simply improve the security of our
infrastructure, computer systems, and data. We must also
deal with adversaries who are using American technologies
to exploit our freedom and openness and attack our
democracy.

Let me lay out five recommendations:

1 NEW RULES

First, we need to develop new rules and norms for the use of
cyber and information operations. We also need to better
enforce existing norms. And most importantly, we need to do
this on an international scale. We need to develop shared
strategies with our allies that will strengthen these norms.
When possible, we need to get our adversaries to buy into
these norms as well. The truth is, our adversaries continue to
believe that there won’t be any consequences for their
actions. In the post-9/11 national security environment, we
spent tremendous energy combating terrorism and rogue
states. But frankly, we’ve allowed some of our near-peer
adversaries to operate with relative impunity when they
attack the United States in the digital domain. There have
been some reports in the press about the United States sup-
posedly punching back at second-tier adversaries on
occasion. But we’ve largely avoided this with Russia and
China out of a fear of escalation. If a cyber attack shuts down
Moscow for 24 h with no power, that’s a problem. If someone
were to shut down New York for 24 h, that would be a global
crisis. As a result, for Russia and China, it’s pretty much
been open season on the United States. That has to end.

We need to have a national conversation about the
defensive and offensive tools we are willing to use to respond



to the ongoing threats we face. In short, we need to start
holding our adversaries accountable. Failing to articulate a
clear set of expectations about when and where we will
respond to cyber attacks is not just bad policy, but it is down-
right dangerous. We are allowing other nations to write the
playbook on cyber norms. Part of this is the result of US
inaction: from the late 1990s into the early 2000s, the United
States was a consistent dissenting voice in UN meetings
where cyber norms were proposed. In part, this reflected our
aversion to piecemeal approaches to cybersecurity. But it
also reflected a view that we didn’t want to be bound by
lesser powers. In 2015, there was a major effort at the UN—
including the United States—to agree to principles of state
behavior in cyberspace. We saw some international
consensus around protecting critical infrastructure and
investigating and mitigating cybercrime. Unfortunately,
those 2015 principles at the UN failed to address economic
espionage. And even the 2015 US—China cyber espionage
deal was insufficient. And in 2017, disagreements between
the United States, China, and Russia at the UN led to a dead-
lock on the question of how international law should apply
to cyber conflicts. Little progress has been made since then.

It’s true that some folks in the private sector and the NGO
space have stepped up. Look at Microsoft’s Digital Geneva
Convention. Look at the recent Paris Call for Trust and
Security in Cyberspace—signed by 57 nations, but not by
the United States. This is yet another example of the United
States stepping back on the world stage, with countries like
France filling the void.

Recently, the US government and the State Department,
in particular, have renewed efforts to advance a norms
discussion. These efforts must be elevated and strength-
ened. But norms on traditional cyber attacks alone are not
enough. We also need to bring information operations into
the debate.

This includes building support for rules that address the
Internet’s potential for censorship and repression. We need
to present alternatives that explicitly embrace a free and
open Internet. And we need that responsibility to extend not
only to government, but to the private sector as well. We
need multilateral agreements with key allies, just like we’ve
done with international treaties on biological and chemical
weapons. That discussion needs to address mutual defense
commitments.

We should be linking consensus principles of state
behavior in cyberspace, explicitly, with deterrence and
enforcement policies. US policy makers, with allies, should
predetermine responses for potential targets, perpetrators,
and severity of attack. That means clearly and publicly
linking actions and countermeasures to specific provoca-
tions. That could mean sanctions, export controls, or indict-
ments. It could even include military action or other
responses. Now, we should be realistic about the limits of
norms in shaping behavior.
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Let’s not kid ourselves: in the short term, a nation like
Russia that routinely ignores global norms is not going to
make an about-face in the cyber domain. This should not
deter us, but it should give us a more realistic set of expecta-
tions for how quickly we can expect to see results. But the
stronger we make these alliances, the more teeth we can
apply to these norms, and the more countries we can recruit
to them, the more effective these efforts will be at disciplining
the behavior of Russia, China, and other adversaries.

2 COMBATING MISINFORMATION
AND DISINFORMATION

My second recommendation is: we need a society-wide
effort to combat misinformation and disinformation, partic-
ularly on social media. My eyes were really opened to this
through the Intel Committee’s Russia investigation.
Everyone on the Committee agrees that this linkage between
cyber threats and disinformation is a serious challenge—
especially on social media. In some ways, this was a whole
new world for the IC. It is now clear that foreign agents used
American-made social media to spread misinformation and
hijack our civil discourse.
Let’s recap. The Russian playbook included:

* Cyber penetrations of our election infrastructure;
» Hacks and weaponized leaks;

* Amplification of divisive, pro-Kremlin messages via
social media;

* Overt propaganda;

* Funding and supporting extreme candidates or parties;
and

» Misinformation, disinformation, and actual fake news.

The goal was, and is, to undermine our faith in the facts—
our faith in the news media—and our faith in the democratic
process. This is an ongoing threat, and not just to the United
States. We’ve also seen these tools used against other
Western democracies. We’ve seen them used to incite racial
and ethnic violence in places like Myanmar. This threat is
particularly serious in countries with low media literacy. In
many ways, social media IS the Internet in some of these
countries. So, what do we do? How do we combat this
threat? We can start by recognizing that this is a truly global
problem. A twenty-first-century cyber and misinformation
doctrine should lean into our alliances with NATO countries
and other allies who share our values.

Earlier this year, Senator Rubio and I brought together a
group of 12 parliamentarians from our NATO allies at the
Atlantic Council. We held a summit focused on combating
Russian election interference. Ironically, this was the very
same day that our President stood on stage and kowtowed to
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Vladimir Putin in Helsinki. Meanwhile, we were working
with our NATO allies to develop a road map for increased
cooperation and information sharing to counter Russian
cyber and misinformation/disinformation aggression. In
many cases, these countries are further along in educating
their populations about the threat of misinformation and
disinformation.

Last month, I met with the Prime Minister of Finland. As
he put it, the Finns have been dealing with Russian misinfor-
mation and disinformation for over a 100 years. Finland is
one of the most resilient countries when it comes to coun-
tering this threat from its neighbor to the east. Why is that?
Again, it is their whole-of-society approach. It relies on a
free press that maintains trust through strong self-regulatory
mechanisms and journalistic standards. It places limits on
social media platforms. They also have a vibrant digital
civics initiative.

Finland’s approach also depends on national leadership
that stays true to its values—even in the midst of contested
elections and its own brand of partisan politics. Here in the
United States, it will take all of us—the private sector, the
government, including Congress, and the American people—
to deal with this new and evolving threat.

In terms of the private sector, the major platform
companies—like Twitter and Facebook, but also Reddit,
YouTube, and Tumblr—aren’t doing nearly enough to
prevent their platforms from becoming petri dishes for
Russian disinformation and propaganda.

I don’t have any interest in regulating these companies
into oblivion. But as these companies have grown from
dorm-room startups into media behemoths, they have not
acknowledged that their power comes with great responsi-
bility. Recall that immediately following the election, Mr.
Zuckerberg publicly ridiculed the idea that Russia had
influenced the US election via Facebook as a “pretty crazy
idea.”

Now, I don’t have all the solutions. But I expect these
platforms to work with us in Congress so that together we
can take steps to protect the integrity of our elections and our
civil discourse in the future. Companies like Facebook and
Twitter have taken some helpful voluntary steps—but we
need to see much more from them.

That’s going to require investments in people and tech-
nology to help identify misinformation before it spreads
widely. I’ve put forward a white paper, which lays out a
number of policy proposals for addressing this: we can start
with greater transparency. For example, I think folks have
the right to know if information they’re receiving is coming
from a human or a bot. I’ve also put forward legislation
called the Honest Ads Act that would require greater trans-
parency and disclosure for online political ads.

Companies should also have a duty to identify inauthentic
accounts—if someone says they’re Mark from Alexandria
but it’s actually Boris in St. Petersburg, I think people have a

right to know. We also need to put in place some consequences
for social media platforms that continue to propagate truly
defamatory content. I think platforms should give greater
access to academics and other independent analysts studying
social trends like disinformation. We also discuss in that
paper a number of other ideas in the white paper around pri-
vacy, price transparency, and data portability. These are ideas
intended to spark a discussion, and we need social media
companies’ input. But we’re moving quickly to the point
where Congress will have no choice but to act on its own.
One thing is clear: the wild west days of social media are
coming to an end.

3 HARDEN NETWORKS, WEAPONS SYSTEMS,
AND IOT (INTERNET OF THINGS)

Third, we need to harden the security of our computer
networks, weapons systems, and [oT devices. Many of the
responsibilities for cyber and misinformation/disinforma-
tion will fall on the government. But our nation’s strategic
response must also include greater vigilance by the private
sector, which has frequently resisted efforts to improve the
security of its products.

For over a decade, the United States thought it could set a
light-touch standard for global data protection by avoiding
any legislation. While regulation can have costs, what we’ve
learned is that US inaction can also have costs—as other
jurisdictions leap ahead with more stringent privacy and data
protections.

We see this with GDPR, where the US failure to adopt
reasonable data protection and privacy rules left the field
open for much stricter European rules. These standards are
now being adopted by major economies like Brazil, India,
and Kenya. More broadly, we need to think about a soft-
ware liability regime that drives the market toward more
secure development across the entire product lifecycle. But
nowhere is the need for private sector responsibility greater
than the Internet of Things. General Ashley, Director of the
DIA, has described insecure IoT and mobile devices as the
most important emerging cyber threat to our national
security.

As a first step, we should use the purchasing power of the
federal government to require that devices meet minimum
security standards. I have legislation with Senator Cory
Gardner to do this. At least at the federal level, we need to
make sure that these devices are patchable. We need to make
sure they don’t have hard-coded passwords that cannot be
changed. We need standards to make sure they’re free of
known security vulnerabilities. And on a broader level,
public companies should have at least one board member
who can understand and model cyber risk.

Another area I’ve been working on is trying to impose
some financial penalties on companies like Equifax who fail



to take the necessary steps to secure their systems from cyber
intrusions. Unfortunately, even in areas where we would
expect a higher level of security and cyber hygiene, we find
these same problems. In October, a GAO report found that
“nearly all” of our new weapons systems under development
are vulnerable to attack.

Earlier this year, we successfully included language in
the NDAA requiring cyber vulnerability assessments for
weapons systems, which hopefully should help correct this.
The Pentagon has also taken steps recently to make cyberse-
curity a greater priority within DoD, but frankly we face
some serious workforce challenges in recruiting and retain-
ing the top cyber professionals who have plenty of lucrative
opportunities in the private sector.

4 REALIGN DEFENSE SPENDING

This is a good segue to my fourth recommendation: realign-
ing our defense spending priorities. The US military budget
is more than $700 billion, while Russia spends roughly
$70 billion a year on their military. The United States is
spending it mostly on conventional weapons and personnel.
By contrast, Russia devotes a much greater proportion of
its budget to cyber and other tools of asymmetric warfare
like disinformation. Russia has come to the realization that
they can’t afford to keep up with us in terms of traditional
defense spending. But when it comes to cyber, misinforma-
tion, and disinformation, candidly Russia is already a peer
adversary.

A matter of fact, if you add up everything Russia spent on
election interference in 2016 and double it, that’s still less
than the cost of one new F-35. I worry we may be buying the
world’s best twentieth-century military hardware without
giving enough thought to the twenty-first-century threats we
face. And it’s a similar story with China. China spends
roughly $200 billion on defense, but it spends a greater
proportion on cyber misinformation and disinformation. If
you look at the delta between what we’re spending and what
China is spending on defense, they’re investing more in Al,
quantum computing, 5G, and other twenty-first-century
technologies. Frankly, they are outpacing us by orders of
magnitude. We need to realign our priorities while we still
can. Some of DoD’s budget should be redirected toward
cyber defense. But we also need efforts at other agencies,
including R&D funding for quantum computing and Al, as
well as investments in cyber technology and cyber work-
force development.

5 PRESIDENTIAL/GOVERNMENT LEADERSHIP

The final point is that we desperately need strong federal and
presidential leadership for any US cyber doctrine to be truly
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effective. Because this challenge literally touches every
aspect of our society, we need presidential leadership and a
senior coordinating official to head the interagency process
on this issue.

It’s true there are men and women within DoD, DHS, and
other agencies who are working hard to defend the United
States from cyber attacks. But only the President can mobi-
lize the whole-of-society strategy we need. I do want to
acknowledge some positive steps that have been taken in
recent months.

The White House and DoD have released two important
strategic documents on cyber strategy that move us in the
right direction. I also welcome the delegation of authorities
to defend and deter cyber attacks below the presidential
level. This has allowed for quicker responses and greater
interagency coordination. But frankly, these efforts are
inadequate.

In the most recent NDAA, Congress attempted to estab-
lish a more aggressive posture on US cybersecurity policy.
This includes the potential use of offensive cyber capabil-
ities to deter and respond to cyber attacks against US inter-
ests—as well as authorization to combat info operations. It
also grants the President and Defense Secretary authority to
direct Cyber Command to respond and deter “an active,
systematic, and ongoing campaign of attacks” carried out
by Russia, China, North Korea, and Iran. These powers, if
used correctly, are important components of a cyber doc-
trine. But by definition they require thoughtful, decisive
leadership at the top.

I’ll leave you with some final thoughts. More broadly, we
need a coherent strategy for how to deal with the hybrid
approach of our adversaries. Let me be clear about what I’'m
not saying: I am not advocating that the United States mimic
the approach of Russia and China—the idea that states have
a sovereign right to control or censor information within
their borders. Frankly, that vision is incompatible with our
American values and our Constitution.

What I am saying is that we need to confront the fact that
our adversaries have an approach that considers control of
information an essential component of their overall strat-
egies. We have not only failed to recognize this situation, but
over the last two decades we have tended to minimize the
dangers of information operations. The truth is, the 2016
presidential election served as a wake-up call in the use of
cyber attacks and information operations.

People keep warning of a “digital Pearl Harbor” or a
“digital 9/11” as if there will be a single extraordinary event
that will force us to action on these issues. But I have news
for you: we are already living these events. They’re happen-
ing every day. Look at the 2017 NotPetya attack. In the
United States, we treated this as a one-day news story, but
the global cost of that one attack is over $10 billion. This is
the most costly and devastating cybersecurity incident in his-
tory, and most Americans have no idea. But the true costs of



XX FOREWORD BY SEN. MARK WARNER

our cyber vulnerabilities won’t be sudden or catastrophic.
They will be gradual and accumulating. Our personal,
corporate, and government data is being bled from our net-
works every day; our faith in institutions and our tolerance
for one another is being eroded by misinformation. This is

leaving us exposed as individuals and vulnerable as a
country. It’s time we dramatically shift how we view these
threats. I hope the ideas I’ve laid out today will help us move
toward the comprehensive cyber doctrine that we so desper-
ately need in these challenging times.”
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1 INTRODUCTION

It is time to acknowledge the wisdom of the “bean counters.”
For ages, multitudes of observers, including this author, have
been complaining about those disdained accountants and
business managers. They have been blamed for placing
excessive emphasis on short-term budget constraints, treat-
ing cybersecurity as unimportant, and downplaying the risks
of disaster.

With the benefit of what is now several decades of expe-
rience, we have to admit those bean counters have been
right. The problems have simply not been all that serious.
Further, if we step back and take a sober look, it becomes
clear those problems are still not all that serious.

All along, the constant refrain has been that we need to
take security seriously and engineer our systems from the
ground up to be truly secure. The recent report [3] opens
with a quote from a 1970 publication (the well-known
Ware Report) that called for such moves. This demand has
been growing in stridency and has been increasingly echoed
by higher levels of management and of political leadership.
Yet in practice over the last few decades, we have seen just
a gradual increase in resources devoted to cybersecurity.

Action has been dominated by minor patches. No
fundamental reengineering has taken place.

This essay argues that this “muddle-through” approach
was not as foolish as is usually claimed and will continue to
be the way we operate. Cyber infrastructure is becoming
more important. Hence intensifying efforts to keep it suffi-
ciently secure to let the world function is justified. But this
process can continue to be gradual. There is no need to panic
or make drastic changes, as the threats are manageable and
not much different from those that we cope with in the
physical realm.

This essay reviews from a very high level the main factors
that have allowed the world to thrive in spite of the clear lack
of solid cybersecurity. The main conclusion is that through
incremental steps, we have in effect learned to adopt tech-
niques from the physical world to compensate for the defi-
ciencies of cyberspace. This conclusion is diametrically
opposed to the heated rhetoric we observe in the popular
media and to the unanimous opinions of the technical and
professional literature. No claim is made that this process
was optimal—ijust that it was “good enough.” Further, if we
consider the threats we face, we are likely to be able to con-
tinue operating in this way. But if we look at the situation
realistically, and plan accordingly, we might:

* Enjoy greater peace of mind
¢ Produce better resource allocations

The analysis of this essay does lead to numerous contrarian
ideas. In particular, many features of modern technologies
such as “spaghetti code” or “security through obscurity” are
almost universally denigrated, as they are substantial con-
tributors to cyber insecurity. But while this is true, they are
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also important contributors to the imperfect but adequate
levels of cybersecurity that we depend on. Although a widely
cited mantra is that “complexity is the enemy of security,”
just the opposite is true in the world we live in, where perfect
security is impossible. Complexity is an essential element of
the (imperfect) security we enjoy, as will be explained in
more detail later. Hence one way to improve our security is
to emphasize “spaghetti code” and “security through obscu-
rity” explicitly and implement them in systematic and
purposeful ways. In general, we should adopt the Dr.
Strangelove approach, which is to stop worrying and learn to
love the bomb.

In other words, not just accept that our systems will be
insecure. Recognize that insecurity often arises in systematic
ways and that some of those ways can be turned into
defensive mechanisms. We do have many incremental ways
to compensate, and we have to learn how to systematically
deploy them, so as to live and prosper anyway. The key point
is that, in cyberspace as well as in physical space, security is
not the paramount goal by itself. Some degree of security is
needed, but it is just a tool for achieving other social and
economic goals.

Historically, for many observers, a serious reassessment
of the traditional search for absolute security was provoked
by Dan Geer’s 1998 post [1]. However, awareness of general
risk issues, and growing perception that they were key, can
be traced much further back to various research efforts in the
1980s and the founding of Peter Neumann’s RISKS Digest
in 1985. No attempt is made here to trace this evolution of
attitudes toward security. That is a nice large subject that is
left for future historians to deal with. This essay considers
only the current situation and likely evolution in the near
future.

2 THE TECHNOLOGISTS’ SKEWED VIEW
OF THE WORLD

The critics of the standard “business as usual” approach have
been presenting to the public both a promise and a threat.
The promise was that with enough resources and control
over system development, truly secure information technol-
ogies systems would be built. The threat was that a gigantic
disaster, a “digital Pearl Harbor,” would occur otherwise.
The promise of real security was hollow. If there is
anything that we can now regard as solidly established, it is
that we don’t know how to build secure systems of any real
complexity. (There is another factor that is not discussed
here, namely, that even if we could build truly secure sys-
tems, we probably could not live with them, as they would
not accommodate the human desires for flexibility and
ability to bend the rules. But that is a different issue not in
the scope of this essay.) Serious bugs that pose major secu-
rity risks are being found even in open-source software that

has been around and in extensive use for years, as with the
Heartbleed defect. And some insecurities, such as those
revealed in the recent Meltdown and Spectre attacks, not
only go back decades, but are deeply embedded in the basic
architecture of modern digital processors. They cannot be
eliminated easily, and we will have to live with them for
many years. The most we can hope for is to mitigate their
deleterious effects.

The mantra, called Linus’s law, that “given enough eye-
balls, all bugs are shallow” has been convincingly shown to
be fallacious. There are only relative degrees of security.
Still, we have to remember that this has always been true
with physical systems. Furthermore, in both the cyber and
the physical realms, the main vulnerabilities reside in peo-
ple. Those creatures are not amenable to reengineering and
are only very slightly amenable to reasoning and education.

The threat of digital catastrophe has also turned out to be
hollow. Sherlock Holmes noted that the “curious incident” in
the Silver Blaze story was that the dog did not bark. In
information technology insecurity, there are two curious
“incidents” that have not attracted much notice:

* Why have there been no giant cybersecurity disasters?
* Why is the world in general doing as well as it is?

Skeptics might object and point out to any number of ran-
somware, identity theft, and other cybercrime cases. But
those have to be kept in perspective, as is argued in more
detail later. There have been many far larger disasters of the
non-cyber kind, such as 9/11, Hurricane Sandy, the
Fukushima nuclear reactor meltdown, and the 2008 financial
crash and ensuing Great Recession. Has any cyber disaster
inflicted anywhere near as much damage to any large
population as Hurricane Maria did to Puerto Rico in 20177

In the cyber realm itself, we have experienced many
prominent disasters. But most of them, such as airlines being
grounded for hours or days or cash machine networks not
functioning, have arisen not from hostile action, but from
ordinary run-of-the-mill programming bugs or human oper-
ational mistakes. And of course we have the myriad issues
such as cost overruns and performance disappointments
which plague information as well as other rapidly evolving
technologies. They have little to do with the lack of cyberse-
curity. Yet we suffer from them every day.

There is a third curious incident in information tech-
nology (in)security that also appears to be universally
ignored. For several decades we have had simple tools for
strengthening security that did not require any fundamental
reengineering of information systems. A very conspicuous
example of such tools is two-factor authentication. The
widely cited and widely accepted explanation for this tech-
nology not having been deployed more widely before is that
users disliked the extra bother it involved. So apparently
decision makers felt that the extra security provided by



two-factor authentication did not warrant the cost of
inconveniencing users. The big “dog did not bark” question
then is, given that this technology was not deployed, why did
nothing terrible happen?

The general conclusion of this essay is that from the start,
the “bean counters” understood the basic issues better than
the technologists, even though they usually did not articulate
this well. The main problem all along was risk mitigation for
the human world in which cyberspace played a relatively
small role; it was not absolute security for the visionary
cyberspace that technologists dreamed of.

3 THE STATE OF THE WORLD

One could object that the world is not doing well and point
to climate change, rising inequality, civil wars,
unemployment, and other phenomena that are cited as major
ills of our society. But that has to be kept in perspective.
Let’s put aside, until the next section, questions about issues
such as long-term sustainability of our civilization. If we just
look at where the human race is today from a long-term
historical perspective, we find stunning advances by many
measures, such as the number of people on Earth, how long
they live, and how educated they are. There are more people
today who are obese than hungry, which is unprecedented.
Obesity is certainly not ideal, but can easily be argued to
be an advance on the historically dominant feature of
human lives.

Of course, there are a variety of threats for the future. But
we need to remember that the progress that has occurred has
relied often and in crucial ways on information systems that
were, and are, insecure. Further, almost all of the most
serious threats, to be considered next, are little affected by
cybersecurity or lack of it.

4 THREATS

We certainly do face many threats. In particular, we do face
many cyber threats. It seems inevitable that we will suffer a
“digital Pear]l Harbor.” What we have to keep in mind is that
we have suffered a physical Pearl Harbor and other non-
cyber disasters that large or larger. Many occurred quite
recently, as noted before. It seems absolutely certain we will
suffer many more, and an increasing number of them will
surely be coming from the cyber realm. On the other hand, it
is questionable whether the cyber threats are yet the most
urgent ones.

The human race faces many potentially devastating non-
cyber dangers, such as asteroid strikes, runaway global
warming, and large pandemics. These threats could have
giant impacts, but are hard to predict and quantify and are
seemingly remote, so tend to be ignored by almost all people

FOREWORD BY PROF. ANDREW ODLYZKO xxiii

most of the time. However, we also face a variety of other
still large dangers, such as those from earthquakes and hurri-
canes. Those occur more frequently, so the damage they
cause is moderately predictable, at least in a long-run
statistical sense. Yet we are not doing anywhere near as much
to protect against them as we could, if we wanted to do so.
We accept that they will occur and rely on general resilience
and insurance, whether of the standard variety, or the implicit
insurance of governments stepping in with rescue and
recovery assistance.

We also tolerate the ongoing slaughter of over a million
people each year in automobile accidents worldwide (with
about 40,000 in the United States alone). The horrendous
losses of human life as well as property that involve cars
arise mostly from unintentional mistakes. They result from
our accepting the limitations of Homo sapiens when dealing
with a dangerous technology. It’s just that this technology
has proven extremely attractive to our species. Hence we
accept the collateral damage that results from its use, even
though it far exceeds that from all wars and civil conflicts of
recent times.

On top of accidents we also have the constant ongoing
malicious damage, coming from crime in its many dimen-
sions. Society suffers large losses all the time, and mitigates
the threat, but has never been able to eliminate it. We have
large security forces, criminal courts, jails, and so on. The
United States alone has close to a million uniformed police
officers and more than a million private security guards.

Military establishments tend to be substantially larger
than law enforcement ones. The main justification for them
is to guard against the far rarer but potentially more dam-
aging actions of hostile nations. One way or another, most
societies have decided to prioritize protection against those
external dangers over that of internal crime. Further, in
recent decades, military spending (and therefore total secu-
rity-related spending) has been declining as a fraction of the
world’s economic output. So when societies feel threatened
enough, they do manage to put far more effort into security
than is the case today.

Yet even military security at its very best is not watertight,
which has to be kept in mind when considering cybersecurity.
Serious gaps have been uncovered on numerous occasions,
such as a deep penetration of an American nuclear weapons
facility by a pacifist group that included an 82-year-old nun.

The bottom line is that society has always been devoting
huge resources to security without ever achieving complete
security. But those huge resources are still not as great as
they could be. That’s because, as noted above, security is not
the paramount goal by itself. We make trade-offs and are
only willing to give up a fraction of the goods and services
we produce for greater safety. There is even extensive evi-
dence for human desire for a certain level of risk in their
lives. When some safety measures are introduced, people
compensate for that by behaving with less care.
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Still, we do employ many people and extensive resources
protecting ourselves from traditional physical world threats,
far more than we devote to cybersecurity. Hence it is clear,
and has been clear for a long time, that more effort could have
been dedicated to cybersecurity, even without consuming
productive resources. All we had to do was just shift some of
the effort devoted to traditional physical security to the cyber
realm. And indeed that is what is happening now, at least in
relative sense. More attention and resources is being devoted
to cybersecurity. One measure of the greater stress being
placed on this area is the growing (but still very small) number
of CEOs who have lost their jobs as result of security
breaches. So the question arises, essentially the same question
as before, just in a different form: Why was this not done
before, and why has not much harm come from this?

5 HUMANSPACE VERSUS CYBERSPACE

It is very hard for technologists to give up the idea of abso-
lute cybersecurity. Their mind-set is naturally attracted to the
binary secure/insecure classification. They are also used to
the idea of security being fragile. They are not used to
thinking that even a sieve can hold water to an extent ade-
quate for many purposes. The dominant mantra is that “a
chain is only as strong as its weakest link.” Yet that is prob-
ably not the appropriate metaphor. It is better to think of a
net. Although it has many holes, it can often still perform
adequately for either catching fish or limiting inflow of birds
or insects. A tight sieve can even retain a substantial amount
of water for a while.

Technologists also tend to think of information systems
as isolated. This attitude is represented beautifully by the
famous 1996 creation of John Perry Barlow: “A Declaration
of the Independence of Cyberspace.” This proclamation,
which today seems outlandishly ludicrous, proclaimed the
existence of a new realm, “cyberspace,’ that was divorced
from the physical world and did not need or want traditional
governments or other institutions. The key assumption was
nicely formulated in the oft-quoted passage:

Cyberspace consists of transactions, relationships, and
thought itself, arrayed like a standing wave in the web of our
communications. Ours is a world that is both everywhere
and nowhere, but it is not where bodies live.

Indeed, if cyberspace were totally divorced from humans-
pace, and if all the “transactions, relationships, and thought
itself” depended just on some mathematical relationships,
then cybersecurity would be of paramount importance. An
opponent utilizing a clever mathematical idea to break a
public key system, or stealing a password, might wreak
unlimited havoc.

And indeed, as the increasing number of incidents with
bitcoin and other cryptocurrencies proves, such dangers do
lurk in pure cyber realms. Further, they cannot be avoided.

As was discussed before, people are incapable of building
completely secure systems, they do choose weak passwords
or leak strong ones, they do fall prey to phishing attacks, and
every once in a while a mathematical breakthrough does
demolish a cryptosystem.

What makes our lives tolerable is that the Barlow vision
is divorced from reality. Cyberspace is intimately tied to
what we might call humanspace, the convoluted world of
physical objects and multiple relations, including institu-
tions such as governments, and laws, and lawyers. In fact,
we can say:

The dream of people like Barlow was to build a cyberspace
that would overcome the perceived defects of humanspace.
In practice we have used the defensive mechanisms of
humanspace to compensate for the defects of cyberspace.

Those defensive mechanisms are what we consider next,
starting with the limitations of attackers in both physical and
cyber realms.

6 PLUSES AND MINUSES OF NATURAL
STUPIDITY

There are extensive discussions going on about the promises
and threats of artificial intelligence (AI). Much less is said
about natural stupidity and its positive aspects. Yet it is
central to human life and key to enabling society to function.
(At an even more basic level, the astounding level of human
credulity, which enables so many attacks, is an essential
element of human psychology and sociology and enables the
cooperation that has led to modern civilization.) In particular,
we are alive and living pretty well largely because most
criminals are stupid.

This includes terrorists. Most of them are stupid, too.
They are in almost all cases more like the Shoe Bomber than
the highly trained and highly proficient professionals that
the multitudes of publicly prominent cyber Cassandras hold
out as big threats to our lives. Most crimes are extremely
mundane, and many more could easily be solved if more
effort was devoted to them. Criminals constantly make fool-
ish mistakes, such as leaving their fingerprints, or their DNA,
on the scene or driving their own cars. As a result, general
crime has been kept within tolerable bounds for most of
human history.

It is not just the most stupid people who make mistakes.
Everyone does so. In fact, the mistakes of the smartest
individuals are often the most disastrous, as they get
entrusted with the most important jobs. Even the highly
trained and highly proficient professionals in the military
and intelligence agencies are fallible, including when at the
peak of training and preparation. It is this fallibility that
helps make cyberspace more similar to physical space than



is commonly thought. Detecting where a network attack
originates is harder than detecting where a ballistic missile is
launched from. But digital forensics is a thriving field,
largely because of human mistakes. Even the Stuxnet crea-
tors were not able to completely erase their “digital finger-
prints,” leading to high confidence as to their identities.

Cybercrimes not only leave digital fingerprints. They are
usually tied in one way or another to the physical world,
most frequently through flows of money. Hence there are far
more ways to trace them than would be the case if they hap-
pened purely in cyberspace. Once tracing is possible, mea-
sures to deter, prevent, and punish can be brought to bear.
Those digital fingerprints also mean that natural stupidity of
attackers has more opportunities to display itself. And that
offers opportunities for defense and countermeasures, just as
in the traditional environment.

7 SMART AND STUPID CRIMINALS

The reasons most criminals are stupid are worth considering.
An important one is that we mostly hear of the criminals who
get caught and that is not a perfectly representative sample.
The smart ones avoid detection and capture. But the really
smart ones mostly figure out it is far safer and more comfort-
able to stay close to the line of legality. Serious damage to the
system as a whole, or even to many individual players, tends
to provoke strong countermeasures. Some criminals even
learn to be symbiotes and contribute positively to society.
An insightful analogy can be drawn with biology. A virus
that kills the host instantly tends to perish, as it has little
chance to spread. The more successful viruses (more
successful in terms of being widespread) are like those for
the common cold, which cause relatively small annoyances
that serve primarily to help them propagate. Many parasites
evolve to become symbiotes, and the study of commensal
relationships is a thriving field with a variety of examples.

8 THE CYBERCRIME ECOSYSTEM

Most criminals, even among those on the extreme edge of
the stupidity spectrum, have no interest in destroying the
system they are abusing. They just want to exploit it to
extract value for themselves out of it.

An amusing and instructive example of illicit cyber
behavior that maintains the functioning of the system is
provided by the ransomware criminals. Studies have docu-
mented the high level of “customer care” they typically
provide. They tend to give expert assistance to victims who
do pay up and have difficulty restoring their computers to the
original state. After all, those criminals do want to establish
“reputations” that will induce future victims to believe that
payment of the demanded ransom will give them back
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control of their system and enable them to go on with their
lives and jobs.

An extreme example of exploitation of cyber insecurity
without causing noticeable damage is that of national intelli-
gence agencies. They carry out extensive penetrations of a
variety of government and commercial systems, but are
usually just after limited pieces of information and try (and
usually succeed) in staying inconspicuous. In most cases they
exploit only a tiny fraction of what they acquire, precisely in
order not to raise suspicions about their activities. Of course,
their activities do involve other dangers, when they acquire
control of systems for future large-scale hostile activities. But
such penetrations by state actors have to be handled at state
levels, similarly to what occurs in the physical realm.

There are certainly some malicious actors who simply
want to inflict damage, whether it is against a person against
whom they have a grudge or, especially in case of terrorists,
against society at large. But even such people are generally
not as dangerous in cyberspace as they could be. First of all,
there are not that many of them. Second, they generally have
limited skills and resources, and are mostly very foolish, and
engage in foolish activities. The more rational among them
choose their targets and methods for maximal effectiveness
in achieving whatever nefarious purposes they have in mind.
For terrorists, say, cyberspace is generally not very attractive
as a target. Blocking people from withdrawing money from
cash machines or even causing a blackout in a city does not
carry as strong a message as blowing up airplanes, bringing
down buildings, or causing blood to flow among spectators
in a sports arena.

There is much concern about ongoing technology devel-
opments making the lack of cybersecurity far more dan-
gerous, especially as more devices go online and IoT (the
Internet of Things) becomes more pervasive. Those are valid
concerns, but let us keep in mind that those ongoing tech-
nology developments are also creating or magnifying many
physical dangers even without taking advantage of cyber
insecurity. Just think of drones (or possibly imaginary drone
sightings) shutting down airports recently or drones or self-
driving cars delivering bombs in the future.

In general, and reinforcing earlier discussions, society
has always faced manifold dangers from its members misusing
various technologies. Deterrence, detection, or punishment,
in addition to general social norms, is what has enable
civilized human life to exist. Contrary to the cyberlibertarian
visions of people like Barlow (or many modern advocates of
bitcoin and blockchain), they are likely to be just as crucial
in the future, if not more so.

Of course, as the old saying goes, bank robbers went after
banks because that is where the money was. But now the
money is in cyberspace. So that is where criminals are
moving. And that is also where security resources are being
redirected, completely natural and expected, and happening
at a measured pace.
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9 BLACK SWANS VERSUS LONG TAILS

Cybersecurity efforts are dominated by very mundane work,
monitoring the automated probes of the network or attacks
of the “script kiddies.” And perhaps most prominent and
most boring, but absolutely critical, is assisting legitimate
users who have forgotten their passwords, which is exactly
analogous to the state of traditional physical security. Much
of the time of firefighters and police officers is devoted to
rescuing kittens stuck high up trees or handling temporarily
inebriated but otherwise perfectly respectable citizens.

The evolution of the cybersecurity field over the last few
decades has led to wide recognition among its practitioners
that threats cannot be entirely eliminated. There are frequent
references to minimizing “the attack surface,” for example.
This reflects the reality that one can limit attacks and the
damage they can do, but not get rid of them. More resources
can be used to lessen threats. But those resources are costly,
either in terms of the pay and equipment of the security pro-
fessionals, or, what is typically much more important, in
terms of constraints on the legitimate users. So one is led to
look at optimizing the allocation of resources and studying
and modifying the incentives. One outgrowth of such
thinking on the academic side has been the rise of the field of
economics of information security. It has produced a flour-
ishing literature and a series of annual workshops. Together
with all other academic and industry efforts, it fits into the
basic philosophy that animates modern economics, namely,
of studying systems in equilibrium. There is ongoing hostile
activity that is counteracted by security measures, and the
task is to select the optimal combination of those measures
that fit within some budget constraints.

One could view such approaches as concentration on the
“long tail” of security threats. There are many of them—they
require large resources in the aggregate to deal with, but
individually they pose limited and reasonably well under-
stood dangers. Overall, their potential impact can be estimated
and constrained by standard approaches.

But then, at the other end of the spectrum, there are the
“black swans,” the giant security breaches that cause major
damage. Those don’t fit into the equilibrium framework (just
as catastrophic financial collapses don’t fit into the standard
economic equilibrium framework and have been almost
entirely ignored by mainstream economists). But neither do
the giant physical disasters, such as Pearl Harbor or
Hurricane Katrina. Their damaging effects basically can
only be mitigated by designing in general resilience.

Measures that provide resilience against cyber attacks are
often the same as those against traditional physical attacks or
against natural disasters. As just one example, there is much
concern about the damage to the electric power grid that
might be caused by malicious actors. But the worst scenarios
along those lines are similar to what we are sure to suffer
when something like the Carrington Event occurs. This was

the giant geomagnetic solar storm that hit the Earth in 1859.
It caused widespread failures of the telegraphs, the only
electrical grids in existence at that time. Estimates are that if
it were to recur today, it would cause damages in the trillions
of dollars. And it is bound to recur some day!

The conclusion that emerges is again that cyberspace is
not all that different from the more traditional physical space
we are more used to. And security measures for the two are
again similar.

10 NEGLECT OF OBVIOUS SECURITY
MEASURES

The main thesis of this note—that cybersecurity is not very
important—is illustrated nicely by the phenomenon of two-
factor authentication. This technique is spreading. It is not a
panacea, but there is general agreement that it offers
significant enhancement to security.

But why is it only now that two-factor authentication is
coming into widespread use? The basic technique is ancient
by the standards of the information technology industry.
Two and a half decades ago, it was used at my employer of
that time. The hardware tokens came from one of several
suppliers that were already in that line of business.

Yet even at my former employer, two-factor authentica-
tion was abandoned after a while, and in most places, it was
never put into service in that era. So what has changed to
finally make this technology used more widely? As often
happens, it was likely a combination of factors:

e Threats have increased.

* Implementing two-factor authentication has become
easier.

The old hardware tokens of the 1990s were not very expen-
sive, but they had to be carried around (as opposed to
receiving a text on a mobile phone that people have with
them almost all the time, say), and they required typing in
strings of arbitrary symbols. Now we can use short texts, or
hardware tokens that plug into a computer, or else mobile
phones that communicate with a nearby computer wire-
lessly. So while the monetary costs of the basic system have
not changed dramatically, the costs to users have declined
significantly. And, of course, the threats have increased, as
noted above, so the incentives to use two-factor authentica-
tion have grown.

Yet even now, two-factor authentication is nowhere near
universal. Further, most deployments of it at this time appear
to use the least secure version of it, with texts to mobile
phones. Practical attacks on this version have been devel-
oped and applied. The more secure versions with hardware
tokens are used much less frequently. Obviously what is
happening is that choices are being made, the additional



inconvenience to users being weighed against the likely
losses from hostile penetrations. Even without any new tech-
nology breakthroughs, more secure versions of two-factor
authentication can be deployed when they are seen as
necessary. But they are clearly not being seen as necessary at
present.

There are many more examples of relatively easy steps
that have been available for a long time and can strengthen
security without any fundamental reengineering of
information systems or rearranging how society functions.
Consider the adoption of chip credit cards. They have been
universal in much of the world for years, but are only now
taking over in the United States. The costs have been under-
stood by the banking industry, and it was decided, through a
messy process by various stakeholders, that they were too
high until the perceived threats increased.

Electronic voting is another prominent example where
simple and well-known steps would have provided greater
security a long time ago. Experts have been arguing from the
start that purely electronic voting basically cannot be made
secure, at least not with feasible technology and the financial
resources that are available or are likely to be made avail-
able. All the evidence that has been gathered over the years
supports this view. Further, all the advantages of electronic
voting (convenience, accessibility for those with handicaps,
quick collection of results, etc.) can be obtained very easily,
together with a much higher degree of security, through the
use of printed records that are preserved in physical form.
The additional costs that are involved are very modest and
seem well worth it to most people who have examined the
situation, including this author. Yet in many jurisdictions this
simple solution is being ignored. And it has to be admitted
that so far no serious abuses have been documented. What is
likely to happen is that if some big scandal surfaces that is
based on a cyber breach, political leaders will swing into
action and find the resources to provide the obvious solution.
(We should remember that big voting scandals do occur all
the time, based on other aspects of the voting system, and
they lead to responses that vary with circumstances.) But, as
seems typical in human affairs, it will likely take a big
scandal to cause this to happen.

Electronic voting provides an interesting illustration of a
cyber insecurity that is not difficult to fix, but is not being
fixed. It also provides an example of a common phenomenon,
namely, that the fix involves stepping back to the traditional
physical world, in this case of messy paper ballots. (The
same could be said of chip cards.) In other words, the inse-
curity of the cyber realm is compensated by a measure from
the brick-and-mortar world.

An even better example of reliance on physical world to
compensate for defects in cybersecurity is that of passwords.
They have been pronounced obsolete and dead many times,
but are still ubiquitous. A key element in making them more
tolerable in spite of their well-known weaknesses is the use
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of paper for users to write them down (or, preferably, to
write down hints for those passwords or passphrases). The
security field has finally been forced to admit that asking
users to remember scores of complicated passwords (and
change them every few months) is not going to work, not
with the bulk of human users. But paper slips work out quite
well, as physical wallets and purses do not get stolen all that
often.

Notice that there are many other direct physical methods
for increasing security. Air-gapped systems, isolated from
the Internet, have been standard in high-security environ-
ments. They are again not absolutely secure, as the Stuxnet
case demonstrates. But they do provide very high levels of
security, as breaching them requires special skills and exten-
sive effort (as the Stuxnet case demonstrates, again). At a
simpler level, allowing certain operations (such as resetting
the options on a router or another device) only through the
press of a physical button on the device also limits what
attackers can do.

Frequent backups serve to mitigate ransomware and
many other attacks. They can be automated so that they do
not impose any significant mental transaction costs on the
users. They increase the reversibility of actions, which is a
key component to security (but seems not to be understood
by the advocates of bitcoin and other cryptocurrencies).
And they are not expensive in terms of hardware. Of course,
backups increase security only if they are not subverted. But
there are a variety of ways to make backups more trust-
worthy, such as using write-only media (such as some
optical disks) or special controllers that limit what opera-
tions can be done.

We should also remember there is one piece of advice
that applies in both cyberspace and physical space: if it’s
dangerous, don’t use it! Some very cautious organizations
disable USB ports on their computers, but such organiza-
tions are rare. Email attachments are a notorious carrier for
all sorts of malicious software. They could be blocked, but
seldom are. All these examples show how society has in
effect accepted obvious risks in order to get benefits of inse-
cure information technology solutions.

11 SURVEILLANCE CAPITALISM AND LOSS
OF PRIVACY

The analogy between cyber and physical security is strong,
but there are certainly substantial differences. The one that
appears to be cited most frequently is privacy. There was no
absolute privacy in the past. In particular, there was always
the most intractable problem of all, namely, that of insider
disclosure. (According to an old saying, “two people can
keep a secret, as long as one of them is dead.”) But modern
threats to privacy are orders of magnitude larger than those
faced in the past. Further, as we move forward, our central
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and giant problem is that potential leakers are proliferating
at a rapid pace. Individuals can convey far more information
now than in the past, as the Manning, Martin, and Snowden
information torrents from NSA demonstrate. For the majority
of people, though, the main threat comes in the shape of the
many devices we use, which is increasing in numbers and in
their capability to transmit information about us to others.
The cell phone is the premier example, but increasingly so is
our fitness tracker, our TV set, and our electric meter.
Practically nothing that we will be doing can be assumed to
be secret in the future. This will even apply to our
physiological reactions, even ones we do not express, or may
not consciously be aware of, since they might be discerned
by various sensors.

Already today, the old mantra that “on the Internet,
nobody knows you are a dog” has in practice been turned on
its head. Many organizations know not only that you are a
dog but also what breed of dog you are and what kind of
fleas you have.

For the purposes of this essay, the key counterpoint to this
line of argument is that this erosion of privacy we experience
has little to do with cyber insecurity. Some of that erosion
does come from illicit hacking of our systems, which is
indeed facilitated by the insecurity of our information
systems. But most of it comes by design, as providers of ser-
vices and devices purposely build them to collect data about
users for exploitation by those providers and their (almost
universally concealed) networks of partners. (Even the illicit
hacking of those devices, databases, and so on can occur
only because of this huge and legal, even though usually
obfuscated, data gathering.) Hence there are no improve-
ments in cybersecurity that would by themselves make a
measurable difference to the erosion of privacy that we expe-
rience. To the extent that society wants to preserve some
semblance of privacy, other methods will have to be used,
which likely will have to be based on laws and regulations
and to some extent on technologies for users to protect
themselves.

On the other hand, the erosion of privacy is a key element
to maintaining tolerable levels of security in general. Tens or
sometimes hundreds of millions of credit cards are routinely
captured by criminals by compromises of databases. Yet the
overall damages are limited and often dominated by the cost
of arranging for replacement cards. The prices of stolen
credit card credentials on the black market are low, on the
order of a dollar or so each. The reason is that banks have
developed techniques for detecting credit card fraud. Those
are based on knowledge of users’ patterns of behavior. A
typical card holder is not an anonymous “‘standing wave” of
Barlow’s imagination, or some account even more anony-
mous than those involved in the not-all-that anonymous bit-
coin operations. Instead, such a person is in most case an
individual who mostly follows a staid routine in life and in
commercial transactions, say, stopping by a particular coffee

shop on the way to work or dropping in at a grocery store on
the way back from work.

There are many measures that erode privacy, such as
cross-device tracking (in which users are identified even
though they use different gadgets) or identifying users by the
patterns of their typing, that are often regarded as objection-
able or even creepy. Yet they do serve to identify users, and
thereby to prevent mischief, even if this is incidental to the
main purposes for which they are deployed. Organizations
that operate these systems can get a high degree of assurance
as to the person they are dealing with and in such circum-
stances stealing a credit card or cracking a password is often
of limited use.

It should also be remembered that since enterprises do
want to track customers or potential customers for their own
business reasons, they have incentives to develop and deploy
those privacy-invasive methods in preference to providing
more direct security. This is a case where general economic
incentives skew what security methods are used. But those
methods are very effective in compensating for cyber
insecurity.

12 THE DECEPTIVELY TRANSPARENT BUT
OPAQUE WORLD

The development of information technology does mean that
nothing can be assured of staying secret. (The Manning,
Martin, and Snowden security breaches at NSA cited above
are only some of the most prominent examples.) There are
just too many vulnerabilities in our systems and too many
tools to capture and extract information, such as cameras in
our cell phones and miniature cameras that are getting ever
smaller and harder to detect. But neither can it be assumed
that all relevant information will be available in forms that
lead to action. The technique of “hiding in plain sight” was
popularized by Edgar Allan Poe two centuries ago. Modern
technology creates so much more information that this often
works with minimal efforts at concealment, or even without
any such effort. Even when information is known, it is often
not known widely and is not known by people who might or
should act on it. Just consider Dieselgate, where various
groups had obtained measurements of emissions exceeding
legal limits years before the scandal erupted. Or think of the
Danish bank that laundered over $200 billion through a
small Estonian branch over a few years—not to mention all
the various sexual harassment cases that took ages to be
noticed publicly.

In general, information that can be captured by information
systems is becoming more detailed and far more extensive.
But it is still limited in many ways. One of the most important
ones is that human society is a messy affair and much that
goes on is hard to codify precisely. In particular, tacit
knowledge is crucial for individuals and organizations. Hence



even complete penetrations of computer systems of an
organization are seldom sufficient to be able to replicate that
organization’s functioning. Studies have been carried out on
the effects of East German espionage in West Germany. It
was extremely effective at penetrating almost all targeted
commercial organizations. But it allowed only a small nar-
rowing in the performance gap between East and West
German companies in the same industry. Especially when
technology is advancing rapidly, the time to fully exploit
information about current state of the art means that the
intruders, who acquire the formal knowledge that is recorded,
end up behind when they master those technologies.

As technology advances, the level of information that can
be acquired increases, and so one might argue that the impor-
tance of tacit knowledge decreases. But that is very question-
able. Systems are increasingly complicated, so it is harder to
formally describe their functioning and their various failure
modes and special features.

Further, modern technology allows for significant
enhancements to the basic technique of “hiding in plain
sight.” Obfuscation techniques can be improved, and
deployed much more widely and systematically, since we
have increasing ability to create fake information. Looking
forward, we are likely to see an arms race, with Al systems
used to create “alternate realities” on one hand and to try to
penetrate and deconstruct them on the other. The “post-
truth” world is regarded as a danger, but it seems inevitable,
and does have positive angles.

Note that there are many examples of primitive instances
of such developments. The impenetrable legalese in the
Terms of Service that users have to accept to use online ser-
vices is a frequently encountered instance of what one recent
paper referred to as “transparency [as] the new opacity.”
Much of what is done can be viewed as “speed bumps”—
steps that are not guaranteed to be secure, but usually do
offer some protection. An excellent example of that is
provided by NDAs (nondisclosure agreements). Silicon
Valley, which produces the bulk of the tools for eroding pri-
vacy and which often preaches the virtues of transparency, is
full of them. Far from foolproof, they do serve to limit the
spread and use of information.

13 THE VIRTUES OF MESSINESS

Lack of cybersecurity is universally regarded as just one
aspect of the generally poor quality of our software, much of
which is blamed on the “spaghetti code” nature of that soft-
ware. But one should note that this poor quality also has
positive aspects. Software piracy is not all that serious a
problem, for example. Unpatched systems that are exposed
on the Internet get easily penetrated. So frequent patching is
required, and that means the software producer has to be in
contact with systems running that code, and has a handle on
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illicit copies. Further, systems that are barely stable, and
require constant upgrades to deal with bugs and improve
functionality, cannot be easily adopted by competitors,
which is another aspect of the tacit knowledge argument.

At a more mundane level, messiness of code, along with
logging, is the primary reason digital forensics is as effective
as it is. Attackers have difficulty covering up their traces.
Much more can be done in this direction through intentional
design.

Note that there are already successful examples of such
approaches in the physical world. For example, color copiers
generally have Machine Identification Codes (MICs), which
leave a digital watermark on every page, identifying the
printer and the date. (This case provides also another in-
stance of successful “security through obscurity,” since this
technology was in wide commercial use for almost two
decades and was not particularly secret, before it was widely
publicized.)

A related approach is that of protecting consumer trans-
actions by using diverse communication channels. Banks
increasingly require confirmation of large and suspicious
transactions through voice calls or texts—not as simple,
quick, and cheap as letting Web entries go through, but
capable of deployment in a flexible fashion, depending on
the level of risk.

14 SPEED, REACH, AND COST FOR OFFENSE
AND DEFENSE

At a very high level, information technologies have been
revolutionary primarily because they offered quantum leaps
in the three main measures of infrastructure effectiveness.
They enabled actions or communications to be carried out
much faster than was feasible before. They also allowed
actions or communications to take place on a much wider
scale. Finally, they did all of this at much lower cost.

These same advantages of information technologies,
which led to so much progress in society, have also been
attractive to criminals. Expert burglars could get into practi-
cally any dwelling, but it would usually take them some time
to do so for every place. Automated probes can find and pen-
etrate unpatched computers in seconds. Even an accom-
plished burglar needs some time, minutes or more typically
hours, to rob a house. Hackers can commandeer thousands
or even millions of computers in that time. Finally, all those
attacks can be carried out at very low cost by hackers, who
often don’t even need much in the way of computers, as they
can rely on ones they manage to seize control of.

But those same advantages of information technologies
have also aided defense (just as happened with numerous
earlier technologies). Defense can act much faster, as com-
munication channels can be blocked, or software patched,
far faster than physical locks could be changed. Centralized
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defense teams can provide security for global organizations,
without the need to station an armed guard at each location.
And the costs are far lower than for physical protective
measures.

Finally, there is that basic approach that was mentioned
before: if it’s too dangerous, don’t use it. If high speed is a
problem (as it is, as cryptocurrency enthusiasts keep discov-
ering over and over and fail to learn from), slow things down.
Don’t allow large money transfers to occur until a day or two
have passed, and there is a chance for monitoring systems
(possibly ones involving loss of privacy) to collect and analyze
data about the behavior of the entities involved. And so on.

These basic techniques underlie the usual approach taken
by operators when faced with serious problems: bring down
the network, repair (by reinstalling basic operating systems
if necessary) all the machines that might be affected, and
start bringing up functionality in sections of the network.
That is how the now-ancient Morris worm infestation was
dealt with. It is also how the collapse of campus network at
a prestigious college was cured recently [2]. The ability of
modern technology to operate in a decentralized fashion,
with multiple ways of providing at least some basic func-
tionality, is very helpful. As the report on that college’s
information systems debacle notes, when the basic network
stopped functioning, the people involved “got creative.” It’s
not something that one would undertake voluntarily, but it
demonstrates the resilience of the system, and, among other
things, makes it that much less attractive for attackers.

15 THE INCREASINGLY AMBIGUOUS NOTION
OF SECURITY

Obfuscation, cited earlier, whether deliberate or accidental,
will surely be an unavoidable and prominent feature of the
“post-truth” world we are moving into. This world, full of
information and misinformation, will create new challenges
for security. To repeat the point made before, security is not
the paramount goal by itself. But even beyond that dictum,
we have to deal with the most fundamental questions of what
security is and how it is to be provided. Increasingly it is not
just about keeping out some well-defined “bad guys” out of
the physical or cyber systems of an organization. The erosion
of individual privacy tends to overshadow in the public mind
the general explosion of information about organizations.
Customers, suppliers, and partners legitimately possess an
immense amount of information about any given enterprise.
This information is being assembled in easily accessible
format (for example, in the various customer relationship
packages), which makes it easier to acquire and exploit.
Therefore any enterprise is becoming less of a cohesive and
isolated entity (physical or cyber) and more like a diapha-
nous web that overlaps other similar diaphanous webs. The
problem of security in such a setting is then of managing the

information flows to and from numerous other organiza-
tions, a much harder task than keeping out burglars or terror-
ists from a building.

In addition, security has always involved a very large
dose of what Bruce Schneier has called “security theater.”
Security is often more about perceptions of security than
about about any quantifiable and solidly established mea-
sures of security. Therefore security will increasingly overlap
with public relations, and the generation of “spin.”

16 CONCLUSIONS

This essay is a brief and very high level view of the cyberse-
curity area, in particular of how society has managed to
thrive in spite of reliance on insecure information systems.
The main conclusion is that, contrary to the public percep-
tion and many calls from prominent business and government
leaders, we are not facing a crisis. This does not mean,
though, that cybersecurity can be neglected, nor that all the
effort that has been devoted to new security technologies has
been wasted. Threats have been proliferating, and attackers
have been getting more sophisticated. Hence new measures
need to be developed and deployed. Firewalls are widely
claimed to be becoming irrelevant. But they have been very
useful in limiting threats over the last few decades. Now,
though, we have to migrate to new approaches.

We do not know how to build secure systems of substan-
tial complexity. But we can build very secure systems of
limited functionality, and they can be deployed for special-
ized purposes, such as monitoring systems or ensuring integ-
rity of backup systems, which are key to the ability to recover
from hostile or accidental disasters.

We can also improve laws, regulations, and security
standards. Cybersecurity is particularly rife with problems
arising from the “tragedy of the commons” and negative
externalities, and those problems can be mitigated. Microsoft
dramatically improved the security of its products early in
this century as a result of pressure from customers. Much
more can be done this way. For example, it has been known
that it is important to perform array bound checking, and
how to do it, for half a century. It would not be too difficult
to close that notorious hole that is key to numerous exploits.

The buffer overrun issue cited above brings up one of the
main points of this essay, namely, that there are many ways
to improve cybersecurity even without new inventions. What
that means is that one has to be modest in expectations for
anything truly novel. It may be a worthwhile goal to try for a
“moonshot” or “silver bullet” technological solution in order
to inspire the designers. But even if some dramatic break-
through is achieved, it will still have to compete with a slew
of other, more modest “Band-Aid” style approaches. So
other factor than pure effectiveness, such as ease of use, may
easily dominate and result in slow or no adoption.



This essay does suggest some contrarian ideas for
increasing security. They are based on increasing complexity
to enable many of the “speed bumps” that limit what
attackers can do and help trace them. “Spaghetti code” has
already been helpful and can be deployed in more systematic
ways. In general, we should develop what Hilarie Orman has
called a “theory of bandaids.”

This essay does not claim that a “digital Pearl Harbor”
will not take place. One, or more, almost surely will. But that
has to be viewed in perspective. Given our inability to build
secure system, such events may happen in any case. Further,
their prospect has to be considered in comparison to the
other threats we face. The issue is risk management, deciding
how much resources to devote to various areas.
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PREFACE

This edition of Critical Infrastructure Protection in
Homeland Security: Defending a Networked Nation updates
the previous two editions along two unfolding requirements:
(1) a greater emphasis is placed on computer and network
security, and (2) a lesser emphasis is placed on numerical
and mathematical presentation. Enhancing computer secu-
rity topics in most chapters and replacing Chapter 9 with
“Hacking Social Networks” achieve the first change. The
second emphasis is achieved by moving mathematical
equations from the main body and placing them in several
appendices. Additionally, qualitative frameworks are intro-
duced that were absent in the second edition. The emphasis
remains on rigorous methods, however. The author encour-
ages the reader to undertake a rigorous approach to risk and
resilience even without the benefits of mathematics.

From its inception, protection of infrastructure was a
centerpiece of homeland security. After all, if you don’t
have food, water, energy, power, and communication, you
don’t have a country. The extreme vulnerability to acci-
dental, weather-related, and human-instigated attacks on
food, water, energy, power, transportation, and public health
systems was understood years before 9/11, but nothing was
done about it. Americans were not consciously aware of the
criticality of their infrastructure until the devastation of
September 11, 2001. Even then, public concern played sec-
ond fiddle to the Global War on Terrorism. But the criti-
cality of infrastructure has since moved to center stage in
the public eye as America’s roads and bridges decay, mal-
ware infects the Internet, transportation systems like air
travel spread disease and terrorism, and the very financial
underpinnings of modern society come increasingly under
attack by hackers and unscrupulous speculators. Since
2001, the United States has experienced an historic series of
system collapses ranging from the Middle Eastern wars to

the financial debacle of 2008-2009. Some of the largest
natural disasters in modern times have occurred. The
Horizon oil spill in the Gulf of Mexico and Fukushima
Daiichi tsunami/nuclear power disaster in Japan appear to
be happening with greater frequency and consequence.
Western civilization has taken on more debt than all of the
previous empires combined, and most of the world’s
populationis no more safe thanitwasin 2001. Unprecedented
catastrophes continue to preoccupy us even as war appears
to be subsiding. And almost all of these big events involve
infrastructure. The lingering question is, why?

Our milieu is punctuated by historic crashes, collapses,
and disasters followed by periods of calm that suddenly and
without warning break out into a series of crashes, collapses,
and disasters once again. Why is this? The answer lies deep
in modern life’s complexity. That is, modern society runs on
complex systems that never existed prior to the last century.
For example, the concept of a big business did not exist
before the railroads in the 1870s, and the concept of a big
system did not exist before the construction of the power
grid, food and water supply chains, and global travel net-
works. In only a few short decades, people and communica-
tions infrastructure have become interdependent with just
about all other systems as the Internet connects more people,
places, and things into one big complex system. Modernity
means connectivity and connectivity means complexity. As
it turns out, complexity is the main source of risk and
fragility in critical infrastructure and key resource (CIKR)
systems. So, the short answer to the question of why col-
lapses appear to be getting bigger and more frequent is
simply complexity.

The level of complexity of systems we depend on is the
root cause of extreme calamity—not some change in the
climate, absence of forethought, or ineptitude. After all,
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buildings can be made to withstand hurricanes and earth-
quakes, and roads and bridges can be built to withstand ever
more severe damage. Rather than blame our failing systems
on weather and terrorists, deeper analysis suggests that col-
lapse is built into infrastructure itself because of its structural
complexity. Risk is found in the way systems are “wired
together” and operated. Fragility—the opposite of resil-
ience—is another symptom of complexity.

According to Bak’s theory of self-organization, modern
society is responsible for the fragility of the very infrastruc-
ture it depends on for survival. Modern designers are
clever—they have optimized systems so completely that
infrastructure systems have no wasteful surge capacity.
Roads and bridges are built to be cost-efficient, not neces-
sarily resilient. Water and power systems owned by both
public and private corporations are built to return a profit,
not necessarily to last for centuries. Power lines are much
cheaper to build above ground than below, which means they
become useless when a superstorm such as Sandy strikes the
Eastern seaboard. Public health institutions such as hospitals
have no need for extra beds or 30-day power supplies,
because such a lengthy outage could never happen and the
cost of resilience is simply too high. Supply chains are made
efficient by centralizing distribution centers without concern
for possible terrorist attacks that can take out an entire sec-
tor. Truly unthinkable events are shuffled off to insurance
companies to worry about. What is the risk of an unthinkable
incident of unbounded size, but near zero probability of
occurring?

In the summer of 2002, when the original material for this
book and its first edition was being collected, I did not under-
stand the connection between critical infrastructure and
complex systems. It seemed to me that critical infrastructure
systems were largely mechanical and electrical machines.
If the components worked, the entire system also worked. If
something went wrong, only that something was affected.
I had no concept of “system,” or “complexity.” I thought the
study of infrastructure was roughly equivalent to the study of
processes and mechanical inputs and outputs. If students
understood how these machines worked, and how they might
be damaged, they could do something to protect them.
System resilience is the sum of resilient components, and
hardening targets against a variety of hazards removes risk.
Thus, in 2003 I began writing the first edition of this book as
a kind of “engineering lite” textbook.

The first edition covered the structure of water, power,
energy, and Internet sectors—mostly from an engineering
point of view. Because my students were nontechnically
trained, I included some historical background and lightly
tossed in organizational things like how a sector is regulated
or how regulation impacts infrastructure. From 2003 to 2006
my students struggled with the math and engineering con-
cepts and graciously provided useful feedback. After more
than two years of class testing, John Wiley & Sons agreed to

publish the first edition. But by then I had the nagging feeling
that I missed the mark. Why did complex systems like the
power grid fail more often than they should? Why do epi-
demics like SARS explode onto the international scene and
then vanish just as quickly? Why do terrorists attack patterns
look a lot like accidents? These system questions cannot be
answered by engineering or organizational psychology
methods of analysis, because complex system behavior is
“more than the behavior of its parts.” I came to realize that
infrastructure is not designed and built, but instead, it is an
emergent process that evolves. Most infrastructure sectors
defined by the Department of Homeland Security are hos-
tage to a number of hidden forces. As a result, most infra-
structure has emerged as a complex system subject to
unpredictable behavior when stressed. They fail in unex-
pected ways when under stress and sometimes fail even
when perturbations are small. The nonlinearity of cause and
effect captured my interest, which led me to consider com-
plexity and the new science of networks as a means of under-
standing fragility.

I came to realize that the biggest threat to infrastructure
systems was their topology—their architecture. Vulnerability
to natural or human-made collapse is built in to these
systems. The secret to understanding them is buried within
their very structure—largely defined by connections and
interdependencies. For the most part, critical infrastructure
is critical because of the way it is put together. And
construction of most sectors is largely accidental or emergent.
The commercial air transportation system is fragile because
of important hubs (airports), the power grid is weakened by
substations and transmission lines that handle more than
their share of “connectivity,” and the monoculture Internet is
prone to malware because it has so many connections that
malicious code may travel from one side of the globe to the
other with ease. It is structure—in the form of network
connectivity—that makes critical infrastructure vulnerable
to collapse.

I learned that Perrow’s normal accident theory explained
why small incidents sometimes spread and magnify in inten-
sity until consequences are catastrophic. The cause of this
spread, according to Perrow, is hidden coupling—invisible
links inherent in complex social and mechanical systems.
Perrow’s breakthrough theory laid the blame for catastrophic
failure on the system itself. A spark may start a fire, but it is
fuel, in the form of kindling, that spreads the flames and
builds consequence. Per Bak—one of the founders of com-
plexity theory—reinforced the idea that widespread collapse
is inherent in the system itself. Bak went a step further than
Perrow, however, and postulated the theory of self-organization.
In Bak’s theory, complex systems become more fragile as
they age, due to a number of factors. The most common
factor simply being gradual restructuring as a system
attempts to optimize performance. Bak called this self-
organizing criticality (SOC).



SOC can be measured in almost all critical infrastructure
systems using a mathematical quantity called the spectral
radius. This may seem like an exotic quantity, but it is simply
a measure of connectivity in a system. A power grid, supply
chain, transportation system, the Internet, and most every
infrastructure can be represented as a network. Nodes can be
substations, depots, warehouses, Internet service providers,
bridges, and so on and links represent their connectivity. The
pattern or “wiring diagram” of the network model is called
the infrastructure’s topology. Topology has a fingerprint
quantified as the spectral radius. Interestingly, spectral radius
increases as the density of connections increases. It also
increases as hubs form. Hubs are components that are overly
connected through links to other components, such as a busy
airport or central office of the telephone company.

Another metric found to be extremely useful is the fractal
dimension of a system. This quantity simply measures
fragility of a complex system by relating the likelihood of
cascade failures (as described by Perrow in his normal
accident theory) to spectral radius. One can think of compo-
nent vulnerability as the likelihood of propagating a fault
from one asset to another and fractal dimension as the pro-
pensity of an entire system to cascade. Higher propensity to
collapse becomes a measure of resilience. Resilience goes
down as vulnerability and spectral radius goes up. This rela-
tionship applies to all infrastructure sectors that can be rep-
resented as a network of connected components. If we want
to increase infrastructure resilience, we must decrease
spectral radius, component vulnerability, or both.

By introducing formal network theory, infrastructures
can be modeled and studied in the abstract. This makes it
possible to understand and measure risk and resilience of
infrastructure at a conceptual level. Infrastructure resilience
hinges on the structure of the system—not just its compo-
nent’s weaknesses. Inherent weakness (vulnerability due to
weak components and self-organized structure) can then be
addressed on a system scale rather than a component or
single-asset scale. Safe and secure policies can be designed
to address the inherent risk of system collapse, instead of
patchwork guessing. By measuring spectral radius and
fractal dimension of various infrastructure systems, we can
provide policy-makers with scientific tools upon which to
make policy. Does changing a regulation reduce spectral
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radius? Does hardening of one asset make other assets more
likely to fail?

Like its predecessors, this edition first develops a general
theory of risk, resilience, and redundancy and then applies
the general theory to individual sectors. After an introduc-
tory chapter and three chapters on the theoretical founda-
tions of risk and resiliency, the focus shifts to structural
(architectural) properties of communications, Internet,
information technology, SCADA, water, energy, power,
public health, transportation, supply chains (shipping), and
banking systems. Each chapter describes a sector and then
applies network science and complexity metrics to an actual
or hypothetical CIKR system. This should provide the reader
with general tools that he or she can apply to other systems.
It is a unified theory approach to the topic.

Unlike its predecessors, this edition includes qualitative
risk and resilience frameworks that use checklists and
qualitative rankings to measure risk and resilience. The
NIST Cybersecurity Framework (CSF) is a qualitative
framework for evaluating computer security risk and resil-
ience. The Community Fragility Framework proposed by
Lori Hodges is featured because it is based on complexity
theory—one of the fundamental foundations of critical infra-
structure protection. While these are less rigorous and cer-
tainly less quantitative, they often cover a broader array of
factors than quantitative frameworks.

This edition stands on the shoulders of the second edition
and feedback from educators that have used previous edi-
tions in their classrooms. Many colleagues contributed, but I
would especially like to thank Paul Stockton of Sonecon,
Inc., Susan Ginsburg of Criticality Sciences, Waleed al
Mannai of the Kingdom of Bahrain, Harry Mayer of Health
and Human Services, Brady Downs and Eric Taquechel of
the US Coast Guard, Michael Larranaga, Massoud Amin,
Chris Bellavita, Rodrigo Nieto-Gomez, Richard Bergin,
Glen Woodbury, Lori Hodges, Mathem Liotine, Richard H.
Martin, Bernard A. Jones, Kristine Twomey, Jackie L.
Deloplaine, Robert Crane, and Mike Walker. As always, the
errors and flaws in this book are my responsibility alone.
tedglewis @icloud.com TeD G. LEWIS
Monterey, CA, USA
June 2019






HOW TO USE THIS BOOK

What is critical about critical infrastructure? What is the big-
gest threat to infrastructure? Who owns and operates the
Internet? Is terrorism a high-risk threat? Can cybersecurity
ever be achieved? What is the most resilient infrastructure in
America? These and other questions are addressed in this
book. They are the most often asked questions of students of
safety and security studies. They are also practical questions
asked by fire protection, law enforcement, public
administration, urban planning, criminology, political sci-
ence, and homeland security practitioners. The answers are
organized into 18 chapters roughly divided into three parts:
Part I, Origins of Homeland Security and Critical
Infrastructure Protection Policy (Chapter 1); Part II, Theory
and Foundations (Chapters 2—4); and Part III, Individual
Sectors (Chapters 5-17). In addition, there is a strategy
chapter 18, and there are four appendices containing supple-
mental material on probability, risk, spectral radius, tragedy
of the commons, and encryption algorithms, and a glossary
of terms—for the extra-curious and mathematically pre-
pared reader.

This material has been used in a 12-week hybrid course
entitled “Critical Infrastructure Protection: Vulnerability and
Analysis,” taught for over a decade at the Center for
Homeland Defense and Security (CHDS) in Monterey,
California. CHDS is a great resource for additional teaching
materials and references. Most materials including supple-
ments to this book are available for free at www.CHDS.us or
from the author at tedglewis @icloud.com.

There are two general categories of readers for this
course: the policy student/practitioner with minimal
background in science, technology, engineering, and mathe-
matics (STEM) and the STEM student/practitioner. The
former is advised to skip over sections containing

mathematical equations without loss of understanding of the
concepts. The latter are advised to read the appendices as
well as the body of material in each chapter.

The main concepts of critical infrastructure protection are
covered in Chapters 2—4. First, Chapter 2 surveys risk anal-
ysis—theory and its practical analysis. Appendix A contains
more detailed and mathematical treatment of the topic,
including an introduction to Bayesian belief networks.
Chapter 3 surveys the predominant theories of catastrophe—
Perrow’s normal accident theory and Bak’s punctuated
equilibrium theory. In addition, this chapter incorporates the
tragedy of the commons, paradox of enrichment, Gause’s
law of competitive exclusion, and the paradox of redun-
dancy—properties of complex systems discovered, for the
most part, by biologists. Critical infrastructure is treated
much like a living organism in these sections, because like a
living and breathing organism, infrastructure evolves, adapts,
and changes when stressed.

Chapter 4 is the capstone of the three chapters dealing
with theory. It surveys network science and shows how to
apply the fundamental concepts of complex networks to
infrastructure analysis. This is where self-organized criti-
cality, fractal dimension, and spectral radius are introduced
and illustrated using examples taken from a variety of sec-
tors. Chapter 4 formally defines the concept of a hub,
betweener, and blocking node—three important tools used
to improve resiliency in any complex system. An appendix
explains the fundamental equation of resilience and defines
the relationship between fractal dimension, spectral radius,
and component vulnerability—an equation that applies to
nearly all infrastructure systems.

Chapters 5—-17 apply the techniques and models of Chapters
2-4 to the communications, information technology, SCADA,
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water, energy, power, public health, transportation, shipping,
and banking sectors. Chapter 18 suggests general strategies
for protecting infrastructure. Most of the analysis is original
and provides insights not previously reported in the literature.
For example, a handful of blocking nodes are critical to the
continuity of operation of the Internet.

Finally, a number of supporting materials are available
from the publisher and author. An instructor’s manual con-
taining answers to the exercises and PowerPoint slide decks
containing lectures are available from Wiley.com.



ABOUT THE COMPANION WEBSITE

This book is accompanied by a companion website:

www.wiley.com/go/Lewis/Criticallnfrastructure_3e

The website includes Instructor’s Guide and Instructors
Slides.
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ORIGINS OF CRITICAL INFRASTRUCTURE PROTECTION

What is the motivation for studying critical infrastructure
protection (CIP)? What are the central issues that need to be
addressed in order to create a meaningful strategy for dealing
with threats against infrastructure? We begin by tracing the
development of CIP over several decades and noting that it
has evolved through at least eight phases: from initial aware-
ness to combating terrorism, emphasis on natural disaster
response, an early definitional phase, a public—private coop-
eration phase, a federalism versus states phase, a resilience
awareness phase, a risk-based decision-making phase, and
after massive computer security breaches and the failure of
government to “wake up to” the realities of computer and
network exploits at both misdemeanor and warlike levels,
the cybersecurity phase.

CIP is a multifaceted topic because it cuts across many
disciplines and jurisdictions. It cuts vertically across federal,
state, local, and tribal political boundaries, and it cuts hori-
zontally across public and private organizations. It has a
variety of policy issues at one extreme and a diverse set of
scientific and engineering issues at the other extreme. The
most glaring example of this is the electric power grid, which
is pulled in many different directions by political, social,
engineering, and public—private forces. The rapid emergence
of online e-commerce, social networks, and misinformation
campaigns also raise political, social, and engineering issues
broadly classified as cybersecurity threats and exploits. The
topics in this book touch on all of these, at architectural and
policy levels, by applying complexity theory and network
science to the practical problem of securing critical infra-
structure and key resources (CIKR).

One of the most difficult tasks of protecting critical
infrastructure (CI) is the problem of deciding who is
responsible for what across these political and organiza-
tional lines. While policy at the Department of Homeland
Security (DHS) offices in Washington, DC, may advocate
an all-hazard risk-informed decision-making process
and encourage community action, actual operational and
organizational processes at the state and local level may be
entirely different due to a number of factors. Federalism
and top-down policy-making may look good on paper, but
actual implementation at the local level often lacks juris-
dictional clarity, required expertise, willpower, or all three.
For example, what is the role of public safety responders
such as firefighters and law enforcement officers when
something goes wrong with a gas pipeline, electrical power
fails during a storm, or hackers exploit the Internet in a city
without cybersecurity expertise?

There remain gaps in knowledge, jurisdictional clarity,
and organizational fitness—challenges this book attempts to
address—in the emerging field of CIP. As this chapter illus-
trates, the field is still evolving. Some issues are being
resolved, while others are still in the early stages of their
evolution. The field has matured, circa 2019, after decades
of slow but steady maturation, such as follows:

* Recognition: No such field of study existed prior to the
mid-1900s. Although awareness of the importance of
infrastructure began in 1962 with the Cuban Missile
Crisis, nearly 30 years passed before the term critical
infrastructure protection was defined. Throughout

Critical Infrastructure Protection in Homeland Security: Defending a Networked Nation, Third Edition. Ted G. Lewis.

© 2020 John Wiley & Sons, Inc. Published 2020 by John Wiley & Sons, Inc.
Companion website: www.wiley.com/go/Lewis/Criticallnfrastructure_3e



ORIGINS OF CRITICAL INFRASTRUCTURE PROTECTION

these 30 years, the roles and responsibilities of govern-
mental agencies as well as the definition of CIP changed
as the field evolved. Nonetheless, much remained to be
resolved in this initial phase.

* Natural disaster recovery: In the beginning, CIP was
nearly identical to consequence management—
recovery from disasters such as floods, hurricanes, and
earthquakes. The Stafford Act' established the Federal
Emergency Management Agency (FEMA)—a federal
agency dedicated to recovery after a flood, hurricane,
earthquake, tornado, and so on. Terrorism was not a
factor in CIP in the beginning. It would take a decade of
attacks before CIP was linked with terrorism in the
United States. But a focus on terrorists—human-caused
incidents—soon faded as natural disasters occurred
more often than terrorist attacks, and headlines focused
the public’s attention on billion-dollar natural
disasters.

* Definitional phase: The term “critical infrastructure”
did not exist before the 1990s. There was no definition
of CIP, and infrastructure was taken for granted. The
public was confident that freshwater always flowed
from faucets and electric light switches always pro-
duced light. The terrorist attacks of 9/11 changed all
that, of course, even though the earliest definition of
CIP was made in 1997. Then, from 1997 through 2003,
the identification of CI sectors expanded from eight to
13 sectors plus 5 key assets, expanded again to 18 sec-
tors and key resources (KR), and then consolidated into
16 CIKR sectors in 2013. Today it is difficult to identify
sectors of the national economy that are not critical;
however, this book attempts to define criticality in a
rigorous and operational way.

Public—private cooperation: The role of the private sec-
tor in CIP was slow to take root until the late 1990s. But
so many CIKR assets are in the hands of corpora-
tions—not local, state, or federal government—that it
is difficult to separate public versus private assets.
Public safety and health, law enforcement, and
emergency response are largely a function of local
government, but energy, power, communications, and
commercial air travel are largely a function of the
private sector. Water and key assets such as dams fall
somewhere in between. Who should respond when
something happens to these systems? Even today, the
federal government and private sector owners of infra-
structure are not clear on their respective roles and
responsibilities with respect to CIP, although the role of
government in protecting systems of all types has nar-
rowed over the decades. Nonetheless, when a small
business in mid-America is hacked by a teenager

'The Stafford Act is a 1988 amended version of the Disaster Relief Act
of 1974.

running scripts downloaded from the dark web, it is not
clear who is responsible for the protecting the small
business from the availability of the script, dark web,
teenager, or Internet service provider.

e Federalism: Because terrorists attack at the local level,
the solution to the problem must also come from the
local level—states, cities, and tribes. The future of
homeland security rests in the hands of local govern-
ments, and yet the local level lacks sufficient tech-
nology, skills, and funding to cope with global
terrorism, computer criminals, or major catastrophes.
Superstorm Sandy, Fukushima Daiichi power plant
disaster, the Horizon Gulf Oil spill, Russian hackers
from the Internet Research Agency, and major droughts
throughout the Midwest routinely outstrip local gov-
ernment’s capacity to deal with catastrophic events—
both physical and virtual. Federal—state—local—tribal
federalism does not seem to be able to cope with CIKR
events spanning political boundaries or that are so con-
sequential that local authorities are overwhelmed.

* Resilience: By the mid-2000s it became obvious that
asset hardening and 100% security of the vast CIKR
sectors was an impossible and impractical goal of CIP.
CIKR systems are too big, too complex, and too expen-
sive to protect in their entirety. Thus, the field entered a
period of reevaluation and government agencies began
to focus on resiliency rather than absolute security.’
Although the definition of risk and resilience went
through many iterations, the concept of a resilient
society began to take root as an objective of CIP.
However, like the term risk, the term resiliency still
lacks a standard definition, making the application of
resilience-informed decision-making difficult and often
ineffective. A plethora of frameworks such as the DHS
risk management, the National Institute of Standards
and Technology Cybersecurity Framework (NIST
CSF), and Hodges Community Fragility model
appeared at about this time as early attempts to for-
malize resilience.

* Risk-informed decision-making: Ten years after the
horrific terrorist attacks of September 11, 2001 (9/11),
the notion of resilience remained a laudable goal but
difficult to measure. Therefore, the field of CIP entered
a more quantifiable phase loosely called risk-informed
decision-making.* During this phase, a variety of
methods and practices emerged to quantify risk and

2 From PPD-21, resiliency is defined as “the ability to prepare for and adapt
to changing conditions and withstand and recover rapidly from disruptions.
Resilience includes the ability to withstand and recover from deliberate
attacks, accidents, or naturally occurring threats or incidents.”

From the DHS Risk Lexicon, risk-informed decision-making is “determi-
nation of a course of action predicated on the assessment of risk, the
expected impact of that course of action on that risk, as well as other rele-
vant factors.”



resilience and to measure the return on investment
(ROI) for a variety of techniques ranging from target
hardening, public—private partnerships (PPP), regula-
tion of chemicals, and others to rigorous methods of
assessing risk and resilience. Risk-informed decision-
making seeks to prioritize investments in infrastructure
on the basis of quantitative risk assessment. The DHS
and FEMA released a semiquantitative measure of risk
to assist local agencies quantify risk of CIKR within
their agencies.

* Cybersecurity and infrastructure: Mounting losses due
to computer security breaches both commercially and
within government began to be counted as viable
threats to national security. Perhaps the initial aware-
ness occurred with the weaponized Stuxnet exploit, but
it is more likely that Russian meddling and misin-
formation campaigns by Russia during the 2016
US presidential election was the lightning rod
that prompted action by President Trump in 2018 to
re-organize the DHS’s CIP bureaucracy via the
Cybersecurity and Infrastructure Security Agency Act
of 2018 (CISA). CISA elevated computer security as a
major threat to CIKR in particular and government-
owned and government-operated computer and net-
work systems in general. In 2019 we entered the
cybersecurity phase of CIKR evolution.

There is little reason to believe the cybersecurity and
infrastructure phase is a final stage of evolution because of
unforeseen threats ahead. Modern society is in a headlong
dash toward even greater global connectivity and adoption of
Promethean technologies such as 5G, artificial intelligence,
cryptocurrencies, quantum computing, quantum communi-
cations, and elevated consequences of global climate change.
Greek god Prometheus gave fire to humans—perhaps the
first technology with both good and evil applications. The
Promethean challenge of our age is to enjoy the benefits of
technology while also controlling it. This challenge has yet
to be met in the field of CIP.

1.1 RECOGNITION

Prior to the dramatic and horrific attacks of September 11,
2001 (9/11), the US public had little awareness of terrorism
or how it could impact them personally. Attacks on the
homeland were something that happened in other coun-
tries—not the United States. But a growing number of
“national security emergencies” culminating in 9/11 exposed
terrorism for what it is—a challenge to the security of the
people of the United States. Even before 9/11 however, a few
policy-makers were busy formulating various strategies and
policies that culminated in a national strategy for homeland
security. A major part of this national strategy involved

RECOGNITION 3

CIP—the protection of basic infrastructure sectors such as
water, power, telecommunications, health and medical ser-
vices, the Internet, and transportation systems. The early
work of this small group peaked in the late 1990s, which
marks the origins of what we now call homeland security.
During this same time, CI and CIP emerged as a key element
of homeland security.

Although CIP was defined and recognized as a major
component of national security rather late in the game
(1996), it really began with the creation of the National
Communications System (NCS) in 1963 after communica-
tions problems between the United States and the Soviet
Union threatened to interfere with negotiations during the
Cuban Missile Crisis*:

In October [1962], President John F. Kennedy, on national
television, revealed that the Soviets had placed nuclear
missiles in Cuba. As a result of this aggressive action, he
ordered quarantine on all offensive military equipment under
shipment to Cuba until the Soviets removed their weapons.
... For nearly a week, the Nation was transfixed by the
actions of Soviet Premier Nikita Khrushchev and President
Kennedy. During this time, ineffective communications
were hampering the efforts of the leaders to reach a compro-
mise. Without the ability to share critical information with
each other using fax, e-mail, or secure telephones such as we
have today, Premier Khrushchev and President Kennedy
negotiated through written letters. Generally, Washington
and Moscow cabled these letters via their embassies. As the
crisis continued, hours passed between the time one world
leader wrote a letter and the other received it. Tensions
heightened. On October 27 and 28, when urgency in com-
munications became paramount, Premier Khrushchev
bypassed the standard communication channels and broad-
cast his letters over Radio Moscow.

Following the crisis, President Kennedy, acting on a
National Security Council recommendation, signed a
Presidential memorandum establishing the NCS. The new
system’s objective was “to provide necessary communica-
tions for the Federal Government under all conditions rang-
ing from a normal situation to national emergencies and
international crises, including nuclear attack.”

At its inception on August 21, 1963, the NCS was a
planning forum composed of six Federal agencies. Thirty-
five years later, it is a vital institution comprising 23 member
organizations that ensure NS/EP (National Security/
Emergency Preparedness) telecommunications across a wide
spectrum of crises and emergencies. ... During the 1980s and
1990s, the NCS expanded its focus to develop Government
wide NS/EP procedures and enhancements to the Nation’s
public networks and information infrastructures.

The role of the communications infrastructure grew more
important as the United States entered the information age. In

1978, two communications regulatory agencies (Department

4 http://www.ncs.gov/about.html
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of Commerce’s Office of Telecommunications and the White
House Office of Telecommunications) were combined into
the National Telecommunications and Information
Administration (NTIA) by Executive Order 12046. NTIA
handled the process of selling spectrum to telephone, radio,
and TV networks. It also has the distinction of being the fed-
eral agency that oversaw the commercialization of the
Internet in 1998-1999. The NCS was formally assigned
responsibility for the telecommunications infrastructure in
1984 by Executive Order 12472.

In 1982 President Reagan established the National
Security Telecommunications Advisory Committee (NSTAC)
by Executive Order 12382. This important presidential advi-
sory body is made up of the CEOs of the major telecommu-
nications companies.

NSTAC is perhaps the first organization to advise a
president on CIP.

The NCS and the NSTAC were the first CI agencies
within the US government. Twenty years would pass before
the term critical infrastructure would be defined and the
entire US population would become aware of its importance
in their daily lives. The DHS absorbed NCS in February
2003, but the NSTAC still reports to the President of the
United States.

1.2 NATURAL DISASTER RECOVERY

While the NCS and NSTAC were active throughout the 1970s
and 1980s, responses to disasters—both human caused and
natural—were still on the back burner as far as CIP was
concerned. The FEMA was created in 1978—1979 to respond
to hurricanes and earthquakes.’> Soon after its creation, FEMA
was assigned the (temporary) responsibility of responding to
terrorist attacks by Executive Order 12148 in 1979

All functions vested in the President that have been dele-
gated or assigned to the Defense Civil Preparedness Agency,
Department of Defense, are transferred or reassigned to the
Director of the Federal Emergency Management Agency.

All functions vested in the President that have been dele-
gated or assigned to the Federal Disaster Assistance
Administration, Department of Housing and Urban
Development, are transferred or reassigned to the Director of
the Federal Emergency Management Agency, including any
of those functions re-delegated or reassigned to the
Department of Commerce with respect to assistance to com-
munities in the development of readiness plans for severe
weather-related emergencies.

SPresidential Reorganization Plan No. 3 issued by President Carter in 1978
established the Federal Emergency Management Agency (FEMA), which
went into effect on April 1, 1979.
Shttp://www.archives.gov/federal_register/codification/executive_
order/12148.html

All functions vested in the President that have been dele-
gated or assigned to the Federal Preparedness Agency,
General Services Administration, are transferred or reas-
signed to the Director of the Federal Emergency Management
Agency.

All functions vested in the President by the Earthquake
Hazards Reduction Act of 1977 (42 U.S.C. 7701 et seq.),
including those functions performed by the Office of Science
and Technology Policy, are delegated, transferred, or reas-
signed to the Director of the Federal Emergency Management
Agency.... For purposes of this Order, “civil emergency”
means any accidental, natural, man-caused, or wartime
emergency or threat thereof, which causes or may cause
substantial injury or harm to the population or substantial
damage to or loss of property.

FEMA was confronted by perhaps the first major terrorist
attack on US soil in Oregon in 1984. Members of the
politico-religious commune founded by Bhagwan Shree
Rajneesh’ attempted to influence a political election by poi-
soning voters with salmonella:®

In a bizarre plot to take over local government, followers of
Bhagwan Shree Rajneesh poisoned salad bars in 10 restau-
rants in The Dalles in 1984, sickening 751 people with sal-
monella bacteria. Forty-five of whom were hospitalized. It is
still the largest germ warfare attack in U.S. history. The cult
reproduced the salmonella strain and slipped it into salad
dressings, fruits, vegetables and coffee creamers at the res-
taurants. They also were suspected of trying to kill a Wasco
County executive by spiking his water with a mysterious
substance. Later, Jefferson County District Attorney Michael
Sullivan also became ill after leaving a cup of coffee unat-
tended while Rajneeshees lurked around the courthouse.

Eventually, Ma Anand Sheela, personal secretary of the
Bhagwan, was accused of attempted murder, conspiracy,
arson, and other crimes and disowned by the Bhagwan.
Convicted of the charges against her, she spent 29 months in
federal prison, then moved to Switzerland.’

The salmonella incident in Oregon was an attack on one
of many infrastructure sectors identified as critical over the
past decade: agriculture. But in 1984 there was no generally
accepted definition of infrastructure, nor any recognition of
what sectors belonged to the list of national CI.

The importance of infrastructure began to dawn on the
federal government when in 1988 President Reagan issued
Executive Order 12656. This order alludes to “essential

"http://www.religioustolerance.org/rajneesh.htm

8“The group settled on the 65,000 acre ‘Big Muddy Ranch’ near Antelope,
Oregon, which his sannyasins had bought for six million dollars. The ranch
was renamed Rajneeshpuram (‘Essence of Rajneesh’). This ‘small, desolate
valley twelve miles from Antelope, Oregon was transformed into a thriving
town of 3,000 residents, with a 4,500 foot paved airstrip, a 44 acre reservoir,
an 88,000 square foot meeting hall...”” http://www.clui.org/clui_4_1/lotl/
lotlv10/rajneesh.html

*http://home.att.net/~meditation/bioterrorist.html



resources” and places responsibility for their protection in
the hands of federal departments:

The head of each Federal department and agency, within
assigned areas of responsibility shall:
Sec. 204. Protection of Essential Resources and Facilities.

(1) Identify facilities and resources, both government and
private, essential to the national defense and national
welfare, and assess their vulnerabilities and develop
strategies, plans, and programs to provide for the security
of such facilities and resources, and to avoid or minimize
disruptions of essential services during any national
security emergency;

(2) Participate in interagency activities to assess the relative
importance of various facilities and resources to essential
military and civilian needs and to integrate preparedness
and response strategies and procedures;

(3) Maintain a capability to assess promptly the effect of
attack and other disruptions during national security
emergencies.

This executive order contains a number of objectives that
remain problematic even today. It calls for identification of
public and private facilities that are essential to national wel-
fare—a task that remains unfulfilled today, as political and
socioeconomic forces complicate the definition of “essential”
and “national welfare.” A bridge in one county may be con-
sidered essential by voters in that county, but not essential in
an objective sense, because of alternative routes. Moreover,
when limited resources are considered and there is funding
for only one bridge, objective selection of which bridge is
saved or repaired quickly enters the political realm instead of
the rational realm.

Part two of President Reagan’s executive order calls for
interagency cooperation to address military and civilian
needs. When a severe emergency such as a devastating
superstorm or terrorist attack happens, however, interagency
cooperation often vanishes and the military takes over.
Civil-military relations theoretically means that the military
takes orders from civilians, but in practice, only the military
has the capacity to deal with major catastrophes. This
inequality between the authority of local law enforcement
agencies and the readiness of federal troops is revealed over
and over again whenever major incidents such as Hurricane
Katrina and New Orleans spin out of control.

Finally, the third part of the executive order remains prob-
lematic because state and local agencies often do not or
cannot afford to maintain capabilities to meet the need. For
example, a smallpox outbreak in Manhattan—a population
of 8 million—would quickly overwhelm public health and
safety agencies in New York. The state and local authorities
would have to maintain 40,000 trained emergency responders
to head off the spread of smallpox. Forest fires in California
quickly overwhelmed firefighters in 2018 and illustrated the

DEFINITIONAL PHASE 5

importance of interagency and interregional (reciprocal)
response agreements in the Department of Interior.

1.3 DEFINITIONAL PHASE

Even in the early 1990s the trend toward greater awareness
of human-made and natural disasters was subtle—it had not
yet reached a point where it was of national concern. But by
1993-1995 the rate and severity of acts of terror, for example,
was increasing and becoming more alarming to the federal
government. The 1993 attack on the World Trade Center by
Ramzi Yousef, the acts and eventual capture of the
Unabomber (1995), the devastating attack on the Federal
Building in Oklahoma City, Oklahoma (1995), and the sarin
gas attack in a Tokyo subway in 1995 suggested a trend. Acts
of violence by nongovernmental organizations (NGOs) were
increasing, and as a by-product, raising the level of public
awareness. Soon these acts would be attributed to terrorists
and move from the back to the front page of the media.
Within a short 5-6years, response to unlawful terrorism
would become known as the Global War on Terrorism
(GWOT) and reached a threshold that deserved national
attention.

During this definitional phase, the importance of infra-
structure to the safety and security of the US population
began to take shape. But the threat was still confined to
human-initiated acts of terror. One of the earliest concerns
was the fragility and vulnerability of the systems we depend
on daily, such as roads, bridges, stadiums, schools, and office
buildings. These facilities accommodate many people and
yet they are completely open and unprotected. The commu-
nications systems and the energy and power systems that run
cities and enable modern society to function were also open
and unprotected. The emergency response systems and
public health services taken for granted for decades were
suddenly exposed as poorly prepared. Modern life depended
on them, and yet, these essential systems were vulnerable to
attacks by both humans and Mother Nature.

The modern origin of homeland security and one of its
pillars, CIP, can be placed somewhere between 1993 and late
1995. In fact, 1995 is a reasonable start date because of the
flurry of activity aimed at protecting national infrastructure
and key assets after 1995. Presidential Decision Directive 39
(PDD-39) issued by President Clinton in 1995 set the stage
for what was to come—a new federal Department of
Homeland Security. PDD-39 essentially declared war on
terrorists'”:

It is the policy of the United States to deter, defeat and
respond vigorously to all terrorist attacks on our territory
and against our citizens, or facilities, whether they occur
domestically, in international waters or airspace or on

http://www.fas.org/irp/offdocs/pdd39.htm
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foreign territory. The United States regards all such terror-
ism as a potential threat to national security as well as a
criminal act and will apply all appropriate means to combat
it. In doing so, the U.S. shall pursue vigorously efforts to
deter and preempt, apprehend and prosecute, or assist other
governments to prosecute, individuals who perpetrate or
plan to perpetrate such attacks.

We shall work closely with friendly governments in
carrying out our counterterrorism policy and will support
Allied and friendly governments in combating terrorist
threats against them. Furthermore, the United States shall
seek to identify groups or states that sponsor or support such
terrorists, isolate them and extract a heavy price for their
actions. It is the policy of the United States not to make con-
cessions to terrorists.

The criticality of national infrastructure and associated
key assets became an important issue when President Clinton
issued Executive Order 13010 (EO-13010) in 1996. This
executive order established a Presidential Commission on
Critical Infrastructure Protection (PCCIP). The commission
was chaired by Robert Marsh and subsequently became
known as the Marsh Report [1]. It defined critical infra-
structure in terms of “energy, banking and finance, transpor-
tation, vital human services, and telecommunications.” The
Marsh Report was the first publication to use the term criti-
cal infrastructure and has become one of the foundational
documents of CIP.

The Marsh Report and EO-13010 provided the first
formal definition of infrastructure as “a network of
independent, mostly privately-owned, man-made systems
that function collaboratively and synergistically to produce
and distribute a continuous flow of essential goods and ser-
vices.” And critical infrastructure is “an infrastructure so
vital that its incapacity or destruction would have a debili-
tating impact on our defense and national security.”

According to EO-13010,"

Certain national infrastructures are so vital that their inca-
pacity or destruction would have a debilitating impact on the
defense or economic security of the United States. These
critical  infrastructures include telecommunications,
electrical power systems, gas and oil storage and transporta-
tion, banking and finance, transportation, water supply sys-
tems, emergency services (including medical, police, fire,
and rescue), and continuity of government. Threats to these
critical infrastructures fall into two categories: physical
threats to tangible property (“physical threats”), and threats
of electronic, radio frequency, or computer-based attacks on
the information or communications components that control
critical infrastructures (“cyber threats”). Because many of
these critical infrastructures are owned and operated by the
private sector, it is essential that the government and private
sector work together to develop a strategy for protecting
them and assuring their continued operation.

Uhttp://www.fas.org/irp/offdocs/e013010.htm

The work of the PCCIP resulted in PDD-63 (Presidential
Decision Directive of 1998), which defined CI more specifi-
cally and identified eight basic sectors, listed in Table 1.1.
According to PDD-63,

Critical infrastructures are those physical and cyber-based
systems essential to the minimum operations of the economy
and government. They include, but are not limited to, telecom-
munications, energy, banking and finance, transportation,
water systems and emergency services, both governmental
and private."?

Table 1.1 identifies the sectors initially defined by
PDD-63 in 1998 and also identifies the sector-specific
agency (SSA) responsible at the federal level. SSAs can be
any government agency responsible for carrying out the
various CIP missions (Page 50 in Ref. [2]):

 Leads, integrates, and coordinates the execution of the
National Infrastructure Protection Plan (NIPP), in part
by acting as a central clearinghouse for the information
sharing, reporting, and coordination activities of the
individual sector governance structures.

* Facilitates the development and ongoing support of
governance and coordination structures or models.

* Facilitates NIPP revisions and updates using a compre-
hensive national review process.

* Ensures that effective policies, approaches, guide-
lines, and methodologies regarding partner
coordination are developed and disseminated to
enable the SSAs and other partners to carry out
NIPP responsibilities.

* Facilitates the development of risk, risk-informed, and
criticality-based assessments and prioritized lists of
CIKR.

* Facilitates the sharing of CIKR prioritization and pro-
tection-related best practices and lessons learned.

* Facilitates participation in preparedness activities,
planning, readiness exercises, and public awareness
efforts.

* Ensures cross-sectoral coordination with the SSAs to
avoid conflicting guidance, duplicative requirements,
and reporting.

The definition of CI in PDD-63 went through rapid evo-
lution and expansion after the attacks of 9/11. The Office of
the President of the United States released the National
Strategy for Homeland Security in July 2002 and then rap-
idly followed up with an expansion of the definition of CI
sectors in February 2003 with the release of the National

Phttp://www.fas.org/irp/offdocs/pdd/pdd-63.htm



TABLE 1.1 The basic critical infrastructure sectors (8) defined by PDD-63 (1998)

DEFINITIONAL PHASE

Sector

Description

Sector-specific agency

1. Banking and finance

2. Emergency law
enforcement services

3. Emergency services

Banking and stock markets
Justice/FBI

Emergency fire and continuity of government

4. Energy Electric power, gas and oil production and storage
5. Information and Telecommunications and the Internet
communications

6. Public health services
personal health services
7. Transportation

8. Water supply Water and its distribution

Public health, surveillance, laboratory services, and

Aviation, highways, mass transit, rail, pipelines, shipping

Treasury
Justice

FEMA
Energy
Commerce

HHS

Transportation

Environmental Protection Agency

Strategy for the Physical Protection of Critical Infrastructures
and Key Assets."

According to the 2003 strategy document, the objectives
of CIP include:

* Identifying and assuring the protection of those infra-
structures and assets that we deem most critical in
terms of national-level public health and safety, gover-
nance, economic and national security, and public
confidence consequences.

* Providing timely warning and assuring the protection
of those infrastructures and assets that face a specific,
imminent threat.

* Assuring the protection of other infrastructures and
assets that may become terrorist targets over time by
pursuing specific initiatives and enabling a collabora-
tive environment in which federal, state, and local gov-
ernments and the private sector can better protect the
infrastructures and assets they control.

In addition to the list of sectors shown in Table 1.2, the
2003 National Strategy lists five KR:

¢ National monuments and icons
* Nuclear power plants

* Dams

¢ Government facilities

* Commercial key assets

1998 was a year of ramping up counterterrorism programs.
Major initiatives besides PDD-62 (Countering Terrorism),
PDD-63 (Critical Infrastructure Protection), and PDD-67
(Continuity of Government) were the creation of a variety of
programs:

3The National Strategy for the Protection of Critical Infrastructures and
Key Assets, February 2003. Department of Homeland Security. http://www.
dhs.gov

TABLE 1.2 CIKR (14) as of 2003

Sector Sector-specific agency
Agriculture Dept. of Agriculture
Food

* Meat and poultry
* All other food products

* Water

¢ Public health
* Emergency services

Government

* Continuity of
government
Continuity of
operations
Defense industrial base
Information and
telecommunications
e Energy
Transportation

Banking and finance
Chemical industry and
hazardous materials
Postal and shipping

Nat’l monuments and icons

Dept. of Agriculture
Dept. of Health and
Human Services

Environmental Protection

Agency (EPA)
Dept. of HHS
Dept. of Homeland

Security

Dept. of Homeland
Security

All departments and
agencies

DOD

Dept. of Homeland
Security

Dept. of Energy

Dept. of Homeland
Security (TSA)

Dept. of the Treasury

EPA

Dept. of Homeland
Security
Dept. of the Interior

» National Infrastructure Protection Center established in

the Department of Justice.

* Chemical Safety Board formed.

* National Domestic Preparedness Office created in the
Department of Justice.

e Critical
established.

* Counter-Terror Coordination Unit in National Security

Council formed.

Infrastructure

Analysis  Office

(CIAO)
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* Congress earmarks $17M for Special Equipment and
Training Grants.

* Attorney General announces creation of National
Domestic Prep. Office (NDPO).

1.4 PUBLIC-PRIVATE COOPERATION

By 1999 some experts believed that most infrastructure in
the United States was owned by the private sector—not
government. The Internet had just been commercialized in
1998 and the communications and electrical power sectors
were in the process of being deregulated. Control of most
public utilities was in the hands of corporations, and
according to Table 1.1, it appeared that the private sector
owned or operated most infrastructure considered “critical.”!*
Thus, in 1999 President Clinton established the National
Infrastructure Assurance Council (NIAC) to bring industry
and government closer together. According to Executive
Order 13130, NIAC was established to facilitate the partner-
ship through the Public Sector Information Sharing and
Analysis Centers (PS-ISAC)'>:

By the authority vested in me as President by the Constitution

and the laws of the United States of America, including the

Federal Advisory Committee Act, as amended (5 U.S.C.

App.), and in order to support a coordinated effort by both

government and private sector entities to address threats to

our Nation’s critical infrastructure, it is hereby ordered as
follows:
Section 1. Establishment.

(a) There is established the National Infrastructure
Assurance Council (NIAC). The NIAC shall be com-
posed of not more than 30 members appointed by the
President. The members of the NIAC shall be selected
from the private sector, including private sector entities
representing the critical infrastructures identified in
Executive Order 13010, and from State and local
government. The members of the NIAC shall have
expertise relevant to the functions of the NIAC and shall
not be full-time officials or employees of the executive
branch of the Federal Government.

(b) The President shall designate a Chairperson and Vice-
Chairperson from among the members of the NIAC.

(c) The National Coordinator for Security, Infrastructure
Protection and Counter-Terrorism at the National
Security Council (National Coordinator) will serve as
the Executive Director of the NIAC.

!4The source of this claim has never been found, but a popular meme of the
time was that the private sector owned or operated 85% of the critical infra-
structure listed in Table 1.1.
Bhttp://www.archives.gov/federal_register/executive_orders/1999.
html#13130

(d) The Senior Director for Critical Infrastructure Protection
at the National Security Council will serve as the NIAC’s
liaison to other agencies.

(e) Individuals appointed by the President will serve for a
period of 2years. Service shall be limited to no more
than 3 consecutive terms.

Section 2. Functions.

(a) The NIAC will meet periodically to:

(1) enhance the partnership of the public and private
sectors in protecting our critical infrastructure and
provide reports on this issue to the President as
appropriate;

(2) propose and develop ways to encourage private
industry to perform periodic risk assessments of
critical processes, including information and tele-
communications systems; and

(3) monitor the development of Private Sector
Information Sharing and Analysis Centers (PS-
ISACs) and provide recommendations to the
National Coordinator and the National Economic
Council on how these organizations can best foster
improved cooperation among the PS-ISACs, the
National Infrastructure Protection Center (NIPC),
and other Federal Government entities.

(b) The NIAC will report to the President through the
Assistant to the President for National Security Affairs,
who shall assure appropriate coordination with the
Assistant to the President for Economic Policy.

(c) The NIAC will advise the lead agencies with critical
infrastructure responsibilities, sector coordinators, the
NIPC, the PS-ISACs and the National Coordinator on
the subjects of the NIAC’s function in whatever manner
the Chair of the NIAC, the National Coordinator, and the
head of the affected entity deem appropriate.

1.5 FEDERALISM: WHOLE OF GOVERNMENT

The National Strategy document of 2003 declares that
homeland security and CIP in particular are “whole of
government” responsibilities. “Homeland security, partic-
ularly in the context of critical infrastructure and key
asset protection, is a shared responsibility that cannot be
accomplished by the federal government alone. It requires
coordinated action on the part of federal, state, local, and
tribal governments; the private sector; and concerned cit-
izens across the country.”!¢

But in practice, the strategy places most of the power—
and all of the funding—in the hands of the federal
government. For example, all SSAs are federal government
agencies. The federal government assumed this responsi-
bility even before the creation of the DHS in 2003. The
President’s Critical Infrastructure Protection Board (PCIPB)
was one of the earliest federal government agencies created
as a consequence of 9/11. It was followed by a flurry of

1http://www.fas.org/irp/offdocs/pdd/pdd-63.htm



additional government bureaucracies created to counterter-
rorism and natural disasters—incidents that appeared to be
rising exponentially.

By Executive Order (EO) 13231 (October 2001),
President Bush created the President’s PCIPB, with primary
responsibility to develop policies to protect the information
infrastructure of the federal government. EO 13231 recog-
nized the growing importance of the telecommunications
and Internet infrastructure as well as its interdependency
with other sectors. Without information systems, the US fed-
eral government could not continue to operate in the event of
an attack:

Consistent with the responsibilities noted in section 4 of
this order, the Board shall recommend policies and coor-
dinate programs for protecting information systems for
critical infrastructure, including emergency preparedness
communications, and the physical assets that support
such systems.

In 2002 President Bush signed the Homeland Security Bill,
establishing the new DHS. It began operation in February
2003 and incorporated 22 agencies that were scattered
throughout the federal bureaucracy. This included the NCS,
CIAO, and the Department of Justice Office of Domestic
Preparedness, along with a number of other large agencies
such as the TSA, INS, Border Patrol, and Coast Guard.
Protection of CI continued to expand and become one of the
major responsibilities of the DHS.

Presidential Directive HSPD-5 (February 2003) and its
companion, HSPD-8 (December 2003), authorized the
Secretary of DHS “to prevent, prepare for, respond to, and
recover from terrorist attacks, major disasters, and other
emergencies”'” In December 2003 President Bush replaced
PDD-63 with HSPD-7 (Homeland Security Presidential
Directive No. 7). It rewrote the list of sectors and SSAs
responsible (see Table 1.3).

Unfortunately, HSPD-7 sectors and KR departed from
the list given by the National Strategy and clouded the issue
of which department or agency was responsible for energy,
power, and the information and telecommunications sector.
The list of CIKR in Table 1.3 was short-lived.

Indeed, HSPD-7 does not specify who is responsible for
several of the sectors previously identified as “critical.” It
appears that HSPD-7 was written to address infighting
among departments and agencies that may have felt left out
of the National Strategy. Alternatively, the purpose of
HSPD-7 may have been to include departments and
agencies that have expertise in fields such as cyber,
chemical, and nuclear security. For whatever reason,
HSPD-7 leaves some responsibilities unspecified and
spreads others across multiple departments.

THSPD-5 (2003).
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TABLE 1.3 CIKR (16) and responsibilities as defined

by HSPD-7

Sector

Sector-specific agency

Agriculture/food (meat,
poultry, eggs)

Public health/food (other than
meat, poultry, eggs)

Drinking water and treatment
systems

Energy (production, storage,
distribution of gas, oil, and
electric power, except for
commercial nuclear power
facilities)

Nuclear power plants

Banking and finance

Defense industrial base
Cybersecurity

Chemical

Transportation systems,
including mass transit,
aviation, maritime, ground/
surface, and rail and
pipeline systems

Emergency services

Postal and shipping

National monuments

Key assets: dams, government
facilities, and commercial
facilities

Department of
Agriculture
Department of Health
and Human Services
Environmental
Protection Agency
Department of Energy

Department of
Homeland Security
and Nuclear
Regulatory
Commission and
Department of Energy

Department of the
Treasury

Department of Defense

Department of
Commerce and
Department of
Homeland Security

Not specified

Department of
Transportation and
Department of
Homeland Security

Not specified

Not specified

Department of the
Interior

Not specified

For the first time, HSPD-7 declared that it is impractical
to protect everything and focused effort on major incidents—
ones that cause mass casualties comparable to the effects of

using weapons of mass destruction:

While it is not possible to protect or eliminate the vulnera-
bility of all critical infrastructure and key resources
throughout the country, strategic improvements in security
can make it more difficult for attacks to succeed and can
lessen the impact of attacks that may occur. In addition to
strategic security enhancements, tactical security improve-
ments can be rapidly implemented to deter, mitigate, or neu-
tralize potential attacks... Consistent with this directive, the
[DHS] Secretary will identify, prioritize, and coordinate the
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protection of critical infrastructure and key resources with
an empbhasis on critical infrastructure and key resources that
could be exploited to cause catastrophic health effects or
mass casualties comparable to those from the use of a
weapon of mass destruction. [3]

By 2009, the number of sectors and KR had expanded
even more, culminating in 18 CIKR: critical manufacturing
was added and information technology and communications
were separated into two sectors [2]. In less than a decade, the
number of CIKR expanded from 8 to 18. At this pace, CIP
would embrace just about every aspect of society, from com-
munications, power, and healthcare to the food we eat, water
we drink, and work we do. If CIP embraces nearly every-
thing, perhaps it means nothing. What then is the main goal
of CIP?

HSPD-5 and HSPD-8 were expanded by President
Obama on March 30, 2011, to strengthen “... the security
and resilience of the United States through systematic prep-
aration for the threats that pose the greatest risk to the secu-
rity of the Nation, including acts of terrorism, cyber attacks,
pandemics, and catastrophic natural disasters.”'® President
Obama pared down the number of CIKR in HSPD-7 to 16
sectors and KR in PPD-21 (2013) (see Table 1.4). Postal and

TABLE 1.4 CIKR as defined by PPD-21 (2013)

Sector Sector-specific agency

Chemical
Commercial facilities
Communications

Department of Homeland Security
Department of Homeland Security
Department of Homeland Security

Critical manufacturing
Dams

Defense industrial base
Emergency services
Energy

Financial services
Food and agriculture

Government facilities

Healthcare and public
health

Information technology

Nuclear reactors,
materials, and waste

Transportation systems

Water and wastewater
systems

Department of Homeland Security

Department of Homeland Security

Department of Defense

Department of Homeland Security

Department of Energy

Department of the Treasury

US Department of Agriculture and
Department of Health and
Human Services

Department of Homeland Security
and General Services
Administration

Department of Health and Human
Services

Department of Homeland Security

Department of Homeland Security

Department of Homeland Security
and Department of
Transportation

Environmental Protection Agency

SPPD-8 (2011).

shipping was folded into transportation and national
monuments and icons were removed. In addition, the SSAs
responsible for each CIKR were sharpened with more
authority given to the DHS. Thus, the long-term definition of
CI was established, but it emphasized physical assets more
than cyber assets. This changed in 2018.

A series of events precipitated a major realignment within
the DHS in late 2018. Major information security breaches
of National Security Agency (NSA) documents by Edward
Snowden (1983) in 2013, followed by WikiLeaks releasing
emails and documents exfiltrated from the Democratic
National Committee during the 2016 US presidential
election campaign, and misinformation campaigns waged by
the Russian Internet Research Agency attempting to
influence the 2016 US presidential election precipitated a
renewed focus on cyber as well as physical security within
the DHS. The 2018 CISA legislation created the CISA orga-
nization as shown in Figure 1.1.

On November 16, 2018, President Trump signed into law
the Cybersecurity and Infrastructure Security Agency Act of
2018. This legislation emphasized cybersecurity for the first
time and replaced the National Protection and Programs
Directorate (NPPD) with the Cybersecurity and Infrastructure
Security Agency also referred to as CISA:

CISA’s Cybersecurity Division works with government
and private sector customers to ensure the security and resil-
ience of the Nation’s cyber infrastructure. The division
includes the National Cybersecurity Communications
Integration Center (NCCIC).

The Emergency Communications Division enhances
public safety interoperable communications at all levels of
government, providing training, coordination, tools and
guidance to help partners across the country develop their
emergency communications capabilities.

The Infrastructure Security Division coordinates secu-
rity and resilience efforts using trusted partnerships across
the private and public sectors, and delivers training, technical
assistance, and assessments to federal stakeholders as well
as to infrastructure owners and operators nationwide.

The National Risk Management Center (NRMC)
works to identify and address the most significant risks to
our nation’s critical infrastructure.

The CISA leads the national effort to defend CI against
the threats of today while working with partners across all
levels of government and in the private sector to secure
against the evolving risks of tomorrow.

1.6 RISE OF THE FRAMEWORK

A precursor to the risk-informed decision-making phase of
DHS was the rise of the framework. A framework is a
particular set of rules, ideas, or beliefs used to structure
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Secretary l
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Science and Strategy and . L Federal Emergency
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Transportation
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Administration
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FIGURE 1.1 The structure of the cybersecurity and infrastructure protection offices within the Department of Homeland Security as of
2019 is focused on cybersecurity, emergency communications, infrastructure security, and risk management.

Risk management framework

Physical ——p| Set goals
Cyber —»| and
Human —™ objectives [dentify
assets,
L systems,
and
networks
A Assess
risks

Prioritize

s Implement
programs

3 Measure
effectiveness

|

Continuous improvement feedback

Identify:
Risk, context,
resources

Recover:

Protect:
develop and
implement create and deploy
safeguards

recovery plan

Respond: Detect:
develop and discover
implement cybersecurity

response plans events

FIGURE 1.2 Two frameworks for qualitative risk management—one for physical assets and the other for computer and network exploits.
(a) An early DHS risk management framework for critical infrastructure. (b) The NIST Cybersecurity Framework (CSF) for defending against

computer and network exploits.

decision-making. Figure 1.2a is an early framework for risk-
informed decision-making within DHS. Figure 1.2b is a spe-
cialized framework for evaluating risk and making qualitative
risk-based decision-making within the cybersecurity realm.
A number of competing and sometimes overlapping
frameworks exist for organizing efforts to protect CI sys-
tems. These frameworks can be roughly categorized as
political, qualitative, quantitative, and regulatory/legal.
This book leans toward the quantitative frameworks, but it is

important to note that others exist in both theory and prac-
tice. A short description of each type is given here with
longer descriptions of quantitative frameworks given
throughout this book.

Political frameworks have existed since the beginning of
government’s recognition of CIKR as a federal, state, local,
and tribal responsibility. For example, the first allocation of
resources formula to combat terrorist attacks on CIKR was
based on a mix of population and politics. Each region was
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allocated funding regardless of the need. Emergency
response facilities such as firefighting equipment were
funded regardless of risk or the likelihood of threats.
Politically, this made sense because large population centers
are where the voters are. However, the embarrassing reality
is that some of the most critical assets such as the largest
nuclear power plant in the nation are located far from
population centers. Threats are more likely to be high where
CI assets are high impact, regardless of population or risk.

Qualitative frameworks such as the NIST CSF began to
appear as checklists and recommendations to owners and oper-
ators of industrial control systems, power grids, and water
system SCADA. Executive Order 13636 (EO-13636),
Improving Critical Infrastructure Cybersecurity (February
2013), and the Cybersecurity Enhancement Act of 2014 (CEA)
established the role of the NIST in identifying and developing
cybersecurity risk frameworks (CSF) for use by CI owners and
operators. NIST claims the CSF is “a prioritized, flexible,
repeatable, performance- based, and cost-effective approach,
including information security measures and controls that may
be voluntarily adopted by owners and operators of critical infra-
structure to help them identify, assess, and manage cyber risks.”

Version 1.1 (April 2018) of the CSF prescribes a five-step
process along with checklists of recommended practices
(see Fig. 1.2b):

* Identify—Develop an organizational understanding to
manage cybersecurity risk to systems, people, assets,
data, and capabilities. Understanding the business con-
text, the resources that support critical functions, and
the related cybersecurity risks enables an organization
to focus and prioritize its efforts, consistent with its risk
management strategy and business needs.

* Protect—Develop and implement appropriate safe-
guards to ensure delivery of critical services. This step
supports the ability to limit or contain the impact of a
potential cybersecurity event.

* Detect—Develop and implement appropriate activities
to identify the occurrence of a cybersecurity event.

* Respond—Support the ability to contain the impact of
a potential cybersecurity incident.

* Recover—Develop and implement appropriate activ-
ities to maintain plans for resilience and to restore any
capabilities or services that were impaired due to a
cybersecurity incident.

The framework is a hierarchical checklist for computer
system owners and operators. For example, the Protect step
might be further decomposed into sub-steps:

User credential verification, revocation, and device
authorization.

Physical access permissions.

Remote access permissions.
Network configuration and integrity.
Personnel awareness and training.
Data security—at rest and in transit.
Data capacity assurance.

Separation of development systems from operational
systems.

Configuration change controls.

Backup maintenance.

Response and recovery plans are tested.
Vulnerability management plan in place.

Audit records implemented and maintained
Removable media is protected.

Communications and control networks are protected.

Fail-safe, load-balancing mechanisms implemented for
resilience.

While NIST claims CSF is a risk-based approach to
managing cybersecurity risk, the framework does not define
risk or resilience and offers no specific risk assessment
methodology or model. Users are left to their own definition
of risk and resilience, which is often qualitative rather than
quantitative.

Regulatory/legal frameworks follow a similar process
diagram of continual improvement. However, for most of
its history, DHS has deferred to other agencies when it
comes to tying CIKR security to regulations and legal
requirements. Generally, regulation has been applied to
safety and environmental protections more than security.
However, this remains a largely untapped potential source
of CIKR protection. For example, the vulnerability of the
communications sector is heavily dependent on regulation
and the 1996 Telecommunications Act, which created the
highly critical carrier hotels and concentrated assets vul-
nerable to both physical and cyber attacks. This topic is
covered in more detail in Chapters 5-8.

The final category of framework is the one emphasized in
this book—quantitative—the use of formulas and equations
to quantify risk and resilience in what has become known as
risk-informed decision-making. A preview of this approach
is given here, but the remainder of this book focuses on
quantitative measures as much as possible.

1.7 IMPLEMENTING A RISK STRATEGY

The overall strategy of CIP was set by 2012 with PDD-21,
but implementation remained a challenge. Policy dictated a
vertically integrated effort from federal-state-local and
tribal governments and a horizontally integrated effort across
public and private organizations. Government was supposed
to cooperate, and the private sector was supposed to help the



public sector. But what does this mean? What was each party
supposed to do?

Roles and responsibilities could not be aligned vertically
or horizontally without operational definitions of objectives.
Broadly, the objectives of CIP were impractical as stated by
policy. Specifically, infrastructure is too vast, complex, and
expensive to protect everything, and expertise among gov-
ernmental agencies is nonexistent. This called for a narrower
definition of objectives and operational definitions of goals,
for example, government had to define what is critical in a
CI, and both public and private parties had to agree upon
metrics for prioritizing projects. Before CIP policy can be
implemented, goals and objectives must be defined rigor-
ously enough to implement them.

Policy stated the obvious—protect infrastructure from
hazards such as terrorists, storms, earthquakes, and so on.
Protection included both hardening and response when
something bad happens. Funding was inadequate to protect
everything, so implementation depended on prioritization of
CI assets, which in turn depended on the definition of criti-
cality. Two approaches were initially attempted. The first
prioritization strategy was called risk-informed and the sec-
ond was called resilience-informed. Risk-informed
decision-making means applying risk assessments to priori-
tize funding of projects to harden CI assets. Resilience-
informed decision-making means applying various methods
to enhance the resilience of infrastructure assets. Rather than
hardening assets, resilience-informed decision-making
attempts to make assets adaptable and anti-fragile. Both
approaches have their strengths and weaknesses.

1.7.1 Risk-Informed Decision-Making

The fundamental question posed by a risk-informed strategy
is this: given limited resources of the federal government,
how should resources (funding) be allocated to reduce risk?
How should priorities be set? Once again, we turn to the
NIPP 2009 for guidance:

Risk. The potential for an unwanted outcome resulting from
an incident, event, or occurrence, as determined by its
likelihood and the associated consequences.

Risk-Informed Decision-making. The determination of a
course of action predicated on the assessment of risk, the
expected impact of that course of action on that risk, and
other relevant factors.

Risk Management Framework. A planning methodology
that outlines the process for setting goals and objectives;
identifying assets, systems, and networks; assessing risks;
prioritizing and implementing protection programs and
resiliency strategies; measuring performance; and taking
corrective action.

The era of risk-informed decision-making evolved slowly
from politically motivated allocation of resources to the
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quantifiable and measurable six-step process described in
Figure 1.1. Instead of dividing funding according to pres-
sures from politicians, risk-informed decision-making allo-
catesfundingaccordingtothelikelihoodofahigh-consequence
event. Risk is defined in different ways by different SSAs,
but given a rigorous definition of risk, agencies can allocate
funds according to their impact on risk reduction. The risk-
informed strategy follows a risk assessment process such as
the following (see Fig. 1.1):

1. Set goals and objectives: Objectives may range from
reduction of consequences to elimination of risk,
increasing resiliency, and risk minimization. A risk-
informed decision-making emphasizes risk reduction,
but may also consider additional objectives such as
sociopolitical benefits to a community.

2. Identify assets, systems, and networks: Single assets
such as a building, bridge, computer, or ports are
easy to identify, but most CIKR are part of a complex
system. For example, there are numerous assets in a
water system—pipes, pumps, treatment plants, and
reservoirs. Thus, drinking water is a system contain-
ing many assets typically connected together in some
fashion. Generally, these systems are modeled as a
network of nodes and links: nodes representing
pumps, treatment plants, and reservoirs and links
representing pipes.

Assess risks: Risks can be calculated in a variety of
ways. A multi-criteria risk assessment is a spreadsheet
containing risk factors and numerical ratings for each
factor. A probabilistic risk assessment (PRA) approach
is more exacting: the simplest form is R = TVC, where
T is threat as defined by the probability of a human
attacker, V is the vulnerability of the asset or system to
a given threat, and C is consequence. V'is a conditional
probability that a given threat will succeed if attempted.
C is consequence measured in a meaningful unit such
as dollars, casualties, or economic damage. See
Appendix B for mathematical details.

For natural disasters and accidents, a different risk
equation is used: R =E(c)C, where E(c) is the proba-
bility of a hazardous event obtained from historical
data and C is consequence as before. Hazard probabil-
ities are known for floods, hurricanes, earthquakes,
and tornadoes. For example, the famous Gutenberg—
Richter scale for measuring the intensity of earth-
quakes is actually a probability distribution that relates
the likelihood of an earthquake to its intensity c¢. An
earthquake of 8 is 1 million times more intense than an
earthquake of 4 on the Gutenberg—Richter scale. But
the probability E(4) of a magnitude 4 earthquake is
10~ and the probability E(8) of a magnitude 8 earth-
quake is 10*—10,000 times less likely.



14 ORIGINS OF CRITICAL INFRASTRUCTURE PROTECTION

Risk assessment becomes more complicated when
analyzing a complex adaptive system such as a power
grid, human population subject to an infectious dis-
ease, or large and complex transportation system.
When such CIKR systems are assessed for risk, we
must consider nonlinear effects, feedback loops, and a
variety of factors. These are discussed in subsequent
chapters.

Prioritize: CIKR are typically so large and expensive
that it is necessary to identify the most critical assets of
vital importance. This requires prioritization—a lengthy
topic in itself. Simple prioritization in a risk-informed
decision-making setting might be to rank assets
according to risk. The highest-risk assets are allocated
resources first. But this has limitations because the cost
to reduce risk by 1% may differ greatly from one asset
to another. If the goal is to reduce overall risk, then it
may be better to reduce the most cost-effective risks
first. In this case, reducing risk of the highest-risk assets
may not be cost-effective.

A number of prioritization schemes should be consid-
ered. For example, consider highest-consequence, most-
vulnerable, highest-risk, highest-return-on-investment,
and highest-increase-in-resiliency schemes, depending
on the goals and objectives of the risk management
framework. A variety of optimization techniques may be
applied to this step, because in the end, prioritization is a
resource allocation problem that answers the question,
“what is the best use of resources to minimize or maxi-
mize the objective?”

3. Implement programs: A typical assessment of CIKR
produces a recommendation. For example, the
assessment may advise the community to secure its
drinking water system, repair bridges, or buy backup
transformers for the local power grid. Each of these
actions takes investment of resources—most often in
the form of funding. The outputs from the previous
step (Prioritize) are used to guide these investments.

Measure effectiveness: Finally, the effectiveness of
the implementation program needs to be measured
and feed back into subsequent assessments. A simple
measure is ROI. For example, if the objective is to
reduce risk, ROI is obtained by calculating the
difference in risk before and after program implemen-
tation and dividing by the amount of investment:

_ Risk (before) — Risk (aﬁer)

$Investment

ROI

The risk-informed strategy is labor intensive, because all
assets must be evaluated and numerical values of T, V, and C
estimated. These measurements may number in the thousands,

and because it involves probabilities, they may be inaccurate.
Furthermore, the results of risk assessment may not satisfy
sociopolitical objectives such as addressing assets critical to
one segment of the population at the expense of assets in other
segments of the population. How does one choose between
protecting the drinking water system in one part of town versus
the hospital in another part of town?

1.7.2 Resilience-Informed Decision-Making

Almost immediately upon the formation of the new DHS it
became clear that CIKR assets numbered in the millions (see
Table 1.5) (Page 50 in Ref. [2]). The vastness of single sec-
tors makes it impossible to protect everything. When multi-
plied by the large number of sectors and key assets, the
challenge became insurmountable without some kind of pri-
oritization. Furthermore, the concept of “100% security”
began to vanish and be replaced by an elusive concept—
resilience. Instead of an unyielding goal of 100% security,
resilience was an intangible property of CIKR somewhere
between absolute security and absolute vulnerability. Instead
of a secure infrastructure, a resilient infrastructure was able
to bounce back after being attacked or damaged by a storm,
earthquake, and so on.

The February 2003 National Strategy document contained
the word resilience three times. The NIPP 2009 document
mentions resilience 15 times. The 2013 PPD-21 directive
from President Obama incorporates resilience in its title and

TABLE 1.5 Selection of CIKR assets

Assets in a select subset of CIKR
1,912,000 farms

87,000 food-processing plants

1,800 federal reservoirs

1,600 municipal wastewater facilities
5,800 registered hospitals

87,000 US localities

250,000 firms in 215 distinct industries
2 billion miles of cable

2,800 power plants

300,000 producing sites

5,000 public airports

120,000 miles of major railroads
590,000 highway bridges

2 million miles of pipelines

300 inland/costal ports

500 major urban public transit operators
26,600 FDIC insured financial institutions
66,000 chemical plants

137 million delivery sites

5,800 historic buildings

104 commercial nuclear power plants
80,000 dams

3,000 government-owned/government-operated facilities
460 skyscrapers
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FIGURE 1.3 A resilience triangle is formed by a collapse followed by recovery.

uses the word 44 times." By 2013 the focus of CIKR had
shifted from counterterrorism and all-hazard preparedness to
building resilience into both infrastructure and the
population. The era of resilient infrastructure began, and ter-
rorism, all-hazard response, and weapons of mass destruc-
tion faded into the background.

Unfortunately, a variety of qualitative definitions of resil-
ience make it difficult to measure and apply. Vurgin et al.
surveyed the concept of resilience in infrastructure systems
and offered a number of definitions [4]. Generally, resilience
is a property of a system—not a single asset:

Given the occurrence of a particular disruptive event (or set of
events), the resilience of a system to that event (or events) is the
ability to efficiently reduce both the magnitude and duration of
the deviation from targeted system performance levels.?

Of course, this definition is difficult to put into practice,
because it lacks quantifiable specifics. Bruneau et al. proposed
a measurable and operational model of resilience as shown
pictorially in Figure 1.3 and mathematically modeled in
Appendix B. Damage to a system in the form of magnitude
and duration is represented by a triangular area notched out of
a performance-versus-time diagram shown in Figure 1.3. The
resilience triangle represents loss due to a drop in performance
followed by a recovery period that eventually restores the
system to its previous level of performance.

The difference between full performance and diminished
performance represented by the resilience triangle defines
the system’s resilience. Smaller triangular areas represent
greater resilience. The size of the triangular area is reduced,
by reducing (1) recovery time, (2) precipitous drop in
performance, or (3) both. In addition, the likelihood of a pre-
cipitous drop in performance increases the frequency of col-
lapses over time. Thus, reducing the size of the resilience
triangle increases resilience:

PPresidential Policy Directive 21—Ceritical Infrastructure Security and
Resilience.

The source of this claim has never been found, but a popular meme of the
time was that the private sector owned or operated 85% of the critical infra-
structure listed in Table 1.1.

1. Speedup recovery: (1 —1,)
2. Reduce performance drop: (P, -P,)
3. Decrease the probability of failure, V

This definition suffices for single assets such as buildings,
bridges, Internet servers, power plants, and pipelines, but it
is inadequate to quantify the resilience of complex interde-
pendent systems such as the power grid, communications
network, or an entire municipal water system. However, this
metric quantifies the qualitative definition of resilience pro-
posed in the NIPP 2009:

Resilience: The ability to resist, absorb, recover from, or
successfully adapt to adversity or a change in conditions.
(Page 111 in Ref. [2])

But the resilience triangle model does not address resistance,
absorption, adaptation, and recovery factors loosely defined
by the NIPP. How does a CIKR resist, absorb, or recover
from adversity? How is the ability to resist, absorb, or adapt
to adversity measured? These complex properties are
addressed by a complex adaptive systems model of CIKR
described in more detail in Chapters 2—4.

1.7.3 Prevention or Response?

Both risk- and resilience-informed strategies beg the
question “How much should be devoted to response versus
prevention?” When it comes to CIKR protection, is preven-
tion the best use of resources, or should money be spent
mainly in response? In a prevention-only strategy, resources
are applied to deter and prevent damage. A response-only
strategy invests in response capability, such as emergency
management services, law enforcement and firefighting
capacity, and so on.

One way to answer to this question is to classify hazards
according to their risk levels—low, high, or even complex.
Figure 1.4 illustrates the difference between high- and low-
risk hazards. The risk profile curve of Figure 1.4 shows how
risk can increase without bound versus consequence or
approach zero after a temporary increase. The profile of a
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FIGURE 1.4 Some hazards are low risk and some are high risk. Risk increases for high consequences when a hazard is high risk, and the

opposite is true for low-risk hazards.

low-risk hazard approaches zero as consequence approaches
infinity. The profile of a high-risk hazard approaches infinity.

One of the persistently unresolved CIKR security issues
is the question of how many resources should be applied to
prevention versus response: is the strategy biased more
toward response as the National Strategy seems to suggest,
or does it provide just as much support for prevention? What
should the balance between prevention and response be?

An argument for a greater emphasis on prevention is that
prevention is cheaper than suffering mass casualties,
economic damage, psychological damage, or damage to
National pride. But 100% prevention is impossible. Some
terrorist acts will always escape detection and natural disas-
ters like hurricanes cannot be avoided. Still, roads, buildings,
and power lines can be designed to withstand almost
anything—for a price.

Table 1.6 lists some high- and low-risk hazards, based on
their risk profiles. Note that some consequences are mea-
sured in deaths, some in financial loss, and others in impacted
area. Consequence can be expressed in a number of different
units. Furthermore, risk due to an earthquake is considered
low, when measured in land area, but high when measured in
deaths.

Figure 1.4 suggests a different risk-informed strategy for
low- versus high-risk hazards. For example, the financial
risk of small city fires is considered high risk. Therefore,
strict building codes and inspections are called for to prevent
them. The opposite strategy might apply to low-risk hazards
such as terrorism and airline accidents. More resources
should be applied to response. Thus, the best risk-informed
strategy might depend on the profile of the hazard:

Prevention vs. Response: Apply more resources to preven-
tion of high-risk hazards and more resources to response to
low-risk hazards.

1.8 ANALYSIS

The evolution of CIP continues to expand and encompass a
wider array of challenges. From a focus on terrorism, the
homeland security enterprise has grown to encompass cyberse-
curity, response to natural disasters and climate change, con-
cern for school safety, immigration, and other “whole of
government” issues. Only three challenges are explored here:
the public—private partnership conundrum, information sharing
across jurisdictions, global climate change and its impact on
natural disasters, and funding of decaying infrastructure.

TABLE 1.6 Some common high- and low-risk hazards are
classified according to their consequences”

Low-risk hazard Consequence

S&P500 (1974-1999) Financial loss

Airline accidents Deaths
Tornadoes Deaths
Terrorism Deaths
Floods Deaths
Power outage Megawatts
Earthquakes Area
Asteroids Impact area
Pacific hurricanes Impact area
High-risk hazard Consequence

Financial loss
Deaths
Impact area
Financial loss

Hurricanes
Hurricanes
Forest fires
Small city fires

Earthquakes Financial loss
Earthquakes Deaths
Measles Deaths

4 Reference [5].



1.8.1 The Public-Private Partnership (PPP)
Conundrum

What is the role of the private sector in building resilient sys-
tems? What is the responsibility of government during
response and recovery? In practice, the public—private part-
nership (PPP) comes down to regulation and regulatory
processes that are determined by politics more than science.
For example, the impact of the 1992 EPACT on energy and
the electrical power grid, the 1996 Telecommunications Act
on communications and the Internet, and the Safe Drinking
Water Act (SDWA) of 1974 on environmental regulation
profoundly shape the CI sectors, but none of these regula-
tions reduce risk or improve resilience. In some cases, these
sectors have become less resilient and riskier because of
regulation.

The National Strategy calls for cooperation between
government and private corporations that own and operate
much of the most CI systems and KR, but this strategy is at
odds with the way government and private companies
operate. Government is motivated by politics, while the
private sector is motivated by profit. Both parties want secu-
rity, but they differ in how to achieve it.

Specifically, the 1992 EPACT dramatically weakened the
electric power grid by making it unprofitable to improve the
transmission assets underlying the grid, and the 1996
Telecommunications Act created the Carrier Hotel
architecture that is now recognized as the communications
sector’s biggest vulnerability. The energy and telecommuni-
cations sectors can be improved only through modification
or repeal of these regulations, but such radical modifications
will require government and the private sector to understand
the underlying complexity of these sectors. The necessary
expertise does not exist in government and the motivation
does not exist in the private sector.

Reversal of deterioration due to aging and wear is a sec-
ond major factor hinging on PPP. Much infrastructure devel-
oped and paid for over the past 120 years is now near the end
of its lifecycle. The Interstate Highway System, for example,
continues to grow in length as it also crumbles due to inade-
quate maintenance. The nation’s electric power grid is built
on 1940s technology and power lines that can no longer
support consumer demand. Most drinking water systems in
major cities are decaying and slowly failing. Who should
pay the mounting maintenance bill?

1.8.2 The Information Sharing Conundrum

Successful infrastructure protection requires information
sharing across jurisdictions (horizontal sharing) up and
down the various tribal, local, state, and federal levels
(vertical sharing). For example, law enforcement information
must freely ebb and flow among and between agencies—
local law enforcement must report suspicious activity to
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regional intelligence centers that report aggregated information
to federal agencies. Conversely, situational awareness
information and alerts must flow seamlessly from federal
agencies to intelligence collection and distribution agencies
and finally back to the street level.

Information sharing—both horizontally and vertically—
is key to prevention of terrorist attacks and saving lives dur-
ing a natural disaster. This is why the National Strategy
emphasizes, “... protection-related information sharing
among private entities within sectors, as well as between
government and private entities.” These human networks
must span tribal, local, state, and federal levels both horizon-
tally and vertically. But information is often hoarded or fil-
tered as if flows in both directions.

1.8.3 Climate Change Conundrum

A third consideration is the rising challenge of global cli-
mate change and its impact on CIKR. Clearly the intensity of
storms is on the rise, as well as weather-related conse-
quences. The number of billion-dollar natural disasters has
outgrown the nation’s ability to pay for them, which leads to
the question of priorities: “Should we be spending money on
target hardening, resilience, and lowering risk when the next
super storm is likely to wipe out an entire sector?” Our
response to weather and climate change in general may take
all of our resources, leaving little to invest in security.

1.84 The Funding Conundrum

The national strategy says nothing about how to pay for CIP.
And since the private sector exists to make a profit, they are
not motivated to invest in target hardening without some
financial justification. So what strategy leads to greater secu-
rity and resiliency through costly enhancements? If we can
learn to think asymmetrically about the architecture of infra-
structure sectors, why not think asymmetrically about how
to finance these needed improvements?

One idea is to “think dual purpose.” Can an investment in
security serve a dual purpose of also improving ROI? For
example, can a private infrastructure sector company reduce
operating costs by enhancing security? It might be econom-
ically feasible to reduce insurance premiums by decreasing
theft at ports. A telecommunications company might increase
profits by improving throughput and reliability of telephone
calls per hour. Does redundancy in telecommunications also
improve the security and reliability of the Internet? Can
public schools be converted to hospital rooms during an
emergency that requires surge capacity? Can local law
enforcement improve service by using online social media
and simultaneously reduce the cost of intelligence fusion
centers and 911 emergency call centers?

Dual-purpose systems typically achieve greater security
through redundancy, because redundancy provides a cushion
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against both heavy loading and system failure. Extra standby
telecommunications switches and alternate optical fiber lines
may seem expensive if not used all the time, but they also pro-
vide a high degree of reliability because the system can switch
to a backup when needed. Redundant components improve
reliability and fill the gap during periods of surge in demand.
For example, the New York Stock Exchange was closed for a
week following the 9/11 terrorist attacks, because the exchange
lacked redundancy. Had the exchange maintained a backup in
a separate location, it could have bounced back more quickly.
The funding challenge may actually be an opportunity to
rethink infrastructure. Rethinking the power grid in terms of
distributed generation and storage reverses the century-old
concept of centralized power plants connected to the
consumer through an extensive and complex transmission
and distribution network. Over the past 40 years, we have
learned that the larger the grid is, the harder it falls.
Distributed generation can reduce this vulnerability.

1.8.5 Spend 80% on 20% of the Country

The funding conundrum is partially alleviated by realizing
that CI is spread unevenly across the country. CIKR assets
are concentrated—typically around densely populated areas
such as New York City, Silicon Valley, major ports, manufac-
turing centers, and key rivers and transportation hubs.
Moreover, hubs from different sectors are often geographi-
cally clustered—typically around a small number of metro-
politan areas. For example, Manhattan, New York, has a high
concentration of assets in the banking and finance sector. In
addition to the New York Stock Exchange, largest Federal
Reserve Bank, and many of the world’s largest banks,
Manbhattan is also home to major communication hubs and
one-of-a-kind medical centers.

The largest concentration of energy refineries and major
source of refined gas and oil products for distribution
throughout the United States is located in Galveston Bay,
Texas, and along the Louisiana coast. But Texas and Louisiana
are also home to the Mississippi supply chain that supplies
food and manufactured goods to the rest of the world.

Fairfax County, Virginia, is the home to alarge concentration
of Internet servers and defense industrial base companies.
Chicago is a national hub for transportation and logistics—the
sixth largest port in terms of the intermodal supply chain—
and also a critical banking and finance center. Most of the
6 million cargo containers that form the backbone of US trade
flow through three ports; most of the energy mined to supply
fuel for coal-powered power plants is concentrated in
Wyoming, and most of the industrial defense base is concen-
trated in two or three areas of the United States.

These examples suggest an 80-20% rule: 80% of the
investment in CIP should be spent on 20% of the country.
This, of course, is a political impossibility, but if we are to
think asymmetrically about the challenges facing critical

infrastructure, we must face reality: target hardening is too
expensive to do everywhere. Instead, an optimal strategy
invests in the most vulnerable and high-risk parts of the
country. If funding is spread equally to all regions of the
country, the most critical regions will be under-protected and
the other regions will waste the funds.

1.9 EXERCISES

1. What report was the first to use the term “critical
infrastructure”?
a. EO-13010
b. The “Marsh Report”
c. The Patriot Act
d. The National Strategy for Homeland Security

2. How many CIKR sectors and key resources were listed in
the Marsh Report?
a. 5
b. 8
c. 13
d. 18
e. 16

3. Which agency within DHS did CISA replace in 20187
(Select one)?
a. NPPD
b. NIAC
c. ENIAC
d. NIPC
e. PCIPB

4. What sector is not on the list of Table 1.2: CIKR as of
2003 (Select one)?

Agriculture

Internet and the Web

Water

Transportation

US postal and shipping

opo oe

5. What organization was the first in the United States to
advise a US President on critical infrastructure issues
(Select one)?

a. NCS
b. NSTAC
c. NIAC
d. PCCIP
e. FEMA

6. What federal government agency was the first to be
assigned the responsibility of fighting terrorists in the
United States?

a. NCS

NSTAC

NIAC

PCCIP

FEMA

o0 T



10.

11.

12.

13.

When and where was the first bioterror attack on US
s0il? Who perpetrated it?

2001: New York City; Al-Qaeda

1993: New York City; Ramzi Yousef

1984: Oregon; Ma Anand Sheela

1995: Oklahoma City; Unabomber

1995: Oklahoma City; Timothy McVeigh

When was critical infrastructure acknowledged as a major
component of homeland security? By what document?

a. 1995: PDD-39

1996: EO-13010

1998: PDD-63

2002: National Strategy for Homeland Security
2003: National Strategy for the Physical Protection
of Critical Infrastructures and Key Assets

o po0 o

oo

How many critical infrastructure sectors were defined in
PDD-63 in 1998?

a. 8
b. 5
c. 11
d. 13
e. 14

How many critical infrastructure sectors are defined in
the National Strategy for the Physical Protection of
Critical Infrastructures and Key Assets in 2003?

a. 8
b. 5
c. 11
d. 13
e. 14

NIAC was formed in 1999 by EO-13130. What does
NIAC mean?

National Industry Advisory Council

National Infrastructure Assurance Council

National Information Assurance Council

National Information Advisory Committee

. National Infrastructure Advisory Committee

opo ow

Geographically, critical infrastructure is concentrated

around a few locations, which argues for:

a. Investing to protect dense population centers

b. Hardening the top 12 metropolitan areas

c. Investing 80% of the money to protect 20% of the
country

d. Investing most of the money to protect Manhattan

e. Distribute the generation of power to factories and
shopping malls

Dual-purpose strategies for coaxing investment in infra-

structure protection from the companies that own and

operate most infrastructure are defined as:

a. Enhancing productivity and availability while
improving security

b. Forcing companies to lower insurance policies to pay
for improvements
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c. Taxing Internet companies to stop the spread of
viruses

d. Using redundancy to increase volume

e. Spreading the components of an infrastructure across
large geographical areas

14. Hazards can be classified according to their high or low

15.

risk according to:

Consequences

Likelihood of disaster

Loss of power and energy
Response versus prevention costs
Emergency response capability

opo ow

The PPP conundrum is:

a. Companies do not appreciate homeland security.
The private sector is profit driven and government is not.
It is too expensive to protect everything.

CIKR are owned by the private sector, not government.
Companies ignore state and local jurisdictions.

oo

1.10 DISCUSSIONS

The following questions can be answered in 500 words or
less, in slide presentation, or online video formats.

A.

The Department of Homeland Security has an evolving
strategy that changes relatively quickly as compared with
other governmental agencies such as the National Science
Foundation, Department of Defense, and Department of
Agriculture. Explain why this is the case and evaluate
both pro and con arguments for a shifting strategy.

. An enduring theme of critical infrastructure protection

in the United States has centered on strong leadership
from the federal government but with engagement at the
state, local, and tribal levels. Alternatives to this vertical
integration of governmental control have not emerged
beyond early discussions of the National Guard as pro-
tector. Is vertical integration the best approach? What are
alternatives and why might they provide better security?
Immediately following the 9/11 attacks the mantra of home-
land security was to protect, defer, respond, and recover.
This mantra has disappeared from the discussion over the
years leaving most of the emphasis on recovery. Argue either
in favor or opposition to this narrowing down of focus. Why
isn’t protection a bigger piece of the strategy?

Qualitative analysis methods are by far more preva-
lent in critical infrastructure analysis than quantitative
methods. The reason is obvious—quantitative analysis is
difficult. Argue either in favor of quantitative methods or
qualitative methods pointing out pros and cons of each.
The Department of Homeland Security employed
225,000 people in 2019 and consumed nearly $50 billion.
Is it worth it? What are the alternatives?
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RISK STRATEGIES

Risk analysis is a sophisticated technology developed over
the past 250 years to estimate the potential for financial loss
in games of chance. In modern times the technology has
been applied to a wide variety of disciplines in engineering,
social and political science, and, of course, the stock market.
At the heart of risk analysis is a simple idea—risk is expected
gain or loss under uncertainty. Daniel Bernoulli established
expected utility theory (EUT) as the earliest known method
of quantifying risk in terms of likelihood and gain/loss—
R =Pr(C)C, where C is consequence in terms of gain or loss
and Pr(C) is the probability of a gain or loss equal to C.
Modern risk analysis is descended from Bernoulli’s earliest
work on EUT. In the field of critical infrastructure protec-
tion, probabilistic risk analysis (PRA) was the earliest appli-
cation of EUT used to assess risk in infrastructure systems.
More recently, Bernoulli’s EUT has been blending together
with Bayesian belief networks, game theory, and probable
maximum loss (PML) theory to arrive at today’s foundation
of risk assessment in homeland security.

The reader in need of a probability primer is advised to
review Appendix A, and the advanced reader wanting to
understand the mathematical details underlying the survey
given here is advised to read Appendix B. The following
concepts and results are covered in this chapter:

* Risk: Risk analysis is based on EUT, a 250-year old
technology invented to predict the results of games of
chance. In its simplest form, risk is expected loss:
R =Pr(C)C, where Pr(C) is the probability of an event
occurring with a gain or loss equal to C. In the study

of CIP, C is most often defined as consequence from a
disastrous event. Consequence can be measured in
casualties, dollars, or time. Quantitative risk analysis
is a form of rational actor behavior that assumes
rational people try to maximize their gain or minimize
their loss.

PRA: PRA is a simple risk analysis technique origi-
nally used in the nuclear power industry to evaluate
expected loss due to machinery malfunction, disasters,
and even terrorist attacks. In CIP, PRA risk is Pr(C)C
or, if the event is an attack by a human, TVC, where T
is the probability of an attack, V is the probability the
attack is successful, and C is consequence. T is called
threat, V is called vulnerability, and C is called
consequence regardless of its units of measurement.
Because different assets react differently to different
threats, a threat—asset pairing is used to identify which
threat applies to a particular asset, so that V can be
determined. PRA depends on correctly identifying
threat—asset pairs and their likelihood of being
destroyed with consequence C.

FTA: Fault tree analysis (FTA) is often used to combine
threat—asset pairs into a logical structure for risk and
vulnerability analysis. A fault tree combines multiple
threat—asset pairs into one tree structure using AND,
OR, and XOR logic. AND is used to represent redun-
dancy, OR to represent all possible combinations of
failure, and XOR to represent single threat—asset pair
failures. Fault tree risk minimization produces an
optimal allocation of resources to minimize risk. For all
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practical purposes, faults and failures are two different
terms used to describe the same thing—an accident,
attack, or natural disaster that causes failure of one or
more assets.

Kill chain: In cybersecurity a special form of risk
assessment called the kill chain is used to analyze com-
puter security. The idea is to model all paths from the
outside of a computer network through levels of soft-
ware ending up to data accesses that are assumed to be
secure by design. These paths form kill chains, which
when analyzed in the context of malware have the
potential to compromise security. The threat is that
malware might successfully penetrate each layer in the
chain. The objective is to stop the threat at every level
or link along the chain. The kill chain is modeled as a
fault tree so that risk calculations and resource alloca-
tions can be optimally made.

MBRA: Model-based risk analysis (MBRA) is a soft-
ware tool for modeling critical infrastructures as
fault trees and networks. MBRA calculates risk,
computes optimal resource allocation, and simulates
single-asset failures and their resulting cascade
effects on networks. MBRA is used throughout this
book to do the manual labor of calculating risk.
However, a spreadsheet can be developed to do the
same calculations. MBRA will also be used in
subsequent chapters to model infrastructure as a
network.

* ROI: Making investments in infrastructure is called

resource allocation and has a diminishing return—the
point at which return on investment (ROI) no longer
increases as more money is spent to prevent or respond
to a CIKR collapse. Diminishing returns must be incor-
porated into CIP resource allocation, because without
it, resources are wasted. MBRA assumes an exponen-
tially declining return as investment increases, but this
is a mathematical approximation to reality. ROl is typi-
cally measured in terms of reduced risk per invested
dollar. The point at which further investment is no
longer advantageous is a policy decision, but MBRA
can tell the analyst how much each dollar of investment
contributes to risk reduction.

Limitations of PRA: PRA is simple and easy to use, but
it has many deficiencies. In particular, it assumes threat
is always an input to risk. But, in the case of a human
threat, it is possible that threat is an output variable. In
this case, a rational actor model of threat, vulnerability,
and consequence may be used to calculate an optimal
attacker allocation to threat T to maximize risk while
also calculating an optimal defender allocation to vul-
nerability V to minimize risk. If PRA is used in this
manner, C and budgets are inputs, and R, T, and V are
outputs.

* Game theory approach: Optimal allocation of attacker

resources to maximize risk while also allocating
defender resources to minimize risk is a type of two-
person game called Stackelberg competition. Threat is
adjusted by an attacker to increase risk, while vulnera-
bility (and sometimes consequence) is adjusted by the
defender to minimize risk. Once an equilibrium bet-
ween attacker and defender is reached, threat T and
vulnerability V are both output values. There is no need
to know T and V in advance. Game theory techniques
are used to optimally allocate limited investments
(resource allocation) to minimize risk on the part of the
defender and maximize risk on the part of an attacker.

Conditional probability analysis: Bayesian network
(BN) analysis is a second method of obtaining threat T
rather than assuming it is an input to PRA. A BN is a
network of beliefs—expressed as propositions—that
are true, false, or something in between. BN analysis
uses conditional probabilities and mounting evidence
(expressed as a probability of an even happening or
not) to arrive at threat T. BN improve on the accuracy of
a prediction as more evidence is gathered and plugged
into the BN—a model of reality.

Exceedence: The PRA model is less useful for repre-
senting risk from natural disasters, where humans are
victims and not actors. T and V have little meaning
when analyzing the risk of damage due to a hurricane
or earthquake. Therefore, another approach based on
exceedence probability is preferred. Exceedence prob-
ability EP(x >X) is the probability that x equals or
exceeds a certain value, X. Ranked exceedence
EP(n 2N) represents the probability that n events equal
or exceed N. True exceedence EP(c >C) represents the
probability that the size of an event ¢ equals or exceeds
C. Ranked exceedence is used to count likely events,
while true exceedence is used to estimate the likelihood
of an event. Both methods are used to estimate
likelihood in the equation for PML.

* Ranked exceedence: The Gutenberg—Richter law for

earthquake magnitude is an example of a ranked
exceedence probability, because it relates the number
of earthquakes of size M or larger to their frequency.
For example, M = 5.6 equates with the number of earth-
quakes of a certain size—not their size. However, the
size of an earthquake can be computed from the
Gutenberg—Richter scale if you know M. Thus, ranked
exceedence is the probability that an event equals or
exceeds a certain rank order, among all known events.

True exceedence: Large flood exceedence probability is
an example of a true exceedence probability, because it
relates the probability of a single flood equal to or
greater than size C, where C is typically measured by
the discharge (cubic meters per second). For example,



the probability of a 100-year flood (or greater) is given
by the true exceedence probability. If a 100-year flood
occurs every 30 years, its true exceedence probability
lies on the 30-year mark of the x-axis and is equal to the
corresponding y-axis, for example, 1% or whatever is
known historically.

Power laws: In most cases studied in this book,
exceedence probability curves obey a long-tailed power
law of the form EP ~ x™%, where ¢ is the fractal dimension
of EP and x is a consequence, distance, or elapsed time
between catastrophic events. The exponent g is also a
proxy for resilience, because systems subject to col-
lapse according to EP are more resilient if g is large and
more fragile if g is small. Thus, fractal dimension
relates indirectly to the likelihood of an event of a
certain size occurring.

PML risk: PML is a more fitting definition of risk for
natural disasters because natural disasters are accu-
rately modeled by exceedence probabilities. There is no
T or V value associated with natural disasters. PML
risk depends on EP(C) rather than TV and is defined as
the product EP(c > C)C. And since EP(c >C) is a power
law, PML risk is a function of consequence C and
fractal dimension g. PML R = C!-, Note that bound-
edness of PML R is determined by g: if ¢ is less than 1,
PML R is unbounded. If g is greater than one, PML R
diminishes to 0.

Fractal dimension: Black swan events are disastrous
incidents that rarely occur but have large consequences.
They are high-consequence, low-probability events.
What is PML risk when EP is very near zero and C is
very large? When fractal dimension of PML risk is less
than one (fragile), black swan risk becomes unbounded
so that larger risk is associated with larger conse-
quences. When fractal dimension is greater than one
(resilient), black swan risk approaches zero as conse-
quences increase. Therefore, the fractal dimension of
high-risk hazards is ¢ <1 and of low-risk hazards is
g > 1. Fractal dimension ¢ defines high- and low-risk
hazards.

High and low risk: Hazards can be classified as either
high risk or low risk, depending on their fractal
dimension. The largest known floods over the past 1.8
billion years are high risk because g <1. Terrorist
attacks by al Qaeda during the period 1993-2009 are
low risk, because g >1. The global pandemic severe
acute respiratory syndrome (SARS) was low risk, but
cyber exploits are high risk. Fractal dimension defines
the boundary between low and high risk.

* Risk strategy: The optimal CIP risk strategy attempts to
reduce risk by reducing threat, vulnerability, and
consequence and, more importantly, by increasing
fractal dimension g. Because of diminishing returns,
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the best risk strategy manages a CIKR portfolio of
assets and systems and spreads resources across mul-
tiple assets and systems.

2.1 EXPECTED UTILITY THEORY

Daniel Bernoulli (1700-1782)—a third-generation grandson
of the famous family of Swiss mathematicians—Iaid the
foundation of modern risk analysis when he formulated EUT
in 1738. According to Bernoulli, risk is the product of the
probability of a certain outcome and its consequence:
R = Pr(C)C, where Pr(C) is the probability of losing C
dollars, say, and C is the loss measured in dollars. When n
independent events are possible, risk is simply the sum of all
expected values of R. This breakthrough in risk calculation
continues to be used today in financial and engineering
calculations.

Of course consequence can also be measured in terms of
fatalities, economic decline, loss of productivity, and other
measures. Probability can be calculated in a number of ways
(discussed in detail in Appendix A and B), but it is always a
unit-less number in the interval [0, 1]. Thus, risk is measured
in the same units as consequence. If consequence is given in
terms of fatalities, then risk is given in terms of loss of life.
If measured in terms of dollars, then risk is expressed in
terms of dollars. Risk is typically measured in dollars, here,
because human lives, time, and so on can be converted into
dollars.

It is important to note that risk is not a probability and
probability is not a risk. Rather, the elements of risk are
likelihood as measured by a probability and gain/loss as
measured by a consequence. For example, the likelihood of
having a computer virus attack your personal computer is
rather high, but the risk is rather low if we measure
consequence as the cost associated with removing the virus.
On the other hand, the likelihood of another 9/11-sized ter-
rorist attack is rather small, but the consequence is very high.
The risk of any event is large if the product of likelihood and
consequence is large but small if the product is small.
Probability and consequence are handmaidens in the
estimation of risk—both are needed to calculate risk.

Risk is also not vulnerability or threat. These two terms
are often mistaken for risk, because they are closely related
to risk. Generally, vulnerability is a weakness in an asset
that may be exploited to cause damage. It can be quanti-
fied as a probability, but it is not risk, because it is not
expected gain or loss. Similarly, threat is a potential to do
harm that can also be quantified as a probability, but it is
not a form of risk for the same reasons as vulnerability.
Generally, threat can be quantified as the probability of an
attack or catastrophic event and assigned a number bet-
ween zero and one. But as discussed later, this definition
of threat is controversial.
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To be clear, threat and vulnerability are probabilities,
here, and consequence is a form of damage measured in any
number of different ways. To obtain an estimate of risk, we
must multiply threat, vulnerability, and consequence
together. This is one of several ways to obtain risk, but not
the only way.

Threat is typically associated with human attacks—terror-
ism—while natural disasters are typically associated with a
hazard such as an earthquake or hurricane. When convenient,
threat and hazard will be used interchangeably, here. In both
cases, an asset must be associated with threat or hazard to make
sense. Thus, threat—asset pairs such as malware hacker—Internet
Web site, hurricane-house, thief-bank, and so on must be
paired together before Pr(C), T, V, or C has any meaning.

‘We are now in a position to understand the modern man-
ifestations of risk-informed decision-making used to decide
how best to allocate resources to reduce expected losses. The
challenge of risk assessment comes down to the challenge of
calculating probabilities and consequences. How do we
estimate the probability of a future event, and how do we
know the extent of damages? As it turns out, this is more
complicated than the pioneers of EUT ever imagined.

2.1.1 Threat—-Asset Pairs

The most fundamental unit of risk can be found in the threat—
asset pair as illustrated in Figure 2.1. As an example, sup-
pose the asset is your car and the threat is a nail in the road
that leads to a flat tire. This threat—asset pair is represented
in Figure 2.1a as two blocks with a line connecting them. For
each threat—asset pair, we can estimate the probability of the
threat occurring—the hazard in this case, because it is a non-
terrorism event—and the probability that the asset will fail,
given that the hazard occurs. In addition, we can estimate the
consequence of failure. Risk is the product of these two
properties of the threat—asset pair.

In this example, the probability of puncturing the tire
with a sharp object in the road is converted to a number, T,
and the probability that the tire deflates if punctured is vul-
nerability, V, and the consequence, C, is the damage caused
by the flat tire. If we know the likelihood of T and V and the
value of damages C, we can multiply them together to obtain
risk, R.

According to the DHS glossary:

THREAT: natural or man-made occurrence, individual, entity,
or action that has or indicates the potential to harm life,
information, operations, the environment and/or property.

This definition is quantified by assigning a probability to the
natural or man-made occurrence:

THREAT, T: probability of a natural or man-made occur-
rence or action that has the potential to harm life, information,
operations, the environment and/or property.

Similarly, the layman’s definitions of V and C are modified
to quantify them so they can be used to calculate risk:

VULNERABILITY: physical feature or operational attribute
that renders an asset likely to fail due to a given hazard—the
probability of failure if attacked or subjected to the threat.
CONSEQUENCE: effect of an event, incident, or occur-
rence—damages due to a failure—typically measured in
dollars, casualties, or lost time.

These modifications to the layman definitions allow us to
compute risk and quantify the expected loss due to an event
caused by a threat applied to a specific asset. That is, risk is
the product of T, V, and C and is measured in the same units
as C. Table 2.1a shows results of applying simple TVC to
numbers supplied by the example in Figure 2.1.

2.2 PRA AND FAULT TREES

The father of modern risk assessment as it applies to home-
land security was an MIT professor of nuclear engineering,
Norman Rasmussen (1927-2003). He achieved notoriety in
the 1970s by debating the safety (or lack of it) of nuclear
power plants with Ralph Nader. The televised debate took
place in 1976, 3 years before the Three Mile Island (TMI)
nuclear power plant meltdown.

Perhaps more important than the debate with Nader was
the method of risk assessment employed by Rasmussen—
now known as probabilistic risk analysis. His 1975 report
defined risk as the expected loss due to a failure:
risk = Pr(failure)C(failure), where Pr(failure) is the likelihood
of a reactor failing and C(failure) is its consequence.
Rasmussen’s use of EUT in PRA is easy to understand, but
it can be difficult to apply in practice, especially if power
plant operators cannot calculate Pr(failure) and C(failure).
Where do Pr(failure) and C(failure) come from?

For example, the TMI nuclear power plant meltdown was
supposed to be impossible. Thus, Pr(failure) was supposed
to be zero. In hindsight, Pr(failure) is not zero, but how does
an operator know this beforehand? If we use a priori anal-
ysis, we must know all of the ways failure can happen and all
the ways it cannot. If we have historical data to support an a
posteriori estimate based on the major nuclear power plant
catastrophes that have occurred over the past 60 years, we
can substitute histogram data from historical observations
into Rasmussen’s PRA formulation to get risk. (This is left
as an exercise for the reader.")

Estimating consequences is somewhat easier, but not
straightforward. The TMI meltdown caused approxi-
mately $2.4 billion in property damage and $1 billion in
cleanup costs. Although a number of studies were

'http://en.wikipedia.org/wiki/List_of_civilian_nuclear_accidents
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FIGURE 2.1 The fundamental unit of risk is the threat—asset pair as illustrated here. (a) Basic threat—asset pair: car is the asset; flat tire is
the threat. (b) Three threat—asset pairs: flat tire, empty gas tank, and stalled engine. The three pairs are connected by an OR gate representing
the possible occurrence of 0, 1, 2, or all 3 hazards simultaneously. (Note: there are eight possible combinations that stop the car.) (c) The three
pairs are connected by an XOR gate representing the possible occurrence of only one hazard at a time: either flat tire, empty gas tank, or
stalled engine. (Note: there are three possible combinations that stop the car.) (d) The three pairs are connected by an AND gate representing
the possible occurrence of all three hazards simultaneously. (Note: there is only one possible combination that stops the car.)

TABLE 2.1 The parameters for the threat-asset pairs in Figure 2.1 include T, V, and C as well as the costs

to eliminate risk by reducing V

(a) Initial values of T, V, C, and elimination cost yield a total risk of $270.00. Fault tree vulnerability is 66.25%

Threat T (%) V (%) C Elimination cost Initial risk
Flat 50 50 $300 $100.00 $75.00
Gas 80 50 $300 $50.00 $120.00
Stop 25 100 $300 $200.00 $75.00
Total risk $270.00

(b) Allocation of $50 minimizes risk to $117.83 by optimally reducing V. Fault tree vulnerability is 34.8%

Threat T (%) Reduced V (%) Elimination cost Allocation Reduced risk
Flat 50 24.55 $100 $18.18 $36.83
Gas 80 7.67 $50 $23.96 $18.42
Stop 25 83.43 $200 $7.87 $62.58
Total risk $117.83
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conducted to assess the health consequences on the peo-
ple living in the region, the consequences of radiation
exposure have never been fully quantified. Furthermore,
the nuclear power industry suffered for decades follow-
ing the incident. How does one put a dollar value on “loss
of business”? This illustrates the difficulty of estimating
consequences, even when the risk method is as simple as
Rasmussen’s PRA.

Rasmussen addressed the problem of estimating
Pr(failure) using an old engineering technique called
fault tree analysis. Instead of attempting to calculate
Pr(failure), directly, he decomposed the components of
each power plant into simple threat—asset pairs and then
inserted them into a fault tree to determine the likelihood
of the entire power plant failing if any one of its compo-
nents failed. Rasmussen defined Pr(failure) for each
threat—asset pair, 7, as the product of threat and vulnera-
bility, ¢, and risk contribution of each threat-asset pair
as the product, tve.

PRA also involves a logic model of how threat—asset
pairs are combined together to get total risk over all
threat—asset pairs. A fault tree is a set of threat—asset
pairs combined together using AND, OR, and XOR logic.
The leaves of a fault tree are threats, and the nodes are
assets or leaves to a higher-order tree. Leaves are
connected via logic gates representing one or more pos-
sible threats. Consider the following application of FTA
to the car-and-tire example.

2.2.1 An Example: Your Car

To make the threat—car example more interesting, suppose
your car is subject to three hazards—a flat tire, empty
gasoline tank, and engine failure. These three threat—asset
pairs are combined together in a logic-based model of how
your car might fail. In Figure 2.1b, an OR gate is used to
combine the threat—asset pairs. This OR fault tree represents
how your car might fail because of zero, one, or any
combination of the three threats occurring individually or in
combination. The logic gate OR means “zero or more com-
binations” of threats.

Similarly, an XOR fault tree is constructed with an XOR-
gate connector, representing single failures (see Fig. 2.1c).
This means only one of the three hazards is able to stop your
car. Interestingly, the XOR fault tree represents lower risk,
because it excludes the occurrence of two of the three threats
for each possible failure mode. That is, the probability of a
flat tire excludes the probability of running out of gas and
engine failure. Similarly, the possibility of an empty gasoline
tank excludes a flat tire and engine failure, and the possi-
bility of an engine failure excludes the possibility of the
other two threats. The X in XOR means exclusive. As a result
of the exclusivity of single hazards, XOR fault tree risk will
be lower than the OR tree risk.

Figure 2.1d illustrates a third form of fault tree: the AND
tree. In order for your car to fail in this logic model, all three
hazards must occur—a flat tire, an empty gasoline tank, and
an engine failure. If any one of the three threats is absent,
your car may be injured but it will not fail. The AND fault
tree represents redundancy, because all three threat—asset
pairs must fail; otherwise one or two component failures
avoid car failure. Your car will operate with a flat tire, or an
empty gasoline tank, or an engine failure, or any two of the
three threats. (Note: you can still push it, even if it is out of
gasoline or the engine fails!)

How risk is calculated from these fault tree models is
explained in mathematical detail in Appendix B. Figure 2.1
illustrates how the fundamental threat—asset pairs are
combined into a fault tree for each of the possible models
described above. For example, Figure 2.1b illustrates how to
model one or more hazards using the OR gate. The proba-
bility that your car will fail due to one or more of the threats
occurring is 66.25%. Table 2.1 illustrates how risk is
computed. Alternatively, the reader can download MBRA
software to perform these calculations automatically.

2.3 MRBA AND RESOURCE ALLOCATION

Tools like MBRA exist to perform risk and fault tree vulner-
ability calculations.? In addition, MBRA includes algorithms
to compute the optimal allocation of a fixed budget to mini-
mize risk. A user inputs T and V probabilities, consequences,
and vulnerability elimination costs, and MBRA returns an
optimal investment strategy for minimizing risk. The optimal
allocation reduces vulnerability V but leaves T and C
unchanged. (The investment is applied to reduce V.)

Figure 2.1b illustrates how MBRA allocates $50 to mini-
mize the likelihood that your car will fail because of the tree
hazards. The same T, V, and C values as before are used, but
now the cost of avoiding or preventing each threat is incor-
porated. The elimination cost is an estimate of how much it
cost to prevent each threat—asset pair from occurring by
reducing V. For example, purchasing a spare tire for $100
eliminates the flat tire hazard; the empty gasoline tank
hazard is eliminated by purchasing a backup can of gasoline
to put in the trunk for $50; and the engine failure hazard is
prevented by scheduling maintenance at a cost of $200.

Table 2.1b shows the results of vulnerability buy down. A
budget of $50 is apportioned across all three threat—asset
pairs to reduce risk by reducing V. Assuming an OR fault
tree and $50 budget, a minimum risk of $117.83 is obtained
by investing $18.18 to eliminate the flat tire hazard; $23.96
to eliminate the empty gasoline hazard; and $7.87 on engine
failure prevention. Of course, these are partial eliminations,

MBRA downloads are at: www.CHDS.us/resources.



because a total of $350 would be needed to completely elim-
inate all hazards.

Fault tree vulnerability—the probability of at least one
threat occurring and thereby stopping your car—declines
from 66.3 to 34.8% after investing $50 and declines even
further to 11.2% after investing $150. How much investment
is enough, and when does diminishing returns render more
investment a waste of money? This is answered by evalu-
ating ROL.

Fault tree risk is reduced from $270 to approximately
$117, for an ROI of ($270-117)/$50, or $3.06/$. Generally,
more budget means more risk reduction, but risk reduction
has a diminishing returns (see Fig. 2.2). The MBRA fault
tree model assumes an exponential decline in vulnerability
as investment increases. And, because an infinite investment
is required to reduce an exponential to zero, some vulnera-
bility will always remain.

The first dollar invested has a higher ROI than the last
dollar. This shows up in Figure 2.2 as an exponentially
declining risk versus total budget, and an ROI curve that
also declines exponentially. An investment of $100 yields
an ROI of approximately $2.00/$. Therefore, the amount of
investment, and the corresponding amount of ROI achieved,
is a policy decision. Figure 2.2 contains a vertical dotted
line at approximately $100 corresponding with a policy
decision to get $2.00 in risk reduction for each $1.00
invested. Therefore, an ROI policy might trade improve-
ment in security for cost—the more you pay the more you
get. But ROI also declines with risk, so ROI is itself a
diminishing return asset.
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2.3.1 Another Example: Redundant Power

Consider a more elaborate and realistic example. Suppose a
hospital wants to evaluate the utility of backup power as a
way to increase resiliency through redundancy. During
normal operation, the hospital runs on electrical power
provided by the grid. But when the grid fails, the hospital
switches to its backup system—a diesel-powered generator.
The hospital cannot fail unless both sources of power fail.
The backup generator is a redundant resource, and therefore
the fault tree contains an AND gate as shown in Figure 2.3.

The AND fault tree for this hypothetical hospital has
three levels—the hospital, component level containing
backup and grid, and the threat level containing flood, terror-
ist, and mishap. In general, fault trees can have many levels
of components, which allows the analyst to model compli-
cated systems. In this example, the AND logic composes
backup and grid. In turn, the backup component contains
one threat—asset pair: flood—backup. The grid component
combines two threat—asset pairs: terrorist—grid and mishap-
grid. The two grid pairs are combined using the OR logic
shown in Figure 2.3.

Table 2.2a shows the inputs for each threat—asset pair in
Figure 2.3. Initial estimates of T and V are 50%, which rep-
resents maximum uncertainty. That is, there is not enough
information to know whether T and V should be high or low.
Therefore, the maximum ignorance values are used.
Consequences are obtained by calculating the financial dam-
ages to the hospital due to each hazard—flood, terrorist
attack, and mishap. Elimination costs are calculated based
on the cost of vulnerability reduction as before.
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FIGURE 2.2 Risk and return on investment decline after a modest investment in vulnerability reduction. This graph was obtained for the

OR fault tree resource allocation algorithm in MBRA that assumes an exponential diminishing returns relationship between budget and vul-
nerability. The vertical dotted line shows that $100 invested returns $200 in risk reduction for an ROI of $2/$.
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FIGURE 2.3 AND fault tree for the hypothetical hospital power supply: redundancy is modeled by placing an AND gate between the two

TABLE 2.2 Inputs and analysis of the hospital fault tree in Figure 2.3 shows investing

$125 thousand reduces risk from $1000 thousand to $581.5 thousand

(a) Initial inputs and risk. Dollars are in thousands

Threat T (%) V (%) C Elimination cost
Flood 50 50 $1000 $100
Terrorist 50 50 $2000 $1000
Mishap 50 50 $1000 $200
Initial risk $1000

(b) Results of investment of $125 thousand to secure the hospital’s power. Initial risk

of $1000 thousand is reduced to $581.5 thousand

Investment: $125

Threat Allocation Reduced V (%) Reduced risk
Flood $44.00 8.95 $44.73
Terrorist $28.50 44.70 $447.30
Mishap $52.55 17.90 $89.46
Reduced risk $581.49

The numbers in Table 2.2b show the results of investing
$125 thousand to reduce V and, in turn, risk from $1000
thousand to $581.5 thousand—a 41.85% reduction. The ROI
is $3.35/$. But, if the policy is to obtain an ROI of $2.00/$,
as shown in Figure 2.4, $350 thousand would have to be
invested, reducing risk from $1000 thousand to $295
thousand.

Hospital failure probability is initially 10.94%, because
both grid and backup must fail in order to do harm to the
hospital. An investment of $125 thousand reduces it to
V = 1.3%, and an investment of $350 thousand reduces V to
0.35%. That is, vulnerability is very low because of the
redundancy of backup power.

This example illustrates the value of redundancy. Without
the redundant backup, risk due to grid failure would be $750
thousand. If the backup system were combined with the grid
using an OR model, the risk due to one or the other failing
would still be $581.5 thousand, assuming a vulnerability
reduction investment of $125 thousand as before, but the
likelihood of one or the other failing would be 32.5%, with
the OR fault tree, instead of 10.94% with the AND tree.

Redundancy is three times more effective in reducing vul-
nerability of the hospital than reliance on the grid, alone.
AND redundancy is very powerful medicine for this hospital.

The two examples—car and hospital—illustrate contrast-
ing models of risk reduction. In both examples, risk declines
exponentially because MBRA optimization assumes
exponential diminishing returns. (This is an artifact of
MBRA, but is it true in reality?) But the decline in vulnera-
bility is much sharper for the redundant hospital power fault
tree than the car fault tree. This is due to the redundant AND
gate in the case of the hospital.

2.4 CYBER KILL CHAINS ARE FAULT TREES

The cyber kill chain model aims to organize threats and risks
associated with attacks on computer systems so they may be
addressed in a systematic and structured manner. Threats
that go far beyond script kiddies’ exploits and amateur hacks
are called advance persistent threats (APTs). The common
objective of an APT is to insert a remote access Trojan (RAT)
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FIGURE 2.4 Return on investment analysis for the redundant hospital power model in Figure 2.3. The vertical dotted line shows where an

ROI of $2.00/$ is achieved.

into a victim’s computer system so that the adversary can
take control anytime she wishes. Thus, kill chains can be
modeled as special fault trees because threats are APTs,
computer weaknesses are vulnerabilities, and exploits have
consequences.

Hutchins et al. [1] define a cyber kill chain as a sequence
of intrusions leading up to destructive action on the part of
an APT:

1. Reconnaissance—Research, identification, and selec-
tion of targets, often masquerading as benign Internet Web
sites such as conferences and mailing lists for email
addresses, social relationships, or information on specific
technologies.

2. Weaponization—Packaging an RAT and exploit into a
deliverable payload, typically by means of an automated
tool (weaponizer). For example, client application data
files in Adobe Portable Document Format (PDF) or
Microsoft Office document format serve as the weaponized
deliverable.

3. Delivery—Transmission of the weapon to the targeted
network or machine. For example, in 2004-2010, the three
most prevalent delivery vectors for weaponized payloads by
APT actors were email attachments, Web sites, and USB
thumb drive removable media.

4. Exploitation—The adversary triggers the payload code
after it is delivered to the victim host. Frequently, exploita-
tion targets an application or operating system vulnerability,
but it could also more simply exploit the users themselves or
leverage an operating system feature that automatically exe-
cutes the intruder’s code.

5. Installation/spread—Installation of an RAT or backdoor
on the victim’s system allows the adversary to maintain per-
sistence inside the environment. The RAT is controlled and
activated by the adversary at any time.

6. Command and control (C2)—Typically, APT malware
requires manual interaction rather than automatic control.
Intruders have “hands on the keyboard” access inside the
target environment.

7. Actions on objectives—Typically, the objective is data
exfiltration, which involves collecting, encrypting, and
extracting information from the victim environment, as well
as violations of data integrity. Alternatively, the intruders
may only want to hop to another system or move laterally
inside the network.

Note that all seven steps must be completed before the
exploit is successful. In terms of FTA, these steps are
connected by an AND gate (see Fig. 2.5). A typical multi-
path kill chain is shown in Figure 2.6, assuming a kill chain
is established between a system and three different access
points: a user inserting a USB thumb drive into the system,
a third-party vendor with password access, and a typical
user that may be a victim of spear phishing. A kill chain is
established for every trusted path connecting users with
their data.

2.5 PRA IN THE SUPPLY CHAIN

One of the most successful applications of PRA outside of
the nuclear power industry is MSRAM (Maritime Security
Risk Assessment Method)—a US Coast Guard method and
tool for assessing port security [2]. MSRAM incorporates
tools for estimating T, V, and C utilizing a modified PRA
model:

Risk =TVC
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FIGURE 2.5 A fault tree model of a single trusted path from a user to data contains kill chain steps connected by an AND gate. All steps

must be successful for an intruder to gain control.

where T is INTENT x CAPABILITY
INTENT is a measure of propensity to attack

CAPABILITY is a measure of ability to successfully
attack

V is a measure of target weakness

C is modified consequences, moderated by preventive
measures

In MSRAM, T is a combination of a terrorist’s intent and
capability to carry out an attack. V is a measure of vulnera-
bility due to a lack of prevention, lack of target hardening
and mitigation, and lack of resiliency. Consequence, C, is
actually a reduced consequence calculated by considering
how well port authorities collaborate with sister law enforce-
ment agencies, the port’s response capability, and other
target-hardening factors. T, V, and C are obtained by select-
ing options from a list, so the user does not have to enter
numbers.

MSRAM is scenario driven, meaning it takes a user
through a scenario as it collects inputs. One scenario might
describe a plot to block a port by ramming and capsizing a
large ship. Another scenario might describe an IED attack on
key assets. MSRAM supported approximately a dozen sce-
narios at the time this was written. Scenarios simplify the
task of estimating T, V, and C and keep users focused on
incidents of interest to the Coast Guard.

MSRAM produces a risk index number (RIN) obtained
from multiplying the MSRAM scenario-driven estimates
of T, V, and C. It is also part of more elaborate risk
assessment tools used by the USCG to allocate resources
such as people and ships. For example, PROTECT uses
MSRAM RIN numbers to randomize and schedule patrols
to fend off poachers, terrorists, drug runners, and smug-
glers. PROTECT is a game-theoretic tool described in
more detail in Chapter 16.

MSRAM has been used to analyze thousands of assets
in ports across the county. RIN values are collected at
the local port level, regional Coast Guard levels, and
USCG headquarters. By comparing similar assets across
all ports, analysts can standardize the results—an impor-
tant feature that allows headquarters to compare RINs
across the country. The RIN values are ranked from high-
est to lowest to determine resource allocation. While this
is known to be nonoptimal, it does reduce the highest
risks before allocating limited resources to lower-risk
assets.

2.6 PROTECTION VERSUS RESPONSE

PRA, MSRAM, and FTA methodologies have limitations.
First, there is no consideration of the cost involved in
reducing risk by reducing vulnerability or consequence as in
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FIGURE 2.6 A multipath kill chain connects paths with an OR
gate and replicates the seven steps of the kill chain for each path.

Any one or multiple path can be compromised, resulting in a
successful exploit.
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the MBRA fault tree model. MSRAM has no elimination or
mitigation cost capability at all. (MBRA applies investments
to vulnerability reduction only, which is an incomplete
model, too.) Lacking any method or guidance for optimal
resource allocation, most operators simply rank assets
according to risk and then apply resources to the highest-
risk-ranked assets. This is famously nonoptimal in general,
because different threat—asset pairs cost different amounts to
protect and respond to.

For example, the cost to harden the Golden Gate Bridge
is much higher than the cost to harden a Google Internet
server. Even if the risk to both Golden Gate Bridge and
Google Internet server were identical, it is more rational
to allocate more resources to an asset with lower elimina-
tion cost, because overall risk reduction is greater when
investing in the less expensive asset. Higher ROI is typi-
cally associated with lower prevention and response costs,
which favors investment in higher ROI assets, regardless
of their contribution to risk. Of course, there is great
political and esthetic value attached to the Golden Gate
Bridge, which is not easily quantified and entered into a
calculator.

One remedy to this imbalance is to incorporate pre-
vention, vulnerability, and response costs in the expected
utility definition of risk. Investment in prevention might
lower threat; investment in vulnerability might increase
resilience; and investment in response might lower
consequence. Investments are applied separately to
prevention, resilience, and response, respectively. Risk
is reduced by a combination of vulnerability and
consequence reduction. (A similar argument can be made
for reducing threat as well.)

This level of detailed investment has been imple-
mented in commercially available tools such as
NetResilience.® In fact commercially available tools often
breakdown T, V, and C into more detailed models of
each. MBRA’s network model—briefly introduced
here—divides elimination cost into resilience and
response costs. Then, resilience investments are used to
reduce V, and response investments used to reduce C. For
example, a network model of the redundant power source
for the hospital in Figure 2.3 is shown in Figure 2.7. In
place of a fault tree, each component—grid and backup—
is represented as a node with five properties: ¢, v, ¢, pre-
vention cost pc, and response cost rc,. Table 2.3 contains
example input values and the results of resource
allocation such that V and C are reduced in order to min-
imize risk. Threat, T, remains unchanged—a topic
addressed later.

Table 2.3 summarizes the input values and calculations
obtained from MBRA'’s resource optimization algorithm.
MBRA sequentially optimizes to obtain minimum risk.

3Swww.critsci.com
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First, the prevention budget is applied to reduce vulnera-
bility, followed by application of the response budget to
reduce consequence. Both reductions assume the same
exponential diminishing returns curve used by MBRA’s fault
tree algorithm. This may introduce inaccuracies when the
rate of consequence reduction differs from the rate of vulner-
ability reduction.

As before, expected utility is the sum of risks—
$1000 thousand before investments in risk reduction
and $446.8 thousand after optimization. This reduction
was obtained by investing $75 thousand in prevention
and $50 thousand in response. This yields an ROI of
$4.43/$. Why is this much higher than the previous ROI
of $3.35/$? The answer is that consequence reduction

’

.

FIGURE 2.7 MBRA’s network model of the hospital redundant
power source requires only two nodes: backup and grid.

contributes more to risk reduction than does vulnera-
bility reduction in this example.

2.7 THREAT IS AN OUTPUT

A second major criticism of PRA concerns the placement
of T on the right-hand side of the risk equation, R = TVC.
Critics say that T should be an output rather than an input
to risk assessment. That is, threat should be a function of
vulnerability, because terrorists are more likely to attack
weaker targets than stronger or better-protected targets.
According to the critics of PRA, a rational terrorist will
attack the most vulnerable target to maximize his or her
expected utility.

But what if an intelligent adversary looking to maxi-
mize risk in a competition with a defender attempting to
minimize risk adjusts threat to take advantage of the
defender’s weaknesses? This formulation sets up a two-
party competitive game. One party is the defender, and
the other party is the attacker. The defender attempts to
minimize risk by reducing V and C. The attacker attempts
to maximize risk by increasing T. When this game is
applied to the hospital grid and backup system, alloca-
tions of both defender and attacker budgets must accom-
modate the competition as well as diminishing returns.
Such a competition is called a Stackelberg game and leads

TABLE 2.3 Inputs and resource allocation calculations minimization risk by reducing both vulnerability

and consequence, but at a cost

(a) Input values and initial risks

Inputs and initial risk

Node T v C Prevention cost Response cost Risk
Backup 0.5 0.5 1000 50 50 250
Grid 0.5 0.5 3000 600 600 750
Totals 4000 650 650 1000

(b) Results of risk minimization calculations

After investment: $75 prevention; $50 response

Node T v C Prevent allocation Response allocation Risk

Backup 0.5 0.32 702 5.77 3.85 111.7
Grid 0.5 0.32 2105 69.23 46.15 335.1
Totals 2807 75 50 446.8

(c) Results of risk maximization by an attacker with $125 thousand to invest. Defender adapts and changes allocation to

minimize risk

Attacker also invests $125; 3 unused

Node T \Y C Prevent allocation Response allocation Attack allocation Risk
Backup 0.82 0.18 389 13.3 10.24 21.8 57.4
Grid 0.56 0.33 2211 61.7 39.80 100.2 408.6
Totals 2600 75 50.04 122 466




to an attacker—defender competition with corresponding
allocation of resources by each party.

Table 2.3c shows the results of a competitive game in
which the attacker has $125 thousand in resources to increase
threat where it will do the most harm. As shown in Table 2.3c,
threat is increased to 82% probability for the backup asset
and increased to 56% probability for the grid asset. Overall
risk increases slightly to $466 thousand from $446.8
thousand.

MBRA’s network optimization algorithm uses a
Stackelberg® algorithm to obtain these results. First, the
defender attempts to minimize risk by allocating resources
to reduce V and C. Then, the attacker attempts to maximize
risk by allocating resources to T. Generally, the attacker will
increase T whenever the threat—asset—vulnerability triple
gives the attacker a payoff in terms of risk. Conversely, the
defender will attempt to decrease vulnerability everywhere,
but the defender has a limited budget. Therefore, the defender
is forced to leave low-consequence targets unprotected.
Attacker and defender repeat their allocations until
equilibrium is reached—neither attacker nor defender can
improve on their optimizations. Equilibrium is not always
possible, however, in which case MBRA stops after failing
to reach a stalemate between defender and attacker. (In most
cases the solution will oscillate between two or more equally
minimum values.)

The game theory approach produces a value for T,
given an attacker budget. Therefore, threat is an output
value. But it is an output determined by assuming a
rational actor always maximizes risk. What if the attacker
has no interest in maximizing risk? Instead, it is entirely
possible that a terrorist or criminal might act on opportu-
nity or pure chance. In this case, T might better be
obtained by other means. Such as described below under
Bayesian belief networks.

The Transportation Security Administration (TSA) and
the US Coast Guard have used more elaborate and sophis-
ticated game theory to allocate resources. For example,
the TSA GUARDS software attempts to minimize conse-
quences due to a terrorist attack on airports by playing a
two-party game with limited resources. GUARDS is
described in more detail in Chapter 15. A similar approach
has been used by the US Coast Guard to schedule cutter
missions. ARMOR-PROTECT [3] minimizes risk by pit-
ting a limited number of cutters against a much larger
number of adversaries. It uses the RIN values obtained by
MSRAM. PROTECT is described in more detail in
Chapter 16.

4Stackelberg games honor German economist Heinrich von Stackelberg,
author of Market Structure and Equilibrium (1934). https://en.wikipedia.
org/wiki/Stackelberg_competition
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2.8 BAYESIAN BELIEF NETWORKS

Rational actor models like Stackelberg assume an attacker
thinks like an optimizer. But in reality, terrorists and criminals
may be impulsive, irrational, or even stupid at times. This calls
for an alternative method of prediction based on observable
evidence. One such method is based on the 250-year old
theory of Thomas Bayes (1701-1761)—a Presbyterian min-
ister in England whose work was published only after his
death in 1762. Even then his innovation was largely ignored
until recently, because it is computationally intense—a chore
best left to a computer.

Bayes believed in evidence instead of combinatorial anal-
ysis. He also conjectured that belief is conditional—it
depends on mounting observations that either contribute to a
belief or debunk it. He formalized his belief system in terms
of conditional probabilities. For example, if the hospital
modeled as a fault tree in Figure 2.3 is about to fail because
its power is soon to be cut off, then it must be because the
grid is damaged and the backup power is inadequate. Bayes
formalized evidence as conditional probabilities strung
together in a network as described in Appendix B.

Bayesian probability and its corresponding BN incorpo-
rate conditional probabilities to arrive at risk via observa-
tions rather than enumerated possibilities. A Bayesian
probability asks, “What is the probability that the hospital H
fails given the Grid is not operating and the Backup is not
operating?” This language becomes more tortured as the
number of conditions mount up. It also becomes more diffi-
cult to compute the conditional probabilities—called
beliefs—as the size of the problem rises. For these reasons, a
computerized BN is used to string together probabilities and
conditional probabilities as shown in Figure 2.8.

Each node in a BN is a proposition that can be true or
false or partially true or false. Partial truth is indicated by a
probability—a number between zero and one. Probabilities
are multiplied together as indicated above. But it is much
easier to use a computer and BN software than arduously
multiply fractions. More importantly, probabilities change
from a number less than one to one, as evidence says the
event has happened. In this sense, a BN is a real-time tool for
estimating the likelihood of a future event as the events
leading up to it are confirmed.

2.8.1 A Bayesian Network for Threat

Consider a simple threat analysis with the goal of estimating
T for a bomb-bridge threat—asset pair. Intelligence analysts
believe T is influenced by capability and intent as in the
Coast Guard’s MSRAM. Capability is measured by the
degree of belief that a suspected terrorist can construct a
bomb capable of blowing up a certain bridge. Intent is mea-
sured by the degree of belief that the suspect has performed
surveillance on the bridge with the intention of blowing it
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S: Surveillance

Pr(S)
S=No S=Yes
0.10 0.90
B: Build bomb
Pr(BIS) CPT
S B=No B=Yes
No 0.75 0.25
Yes 0.10 0.90
A: Attack bridge
Pr(AIB,S) CPT
B S A=No A=Yes
No No 1.00 0.00
No Yes 0.80 0.20
Yes No 0.95 0.05
Yes Yes 0.20 0.80

FIGURE 2.8 Bayesian network model of threat consists of three propositions: S, surveillance (intention); B, bomb-building (capability);
and whether or not to A, attack a bridge. Beliefs are shown as probabilities in the conditional probability tables (CPT) of each proposition.

Input beliefs are shaded.

up. Therefore, the evidence used to predict an attack on the
bridge consists of surveillance, S, and bomb-building capa-
bility, B, as shown in Figure 2.8.

Every proposition has a truth table associated with it
called the conditional probability table (CPT) that distills
the degree of belief in every possible combination of precon-
ditions. The CPT contains prior knowledge obtained from
observation or experience and guesses based on supposition.
These numbers quantify belief that a no or yes outcome will
result from the preconditions. For example, setting S = Yes
with probability 0.90 means we are 90% certain that surveil-
lance indicates an intent to damage the bridge. Similarly, in
Figure 2.8, probability of 0.25 means we are 25% sure that
the suspect has the capability of building a bomb without
previous surveillance, and 0.90 means we are 90% sure the
capability exists when surveillance has been carried out. The
attack CPT contains probabilities of attacking the bridge
conditional on four preconditions. When no bomb capability
or surveillance has been carried out, we believe the attack
will not occur; when there is no bomb capability but surveil-
lance has been carried out, the probability of an attack
increases to 20%:; and so forth.

The output from a BN changes when better, more accu-
rate evidence is collected and entered in a CPT. For example,
suppose a prior belief changes—we learn that the suspected
terrorist has studied the bridge so surveillance changes from
90 to 100%. If we believe the terrorist has achieved bomb-
building capability, the CPT for building a bomb increases to
100% also. These new priors are entered into the CPTs for
surveillance and build bomb, and a new degree of belief in

an imminent attack is calculated. In this case, belief in an
eminent attack increases to 80%.

In general, a BN threat model like this can be reapplied
every time new evidence arrives in the form of prior proba-
bilities. The likelihood of the threat becoming real is an
output value rather than an input. Of course, it can still be
entered into a fault tree to allocate resources to minimize
risk. But the main point of this analysis is to illustrate how
threat can be calculated rather than entered as an input value
only.

2.8.2 Predictive Analytics

Where do the estimates of belief come from in a BN such as
the one shown in Figure 2.87 Typically, beliefs are mined
from big data—statistics on past incidents and events. For
example, in predictive policing, a metropolitan area might be
divided into a checkerboard grid, and each square assigned
numbers such as the number of traffic violations, number of
shootings, number of terrorist attacks, and so on. These
numbers are converted into estimates of the likelihood that
an event such as a robbery or traffic accident will happen in
each checkerboard square.

A more detailed BN might be based on contributing
factors such as the number of domestic violence cases, the
poverty level of a checkerboard square, unemployment
levels, and so forth. Essentially, the BN is a model of the
likelihood of one or more events occurring based on past his-
tories. It is predictive only in the sense that the past is a pre-
dictor of the future.



Gutenberg—Richter ranked exceedence

1000
900
800
700 \\
600
500 \\

400
300 \\
200 \
100
T

T T
1 1.5 2 2.5 3 3.5 4 4.5 5
Magnitude M

N(s=S)

RISK OF A NATURAL DISASTER 35

Gutenberg—Richter ranked exceedence
0 2 4 6 8 10

log (N)
|

Magnitude log(s)

FIGURE 2.9 The Gutenberg—Richter law for relating the number of earthquakes of size S is an exceedence probability distribution that
obeys a power law. The log—log plot is a straight line with slope equal to the fractal dimension of the power law.

2.9 RISK OF A NATURAL DISASTER

Mother Nature—not terrorists—causes most catastrophic
events. In fact, terrorism is a low-risk hazard. Without a
human perpetrator, the TVC model is useless for quantifying
risk because there is no attacker and hence no threat compo-
nent. But the expected utility formulation of risk is still use-
ful, especially if the frequency of a hurricane, earthquake,
flood, airplane accident, forest fire, or power plant meltdown
is known. For example, given the probability of a forest fire,
Pr(x) of size x, the expected loss is Pr(x)x. Note that this is an
entire table or graph of risks, because x can vary from zero to
some maximum consequence. Therefore, risk is a function
(see Appendix B for mathematical details).

2.9.1 Exceedence

Risk of a natural disaster is often quantified as an exceedence
probability function rather than a single expected value,
because insurers want to know the PML, so they can adjust
premiums accordingly. PML risk is based on exceedence
probability, which is the likelihood of an event of size C or
larger. The famous Gutenberg—Richter scale for measuring
the size of an earthquake is an example of an exceedence
probability distribution, EP (see Fig. 2.9).

Note that a typical EP is long-tailed, meaning that the
curve drops rapidly from an initial high value to a low value,
left to right. The longer the tail, the heavier it is; hence long-
tailed distributions as illustrated in Figure 2.9 are also called
heavy-tailed distributions. Such a distribution means that it
is much more likely that an event near zero on the x-axis will
occur than an event far to the right side of the graph.
Furthermore, a long-tailed distribution declines more slowly
along the x>0 axis, indicating that likelihood still exists
even at the extreme right side of the graph.

A classical long-tailed distribution is mathematically
equivalent to a power law. While other mathematical
functions qualify as long-tailed, power laws are simple to
represent as a mathematical function and actually occur in
nature. As it turns out, the EP curve of most hazardous events
is a power law with a long tail when plotted on an x—y-axis,
but a straight line when plotted on a log—log-axis chart.’
Figure 2.9 illustrates both—a long tail when plotted on a
linear graph and a straight line when plotted on a log-log
graph.

Power laws are fully described by a single number called
a fractal dimension, which is simply the slope of the EP plot-
ted on log-log scales as shown in Figure 2.9. A low value of
fractal dimension corresponds to a relatively horizontal flat
EP curve. A high value corresponds to a relatively rapid
vertical drop in the EP, while a low value corresponds with a
relatively low rate of decline or even a nearly flat curve. The
fractal dimension of Figure 2.9 is 1.05, because the slope of
the log—log plot is (—1.05).

2.9.2 EP vs. PML Risk

PML risk is calculated from an exceedence probability curve
EP by multiplying values along the x-axis by corresponding
values along the y-axis as illustrated in Figure 2.10. That is,
PML risk is the product of the likelihood of an event of
consequence x or larger and EP. The dotted lines of
Figure 2.10 illustrate the difference between EP and PML.
Threats and hazards that increase PML risk without
bound, as in Figure 2.10a, are considered high risk, while
Figure 2.10b shows a low-risk threat or hazard. Note that a
low-risk threat or hazard reaches a peak, which is the
maximum PML risk, often simply called PML risk. Maximum

SFor mathematical details, see Appendix B.
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FIGURE 2.10 Long-tailed exceedence probability curves: one for high-risk hazards and the other for low-risk hazards.

PML risk represents the greatest exposure for an insurance
company and is often called maximum probable loss in con-
trast to PML.

Most threats and hazards described in this book are low
risk in the sense of PML and reach a peak as shown in
Figure 2.10b. The magnitude of the peak of the dotted line in
Figure 2.10b is a compact measure of risk we will use
throughout this book. It represents the likely worst-case sce-
nario for a threat or hazard.

Exceedence probability EP is a measure of the likelihood
of aworst-case event, while PML is a measure of the expected
loss due to a worst-case event.

2.10 EARTHQUAKES

Perhaps the most famous ranked exceedence curve is the
Gutenberg—Richter scale for measuring the size of earth-
quakes. According to the USGS, “The Richter magnitude
scale was developed in 1935 by Charles F. Richter of the
California Institute of Technology as a mathematical device
to compare the size of earthquakes. The magnitude of an
earthquake is determined from the logarithm of the amplitude
of waves recorded by seismographs. Adjustments are
included for the variation in the distance between the various
seismographs and the epicenter of the earthquakes. On the
Richter scale, magnitude is expressed in whole numbers and
decimal fractions. For example, a magnitude 5.3 might be
computed for a moderate earthquake, and a strong earth-
quake might be rated as magnitude 6.3. Because of the
logarithmic basis of the scale, each whole number increase
in magnitude represents a tenfold increase in measured
amplitude; as an estimate of energy, each whole number step

in the magnitude scale corresponds to the release of about 31
times more energy than the amount associated with the pre-
ceding whole number value.”

The magnitude of an earthquake, M, is an expression of
the amount of energy released by a tectonic shift. Richter
observed that the number of earthquakes in excess of a
certain size obeys a power law with a fractal dimension close
to 1.0. The number of earthquakes falls on a straight line
when plotted on a log—log graph. Generally, exceedences are
plotted on log—log graphs so we can obtain the fractal
dimension from the slope of the straight line. (It is also used
to determine if exceedence is truly a power law.)

2.11 BLACK SWANS AND RISK

The term black swan achieved mainstream status with the
publication of Taleb’s highly successful book, The Black
Swan [4]. Taleb uses the colorful phrase to describe highly
unlikely and yet highly consequential events that surprise
and astonish us. He addresses a major limitation of EUT by
asking, “what is the definition of risk when Pr(failure)
approaches zero and consequence approaches infinity?”
After all, the product of zero times infinity is mathematically
undefined. What does it mean? (The terrorist attack of 9/11
is an example: its likelihood approached zero and its
consequence approached infinity. It seems to render EUT
useless.)

This paradoxical question is easily answered when true
exceedence probability is a power law and PML risk is
taken to the limit. A black swan event occurs with proba-

®http://earthquake.usgs.gov/learn/topics/richter.php



Largest floods: exceedence vs. discharge

Largest floods: log(EP) vs. log(discharge)

BLACK SWAN FLOODS 37

100% -
90% —T\
80% \ -
Z 0% \ et
g 60% \ =
A~ - - -t ® FEP
= o T <7 Power law
T 30% < i
ey = == PML risk
£ 20% LX
10% %
0% : . : . ; :
0 2 4 6 8 10 12

Discharge size (million m3/s)

0 —&— T T T T T 1
04 -02 02 04 06 08 1 1.2
0.2 1
-0.4
e
vy =-0.8604x-0.3922
0.6 .

R2=0.92502
-0.8 \
1 (X I)

-1.2 =

log(EP)

log(discharge)

FIGURE 2.11 Exceedence probability—in x—y coordinates and log(x)-log(y) coordinates—of the largest known floods in history reveals

them to be high risk.

bility equal to the right-hand-most point in the true
exceedence probability function; see the rightmost points
in Figure 2.10. This is where the extremely large-
consequence, extremely small likelihood incidents lie on
the graph. Taleb’s conundrum is resolved by observing
what happens to PML risk as x-axis consequence increases
without bound.

When consequence increases without bound, PML also
increases without bound, if the fractal dimension of the haz-
ard’s true exceedence probability curve is less than 1.
Otherwise, PML risk drops to zero as consequence increases
without bound. We call the unbounded PML risk curve high
risk and the bounded PML risk curve low risk. Whether a
threat or hazard is considered high or low risk depends
entirely on the value of fractal dimension:

High risk: fractal dimension< 1.0
Low risk: fractal dimension> 1.0

The shape of these curves is completely determined by
the fractal dimension of the exceedence probability
curve. High-risk hazards have longer-tailed exceedence
probability curves, and low-risk hazards have shorter-
tailed curves. The fractal dimension of the power law EP
curve tells us the most important fact about a hazard—
its qualitative degree of risk. It also solves Taleb’s
conundrum.

2.12 BLACK SWAN FLOODS

Jim O’Connor is a scientist with the U.S. Geological Survey
Water Science Center in Portland, Oregon. He is a native of
the Pacific Northwest “long interested in the processes and

events that shape the remarkable and diverse landscapes of
the region,” according to his home page.” Along with col-
league John Costa, the two studied the largest known floods
over the past 1.8 million years (the Quaternary Period) and
found them to be high-risk hazards [5]. The exceedence
probability graphs in Figure 2.11 were obtained from data
composed by O’Connor and Costa.

According to their research report, “The largest known
floods of the Quaternary Period had peak discharges of
nearly 20 million cubic meters/second and resulted from
breaches of glacial-age ice dams that blocked large midcon-
tinent drainage systems during ice ages. Most of the other
largest documented floods resulted from breaches of other
types of natural dams, including landslide dams, ice dams
from smaller glaciers, releases from caldera lakes, and ice-
jam floods. Only 4 of the 27 largest documented floods were
primarily the result of meteorological conditions and atmo-
spheric water sources. However, if only historic events are
considered, the proportion of large meteorological floods
still rises to only 4 of 10.%®

The fractal dimension of these black swan floods is
less than 1.0 as shown in the log—log graph of Figure 2.11.
Therefore, black swan floods are high risk. The dashed
PML risk line is unbounded as size increases. In other
words, PML risk increases without bound as consequence,
measured in volume of water discharged, increases.
Recall that the dotted line in Figure 2.11 is obtained
by multiplying x-axis values by y-axis values to get
PML risk.

"https://profile.usgs.gov/oconnor/
Shttp://pubs.usgs.gov/circ/2004/circ1254/pdf/circ1254.pdf
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FIGURE 2.12 Exceedence probability of financial consequences from US natural disasters 1995-2011 is shorter-tailed than during the
15-year period 1980-1995. (a) Fractal dimensions of consequence exceedence for 1980-1995 is 1.22; 1996-2011 is 1.42; and 1980-2011 is
1.53. (b) Risk profiles of natural disasters 1980-2011, 1980-1995, and 1996-2011 suggests risk is lower now than the 1980-1995 period,

except for the last decade (2000-2011).

2.13 ARE NATURAL DISASTERS
GETTING WORSE?

US natural disasters costing in excess of one billion dollars—
hurricanes, forest fires, droughts, floods, and so on—during
the 15-year period 1980-1995 occurred with a frequency
and size that yielded a fractal dimension of g =1.22 (see
Fig. 2.12a). They were low-risk hazards because g > 1, but
during the 15-year period 1995-2011, natural disasters
decreased in frequency and size so that the fractal dimension
of consequence exceedence rose to 1.42. In other words, the
tail of consequence exceedence is getting shorter. This sug-
gests less risk, but note the cross over in risk that occurred
around 2000.

The risk profiles of Figure 2.12b show an unexpected
upturn in risk after the year 2000. The risk profile of the
1995-2011 period crosses over the 1980-1995 tail, suggest-
ing a reversal of fortunes. For most of the 30-year period,
natural disaster hazards were becoming less lethal. From
Figure 2.12b it appears that natural disasters are suddenly
getting worse after decades of being lower risk than the
30-year trend. Why is this reversal of fortunes happening?

Global warming is one common explanation of the
sudden reversal in natural disaster risk. As the tempera-
ture of the earth rises, it alters Earth’s ecosystem in non-
linear ways not fully understood by science. However, we
have 160 years of temperature readings to study and
determine if there is a connection between the slowly
rising mean temperatures and weather-related hazards
such as superstorms, hurricanes, droughts, and floods.

Can we correlate global warming with the risk of natural
disasters increasing since 20007

2.14 BLACK SWAN AL QAEDA ATTACKS

Paul Pierre Levy (1885-1971) was a French mathematician
and educator that studied a type of random walk found in
nature—and subsequently named after him—the Levy flight
or walk. Levy flights and walks are distances traveled by ani-
mals and people containing waypoints separated by a dis-
tance that obeys a power law distribution. For example,
foraging animals in the forest, shoppers in the mall, vaca-
tioners in Disney World, and contagions in a global pan-
demic hop, skip, and jump according to a Levy flight pattern.

The author studied Levy flights of the al Qaeda terrorist
organization, the SARS pandemic, and shoppers in
Manhattan, New York, and found they all obey Levy flights
and walks. Furthermore, in many cases, terrorist attacks and
other catastrophic events also obey Levy flights in time as
well as distances between subsequent attacks. Both elapsed
time and distances between subsequent events obey power
laws—suggesting that al Qaeda attacks and epidemics are
similar in complex behavior.

Consider the dramatic example of exceedence proba-
bility and fractal dimensions obtained by plotting conse-
quences (deaths), displacement (miles), and elapsed times
(days) between subsequent terrorist attacks in Figure 2.13
[6, 7]. Displacement is defined as the distance between
subsequent attacks, and elapsed time is defined as the time
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FIGURE 2.13 Fractal dimension of the Levy flight of SARS as it spread to 29 countries was equal to 1.07.

interval between subsequent attacks. Exceedence is the true
exceedence probability obtained by summing the frequency
of events from the black swan end of the graph to its x-axis
value. In each case, the exceedence probability distribution
equals the probability of an event of consequence, distance,
or elapsed time greater than or equal to number of deaths,
miles, or days.

They all form Levy flights of different fractal dimensions.
In terms of deaths, al Qaeda attacks are low risk, because the
exceedence probability curve fits a power law with fractal
dimension greater than one (1.33). This means the PML risk
initially rises but then falls to zero as consequence rises. The
number of deaths caused by al Qaeda on 9/11 is a black swan
with exceedence odds of 1 in 999, corresponding with PML
risk of 2.7 deaths.

Levy flight analysis of distance suggests that most al
Qaeda attacks were relatively local, because of the lopsided
power law fit to the exceedence probability curve of
Figure 2.13b. But the fractal dimension suggests the
opposite—al Qaeda has a relatively long reach, because of
the long tail of the curve. A fractal dimension less than one
confirms this. The terrorist group operates on a global
scale—the 9/11 attacks in New York, Virginia, and
Pennsylvania were more than 5000 miles from the previous
attack.

Levy flight analysis of the elapsed time between
subsequent attacks during this interval (1993-2009) suggests
short time intervals because the fractal dimension of the time
exceedence curve is greater than one. In fact, if bin Laden had
not been killed and al Qaeda largely defeated, the probability
of the next attack occurring before x days in the future would
be 1-EP(x), from Figure 2.13c. For example, the probability
of a subsequent al Qaeda attack within the next 360 days is
0.94, according to the power law with fractal dimension of
1.4. (At the time this was written, several attacks occurred
that were not included in the initial analysis.)

2.15 BLACK SWAN PANDEMIC

Figure 2.14 shows the probability distribution for the SARS
mini-pandemic that originated in China in 2002 and was
largely extinguished 9 months later. It could have been dif-
ferent. SARS flared up in November 2002; infected 8422
people, killing 916 in 29 countries; and then faded out by
June 2003. SARS potentially could have spread to every
corner of the globe, except it did not. Why not?

Probability distributions, Levy flights, and PML risks
apply to biological threat—asset pairs such as global pan-
demics—or threats of pandemic—just as they apply to other
natural disasters. For most of the 80 years following the
1927 Kermack—McKendrick mathematical model of epi-
demics, the world assumed germs bounced from host to host
like a random golf ball [8]. The chance of contracting the
black plague was an equal-opportunity disease—everyone
had an equal chance of contracting it. But modern network
science replaced the Kermack—McKendrick model with a
modern one: contagious germs take Levy flights from host to
host. They do not bounce around completely at random.
Instead, their probability of spreading a certain distance
obeys a power law. Pandemic diseases travel along Levy
flights defined by social networks, and social networks are
not random.

Global pandemics spread through networks created by
people socially connecting to one another. This social network
forms pathways for Levy flights—literally airline flights
from one country to another. While SARS began in a back-
woods region of China, it was soon carried to a hotel in
Kowloon where infected Doctor Liu Jianlun waited for the
elevator on the ninth floor. The doctor had recently attended
a patient with a strange respiratory disease. Next to him were
three Canadians, a man and woman from Hong Kong, and
an American businessman. The Canadians, Chinese, and
American got on airplanes and flew to other countries. Doctor
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FIGURE 2.14 The exceedence probability distributions for consequence, distance, and elapsed time between subsequent al Qaeda attacks
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Liu soon died from the strange respiratory disease, and the The question is not why did SARS travel the globe—the
others spread the disease to other countries. Incredibly, the question is, why did it stop? The answer is social networking
lift on the ninth floor was the epicenter of a social network SARS foraged its way over one-third of the globe and then

that spread the strange disease to 29 countries. stopped in its tracks by a combination of alert public health
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experts and the fractal dimension of its probability distribu-
tion. According to researchers Hu, Luo, Xu, Han, and Di,
pandemics die out if the fractal dimension of the associated
probability distribution is less than two. The probability dis-
tribution is formed by the frequency of contagion, which in
turn is determined by the shape of the social network. And
the social network is shaped by air travel and face-to-face
contact. Hu et al. claim, “the epidemic is liable to disappear
if there are more long-distance connections than short ones”
[9]. In other words, in addition to a fast-acting public health
sector, the social network stretched too thin across the globe,
which weakened and eventually killed SARS. In an age of
global air travel, long flights are safer than short flights.

The fractal dimension of the SARS probability distribu-
tion power law is far less than the required tipping point of
two. Therefore, SARS burned out partially because the
human carriers traveled too far. In addition, health profes-
sionals were able to stamp out the disease in each distant
country before it started spreading again. The combination
of rapid response and global air travel defeated SARS.

There are two fundamental kinds of epidemics. The first
kind, susceptible—infected-recovered (SIR), describes a
population of people that are initially susceptible to a disease,
then infected with a certain probability, and finally either
recover or die, so they are no longer susceptible. SIR diseases
eventually die out because they either kill their hosts or run out
of victims.

The second kind of disease is known as susceptible—
infected—susceptible (SIS). It spreads throughout a
population of initially susceptible individuals that either
die or recover and become susceptible again. An SIS
population can sustain a contagion forever, if conditions
are right for recurrence of the disease. SARS was suspected
of being SIS, which means it can flare up again. If the
initial victims at ground zero stay in their own country, the
contagion could grow to an enormous size before public
health officials get ahead of the disease. But if the initial
victims travel long distances more than short distances, the
disease is likely to be controlled if the fractal dimension is
less than two.

Chapter 14 examines the impact of the commercial air
travel network on the spread of contagions and recommends
a number of countermeasures for reducing the spread of
highly contagious diseases. The solution involves a
combination of quick response and complexity theory rem-
edies (blocking nodes). As it turns out, the air travel network
can be exploited to stop pandemics.

2.16 RISK AND RESILIENCE

Risk is not a single number. It is an entire function as illus-
trated by Figure 2.10. Resilience, however, is quantifiable as
a single number—it is proportional to the fractal dimension
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of a critical infrastructure exceedence probability function.’
Resilient threat—asset pairs have higher fractal dimensions,
which means shorter-tailed exceedence probability
distributions. So resilience of a threat—asset pair network is
proportional to the fractal dimension of the hazards applied
to the threat—asset pair. Resilience increases as fractal
dimension increases. The way to reduce risks due to hazards
like hurricanes and terrorism is to shift the exceedence prob-
ability from high to low risk—by shortening its tail. Risk
reduction and antifragility strategies come from bending the
exceedence curve downward (increasing its fractal
dimension) to make the tail shorter and thinner.

Risk/Resilience Strategy: Threat—asset pair risk is reduced
and resiliency improved by increasing the fractal dimension
of the threat—asset pair’s exceedence probability function.
Resilience is proportional to fractal dimension—higher is
better.

Table 2.4 lists a number of common hazards and their
fractal dimensions. They are divided into low- and high-risk
categories according to their fractal dimensions. It may be
surprising to some that terrorism is a low-risk hazard. It may
also come as a surprise that fractal dimension varies so
widely from hazard to hazard.

Consequence is measured in different ways in
Table 2.4. For example, the consequence of earthquakes
is measured in area, deaths, and financial loss. When
measured in area, earthquakes are considered low risk.
But when measured in deaths and financial loss, they are
considered high risk. Why?

There are more threats and hazards than we have funds to
prevent. Therefore, optimal resource allocation should be
based on ROI—a cold analytic method of deciding what is
protected and what is not. In addition, a diversified portfolio
of critical infrastructure investments is the best strategy,
because of diminishing returns. Each asset or system in the
portfolio should be resourced optimally, but not beyond
some predetermined ROI. To spend limited funds beyond a
certain ROI is wasteful. There is not enough money to pro-
tect every CIKR asset or system, so optimal allocation is
essential.

Risk and resilience assessment as described here is a
partial solution to the problem of measuring the ability of a
CIKR to resist, absorb, and adapt to adversity, as the defini-
tion of resilience demands. Risk is expected loss and there-
fore quantifies the impact of adversity on a CIKR. Fractal
dimension measures one kind of ability to absorb adver-
sity—the ability to absorb system failures. It does not quan-
tify the robustness—the ability to function under stress. For
example, a robust system may employ redundancy to adapt

Later we will learn that resilience is proportional to the product of proba-
bility of cascade failure and spectral radius.
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TABLE 2.4 Hazards may be classified as high- or low-risk
hazards by the fractal dimension of the power law that best
fits the hazard’s exceedence probability curve. Fractal
dimensions less than 1.0 indicate high-risk hazards, while
fractal dimensions greater than 1.0 indicate low-risk hazards

Fractal

Hazard Consequence dimension

Low risk
S&P500 (1974-1999) $Volatility 3.1-2.7
Large fires in cities $Loss 2.1
Airline accidents Deaths 1.6
Tornadoes Deaths 1.4
Terrorism Deaths 14
Floods Deaths 1.35
Forest fires in China Land area 1.25
East/West power grid Megawatts 1
Earthquakes Energy, area 1
Asteroids Energy 1
Pacific hurricanes Energy 1

High risk
Hurricanes $Loss 0.98
Public switched telephone Customer-minutes 0.91
Largest known floods Discharge 0.81
Forest fires Land area 0.66
Hurricanes Deaths 0.58
Earthquakes $Loss 0.41
Earthquakes Deaths 0.41
Wars Deaths 0.41
Whooping cough Deaths 0.26
Measles Deaths 0.26
Small fires in cities $Loss 0.07

to adversity. When one component fails, a robust system
switches to a backup component and continues to function.

In the following chapters, robustness and redundancy will
be shown to increase risk and decrease resiliency, in some
cases. That is, a robust and redundant system may make risk
and resilience worse, rather than better. This may seem
counterintuitive, but remember that as a system becomes
more complex, it also becomes more likely to trigger a cas-
cade of faults ending in collapse. Risk assessment is only
one tool used to evaluate CIKR performance. Other mea-
sures such as redundancy, surge capacity, recovery time, and
cost play a role, too.

2.17 EXERCISES

1. Expected utility theory was invented by:
a. Blaise Pascal

Daniel Bernoulli

Norman Rasmussen

Ralph Nader

Laplace

o0 T

. A threat—asset pair is:

a. Fundamental building block of CIP risk
b. Natural disasters and buildings

c. Floods and buildings

d. The definition of hazard

e. PRA

. Which one of the following is true?

Threat is abomb, cyber exploit, hurricane, or accident.
Vulnerability is a flaw.

Consequence is cost.

. Risk is expected loss.

Exceedence is a measure of risk.

oo o

. Fault tree vulnerability is:

a. The probability of tree failure

b. The probability of a threat—asset pair failure
c. The probability of an AND event

d. The probability of an OR event

e. All of the above

. Return on CIKR investment is:

a. How much it cost to reduce risk to zero
b. The ratio of risk reduction to investment
¢. How much vulnerability is reduced

d. How much consequence is reduced

e. The cost of response

. One major deficiency in PRA is:

It is too expensive.

It suffers from diminishing returns.

It cannot be used to minimize risk.

. It assumes threat is always an input variable.
It only works for nuclear power plants.

o0 o

. Stackelberg competition (in MBRA) is used to:

a. Estimate threat T

b. Estimate reduced vulnerability V
c. Estimate reduced consequence C
d. Optimize risk

e. All of the above

. Bayesian network analysis is based on Bayes’ theory of:

Conditional probabilities as beliefs
The chain rule

The calculation tree

. Optimization of resources
Allocation of resources

o a0 o

. Exceedence probability is:

a. The probability of an earthquake

b. The probability an event will equal or exceed a
certain level

c. The math behind Gutenberg—Richter scale

d. The math behind the largest floods

e. The rank of the top 100 movies of all time

. A power law is a probability distribution with:

a. A long tail
b. A black swan
c. A ranked exceedence probability



11.

12.

13.

14.

15.

d. A high-risk incident

e. An exponential decline versus consequence
In this chapter, resilience is measured by:
Ranked exceedence

. True exceedence

Fractal dimension

. PML risk

. The resilience triangle

o0 o

High-risk hazards have:

a. High consequences

b. High vulnerability

c. High cost of recovery

d. Fractal dimension, g <1

e. Long recovery times

According to some scientists, SARS died out quickly
because:

a. Its Levy flight took too many long steps.

b. Public health officials in China responded quickly.
c. It started with only a handful of people.

d. Viruses cannot jump from animals to humans.

e. The airline companies filter airplane air.

What are the units of measurement of risk?
a. The same units as consequence

b. Dollars

c. Casualties

d. Time

e. Cubic meters per second

Which of the following is not a probability?
a. Threat

. Vulnerability

Exceedence

. Binomial distribution

Consequence

0o a0 o

2.18 DISCUSSIONS

The following questions can be answered in 500 words or
less, in slide presentation, or online video formats.

A.

Most risk-informed decision-making frameworks depend
on qualitative and/or quantitative analysis of data such as
T, V, and C. But these are not the only values that might
be used to calculate risk. Propose and justify alternative
measures for calculating risk.

. Fault tree analysis is derived from the nuclear power

industry. Alternatives to this model were described in
this chapter. What is decision tree analysis and how does
it differ from the methods described here?
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Why do you suppose so many catastrophes obey a power
law in terms of exceedence? Include the notion of scale-
free properties of fractals in your answer.

. The section on high-risk versus low-risk catastrophes

suggests different strategies for high-risk versus low-
risk events. In particular the trade-off between pre-
vention and response depends on the extreme nature
of high-risk events. What other strategies might be
employed? Suggest an alternate strategy for making
investments in prevention versus recovery, and explain
why your strategy is superior to the high/low-risk
strategy proposed here.
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THEORIES OF CATASTROPHE

The study of critical infrastructure protection, and homeland
security in general, is more than the study of terrorist attacks,
natural disasters, and accidents. In fact, there is a rich theo-
retical basis for the study of catastrophes, complex systems,
and the relationship between complexity and failure of CIKR
systems. This chapter traces the historical development of
the three major theories: Perrow’s normal accident theory
(NAT), Bak’s theory of punctuated equilibrium, and the
more recent insights obtained by applying complex adaptive
systems theory to CIP.

Biological and ecological systems are among the most
complex systems in existence. It is not surprising, then,
that principles observed in biological systems also apply to
human-made CIKR systems. These principles are often
expressed in terms of paradoxes and parables such as the
tragedy of the commons (TOC), paradox of enrichment
(POE), paradox of redundancy (POR), and competitive
exclusion principle (CEP). The combination of NAT, com-
plexity theory, and a handful of biological principles form
the basis of a comprehensive and modern theory of
catastrophes.

This chapter surveys the three theories and develops new
measures and insights into complex CIKR systems by bor-
rowing principles from biology as follows:

* Normal accident theory: Charles Perrow’s 1979 theory
says extreme events occur when two or more failures
occasionally come together in an unexpected way, are
accelerated and increased in severity if the system is
tightly coupled, and grow to catastrophic proportions

when the system has catastrophic potential. But Perrow
does not elaborate on the definition of catastrophic
potential.

Bak’s punctuated equilibrium theory: Per Bak, Chao
Tang, and Kurt Wiesenfeld observed catastrophic col-
lapses of a hypothetical sand pile in the mid-1980s in
an experiment that became known as the BTW
experiment, aka sand pile experiment. The sand pile
experiment became a metaphor for simple systems that
behave in complex ways. The BTW experiment formed
the basis of modern complexity theory and led Bak to
formulate a more general theory he called punctuated
equilibrium. Incidents impacting complex systems
such as the electric power grid, air transportation, and
Internet are bursty as they occur according to long-
tailed probability distributions. Bak attributed this
bursty or punctuated behavior to the buildup of self-
organized criticality (SOC) that inevitably builds up in
complex systems. SOC is Perrow’s catastrophic poten-
tial and explains why consequences magnify as a fault
spreads through a CIKR system.

Self-organization: Bak’s SOC generally stems from
increasing efficiency and optimizing system
performance, which eliminates redundancy and surge
capacity from CIKR systems as their architectures
evolve from fragmented and somewhat random struc-
ture to integrated, linked, and highly structured systems.
Self-organized systems are typically nonredundant,
nonsurge capable, single-point-of-failure systems with
bottlenecks, overly concentrated assets, and inadequate
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backup capacity. SOC equates with fragility or antire-
siliency and is the main source of fragility. Consequences
are larger when SOC is greater, in general.

TOC: In addition to SOC, complex systems can contain
the seeds of their own destruction due to nonlinearities
that become apparent only when the system is under
stress. For example, sustainability—the ability of a
complex system to continue indefinitely under a variety
of conditions—is one of the most common victims of
nonlinearity in the behavior of a complex CIKR system.
Sustainability—or the lack of it—is captured in a
simple parable of a shared resource called a commons.
The TOC parable says that a system may not be sus-
tainable if the actions of a self-interested predator over-
whelm the capacity of an underlying commons—called
the prey—and depletes the commons. When the pred-
ator exceeds the carrying capacity of the commons, the
system becomes unstable and is likely to collapse.
Collapse comes unexpectedly because of an inherent
nonlinear relationship between the load placed on the
system by predator and the inherent carrying capacity
of the commons. TOC is used as a test, here, to deter-
mine if a complex CIKR system is sustainable.

POE: A corollary to TOC is another nonlinear side
effect of complexity called the paradox of enrich-
ment—a behavior that occurs when a complex system
becomes unstable due to an enrichment that exceeds
the organic carrying capacity of the commons.
Enrichment of the infrastructure destabilizes the pred-
ator—prey balance by overshooting the ecosystem’s
carrying capacity. Enrichment may appear to enhance
the system for a short time, but ultimately, it causes col-
lapse. POE is used as a test of s complex CIKR sys-
tem’s ability to absorb “too much, too fast.” It is a
behavior that is especially prevalent in financial
systems.

* Minsky moment: Over exuberant investors may experi-
ence a Minsky moment when the economy is over-
heated by enrichment of certain sectors of the economy
as happened in the 2000s, resulting in the 2008 finan-
cial meltdown in the United States. A Minsky moment
is a type of POE repeated by the banking and finance
sector. Braess’s paradox is a second example of POE
that says; adding lanes to a congested highway (enrich-
ment) slows traffic even more (paradox). In some CIKR
systems, such as highly centralized information tech-
nology departments, POE threatens to collapse the IT
function because enrichment exceeds the IT depart-
ment’s carrying capacity.

State space: The stability of a commons or CIKR
system can be studied by plotting predator against itself
or against its prey and observing the trajectory of the
graph. This plot is called a state space diagram, and the
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pattern it traces out reveals potential instability of a
complex CIKR. A system is stable if its state space tra-
jectory is bounded and nonzero, metastable if the tra-
jectory circles indefinitely, or unstable and chaotic if
the trajectory is erratic or unbounded. A fixed point in
state space is point in a trajectory where the system
enters and never leaves. The state space diagram is used
to analyze a CIKR to determine if it is stable, meta-
stable, or unstable and likely to fail.

* CE): The CEP says that competitive ecosystems tend to
eliminate all but one competitor, because sooner or
later, one competitor gains a small advantage over all
others and grows faster and becomes fitter than all
others. This leads to a monopoly, in general, which
reduces redundancy and diversity. CEP diminishes
resilience, largely because monopolies are optimized
organizations that tend to build optimized (profitable)
systems. In general, critical infrastructure systems
abhor competition and tend to become monopolies,
which is a form of “putting all your eggs in one
basket.”

Preferential attachment: Preferential attachment is the
most common form of self-organization that leads to
SOC and CEP. In practice, preferential attachment cre-
ates concentrations of assets, bottlenecks, and single
points of failure in CIKR. The Internet is currently
undergoing restructuring because of preferential attach-
ment—a hub-and-spoke architecture is emerging due to
economics and regulation. Power grids and transporta-
tion systems have reached high levels of SOC due to
decades of preferential attachment. Wherever preferen-
tial attachment is at work, the resulting system is likely
to be vulnerable, because of a critical hub, essential
bottleneck, or “weakest link.”

3.1 NORMAL ACCIDENT THEORY (NAT)

Charles Perrow is perhaps the first modern person to study
catastrophic events and ask, “why do some accidents turn
into catastrophes while others don’t?” Two books and thou-
sands of catastrophic events later, Perrow’s NAT remains the
best explanation yet as to why disasters happen. His seminal
work, Normal Accidents: Living with High Risk Technologies,
is the definitive source for understanding the connection bet-
ween man-made mistakes and catastrophic consequences.
Most of his examples center on critical infrastructure fail-
ures that have occurred in nuclear power plants, collapsed
energy and power networks, and transportation disasters.
Perrow began his work soon after the 1979 Three Mile
Island nuclear power plant reactor partially melted down due
to lost coolant and the Bhopal Gas Tragedy—considered the
world’s worst industrial disaster—on the night of December
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2, 1984, at the Union Carbide India Limited pesticide plant
in Bhopal, India. “A little reflection on Bhopal led me to
invent ‘Normal Accident Theory’ in order to see how this
tragedy was possible” [1]. Perrow’s invention provides the
basis for understanding all sorts of disastrous events.

Perrow recognized that accidents and minor incidents
happen all the time. Most accidents are small and soon
forgotten. But some accidents propagate through a system of
interdependent components and magnify in intensity or
severity as they spread, ultimately bringing down the entire
system. NAT is a kind of “domino theory,” but with the
addition of one important element, the size of the dominos
increases as more fall.

Perrow realized that linkages among parts of a system
are more important than the individual parts themselves.
Links are the key to understanding Perrow’s theory. “Two
or more failures, none of them devastating in isolation,
come together in unexpected ways and defeat safety
devices—the definition of a ‘normal accident’ or system
accident. If the system is also tightly coupled, these failures
can cascade faster than any safety device or operator can
cope with them, or they can even be incomprehensible to
those responsible for doing the coping. If the accident
brings down a significant part of the system, and the system
has catastrophic potential, we will have a catastrophe.
That, in brief, is Normal Accident Theory.”

The Three Mile Island (TMI-2) nuclear reactor accident
in 1979 motivated his two-decade pursuit of NAT. On the
surface of it, the TMI-2 accident was highly improbable and
completely unexpected. It started when about a cup of water
leaked out of the secondary cooling system, which increased
moisture in the instrumentation, which in turn interrupted air
pressure, which in turn told two pumps to stop, leading to a
wind down of a turbine, which caused a buildup of heat that
tripped cooling water to release, streaming cold water into a
blocked pipe and finally misleading an operator into making
the wrong decision. This highly unlikely sequence of events
spread and escalated failure throughout the system as tem-
perature continued to rise and the reactor melted down.

TMI-2 happened because of at least five small events
(two or more failures) that could easily have been rectified,
but were not. They were normal accidents—accidents that
one would expect to occur during normal operation. And yet,
they spread and magnified the consequences as the nuclear
reactor system degraded more with each incident (tightly
coupled). This catastrophe is like so many others that start
out as insignificant accidents and end up as a “big one”
(catastrophe potential). TMI-2 illustrated the principles of
NAT in action, just as the Fukushima Daiichi accident illus-
trated the spread of failure through a series of mishaps,
leading to complete devastation.

Perrow devoted a decade studying the big ones like the
release of deadly gas from the Union Carbide Bhopal, India,
plant that injured over 200,000 people and killed 4,000 in

1984; the Chernobyl, Kiev, Ukraine nuclear power plant fire
and radioactive release that exposed 600,000 people and
caused the evacuation of 336,000 people; and the space shuttle
Challenger disaster in 1986. Indeed, when all known nuclear
power plant failures between 1957 and 2011 are tallied and
graphed as a consequence exceedence probability, nuclear
power is shown to be a high-risk hazard (see Fig. 3.1).

How is NAT different than any other theory of accidents?
According the Perrow, the difference between an incident
and an accident is the difference between failures of a single
component he called a part or unit and the failure of an entire
system. Incidents are bad things that happen to parts of a
system. Accidents are bad things that collapse the entire
system. NAT distinguishes mundane component failures
from dramatic system-wide failures. According to Perrow,
coupling among parts and units of a system causes normal
accidents. This is what makes a complex CIKR system vul-
nerable to catastrophic collapse.

Perrow divided systems into four levels of aggregation:
units, parts, subsystems, and complete systems. Simple
damage to units and parts is called incidents, and damage to
subsystems and complete systems is called accidents.
System accidents involve the unexpected interaction of mul-
tiple failures. Unexpected and linked failures magnify
consequence as they spread throughout the units, parts, and
subsystems, eventually collapsing the complete system.
Such is the behavior of complex systems and therefore the
reason they are considered complex [2].

NAT combines complexity theory and the lopsided ran-
domness of power law phenomena into one grand theory of
catastrophes—decades before complexity theory was in our
lexicon. NAT was the first attempt to understand the physics
of catastrophes, and it still works today. The Fukushima
Daiichi power plant disaster that devastated Japan 30 years
later is a repeat performance of NAT.

In summary NAT is distinguished by three key ingredi-
ents: (1) occasionally two or more failures come together in
an unexpected way, (2) failures cascade faster if the system
is tightly coupled, and (3) when the system has catastrophic
potential, consequences are also catastrophic. The first
ingredient is another way of expressing the power law—the
law that describes lopsided unpredictability. The second is
new, because it introduces the idea of coupling or connected-
ness, and the third is an elegant way of expressing SOC
described below. TMI-2 would not have melted down had it
not contained SOC.

3.2 BLOCKS AND SPRINGS

Coupling or connecting one part of a system to another
establishes pathways for a fault to spread throughout a
system. In complex systems theory, coupling is called
connectivity or linkage. Such systems are networks,
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Nuclear power plant consequence exceedence (1957-2011)
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FIGURE 3.1 Consequence exceedence for all known nuclear power accidents (1957-2011) indicates they are high-risk hazards, because
fractal dimension is less than 1. Data source: https://en.wikipedia.org/wiki/Nuclear_and_radiation_accidents.

consisting of units, parts, or subsystems called nodes, and
pathways between pairs of nodes are called links. Pairs of
nodes are connected by a single link, but the overall wir-
ing diagram of a network has an architecture that deter-
mines its dynamical behavior and resilience. In fact, the
resilience of a networked system is directly related to this
wiring diagram.

Consider the simple apparatus in Figure 3.2. Six blocks
(nodes) are connected by springs (links), which allow the
blocks to slide back and forth when pushed. Huang and
Turcotte used a similar “slipstick” model to explain the tec-
tonic shifting between plates that cause earthquakes [3].
Sliding blocks under the influence of friction and tension is
an accepted model of earthquakes, so it should be no sur-
prise that analogous behavior is observed in the computer
simulation described here.

Imagine applying an impulse to the leftmost block to
force it to move to the right. If the friction between block and
plane is small, the impulse will push the leftmost block far
enough to collide with the adjacent block. If the force is even
stronger, several blocks will be displaced and collide with
adjacent blocks. Applying a stochastic force produces an
unpredictable number of collisions between adjacent blocks.
Therefore, the number of blocks involved in an ‘“‘accidental
collision” is also unpredictable.

Each time the leftmost block is forced to move to the
right, it collides with an unexpected number of blocks,
depending on the surface friction and force applied. How
many blocks does the stochastic force move? This dynam-
ical system is so simple that any sophomore in an engi-
neering curriculum should be able to calculate how many
sliding blocks will shift each time the leftmost block is
forced to move. But the calculation is not so simple, because
as simple as this system appears, its behavior is complex.

Figure 3.2b shows the exceedence probability versus
number of moved blocks (as a percentage). Clearly, the

exceedence probability of number of blocks moved obeys a
power law. Why? The sliding block exceedence distribution
is an extreme statistic, which has no average value or stan-
dard deviation. There is no “typical” behavior. For example,
distributions produced by multiplying k& random numbers
together, recording only the maximum or minimum of a
handful of random numbers, and other combinations of
random numbers are typically long-tailed as shown in
Figure 3.2b. The probability distribution of k blocks collid-
ing in Figure 3.2a was obtained by multiplying random num-
bers representing the movement of each block. The product
of these random numbers forms a distribution that approxi-
mates a power law.

The Gutenberg—Richter scale for relating the number of
earthquakes of size M is a power law much like the one cre-
ated artificially by this computer simulation—a program
called SlidingBlocks.jar. The frequency distribution of
sliding blocks can be made to match the Gutenberg—Richter
law by careful calibration of the number of blocks, surface
friction, and magnitude of forces applied to the leftmost
block. There is a logarithmic relation between these factors,
so the resulting distribution has a fractal dimension as
described in Chapter 2.

The sliding block experiment illustrates Perrow’s NAT:
The blocks, springs, and plane are units and parts of a
larger system. They are connected together by links—the
springs and the friction between block and plane—and
they slide an unpredictable distance when moved. Their
behavior depends on a random accident (a stochastic
force), coupling (the springs and friction), and the
combined actions of all blocks and springs (catastrophic
potential). The sliding block experiment illustrates con-
nectivity, coupling, and stochastic nonlinearity found in
most normal accidents. These are also the elements of
complex behavior we find in most critical infrastructure
systems studied in this book.


https://en.wikipedia.org/wiki/Nuclear_and_radiation_accidents
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FIGURE 3.2 The six-block apparatus connected by springs illustrates how a simple system can also be complex, because of its behavior.
(a) Sliding blocks contract and spring back after an impulse on the leftmost block. Three incidents are shown here. (b) The distance moved
by the leftmost block varies randomly, but the exceedence probability distribution is a power law instead of a normal distribution.

3.3 BAK’S PUNCTUATED EQUILIBRIUM
THEORY

In the late 1980s Per Bak, Chao Tang, and Kurt Wiesenfeld
(BTW) imagined a sand pile formed by dropping grains of
sand onto a flat surface and observing the pattern of land-
slides that inevitably occurred. As the grains of sand accu-
mulate, the angle of repose of the cone-shaped pile increases
until reaching a tipping point. Sections of the sand pile
would then cascade down the side of the cone, and then the

process of buildup and collapse would repeat. The BTW
experiment soon became a metaphor for complex systems
that appear to be simple but, in fact, behave in unexpected
and complex ways.

Figure 3.3a shows several instances of landslides in a
simulated sand pile with 45 grains of sand. Figure 3.3b
shows the exceedence probability distribution when resis-
tance (friction) is 70%. This means each grain has a 30%
chance of sliding when impacted by a grain above it. Bak’s
sand pile is a lot like the sliding block model of tectonic
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FIGURE 3.3 Bak’s sand pile experiment simulates a landslide, but it has become the metaphor for complex system collapse and punctuated
equilibrium. (a) Four Bak sand pile landslides illustrate the unpredictable behavior of the sand pile system. (b) The exceedence probability
versus percentage of grains of sand collapsed per landslide shows a long-tailed distribution with fractal dimension of 1.97. But the fit to a

power law is not perfect.

movement, but in two dimensions. A grain above can start a
chain reaction of sliding grains with probability of 30%. In
addition, the size of the landslide magnifies as grains join in
the action. Bak’s sand pile simulates Perrow’s mysterious
tight coupling and catastrophe potential.

Figure 3.3b shows both frequency and exceedence versus
number of sliding grains—expressed as a percentage of the
total. Note that both frequency and exceedence are long-
tailed distributions. But the log—log plot is not perfect
straight line. This imperfection will be explored in Chapter 4,

but the reason for it has to do with how self-organization
with a complex networked system interacts with the proba-
bility of each grain sliding. Briefly, the shape of the
exceedence curve is determined by both probability of
individual grain movement and the architecture of the sand
pile. These two factors will be defined in Chapter 4 as com-
ponent vulnerability y and spectral radius p.

CIKR sectors are not sand piles, but they have structure
similar to sand piles. This structure—defined by the
architecture of a power grid, water system, transportation
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system, or communication system—determines resilience of
the system, as does the threat and vulnerability of the
individual components of the system. In fact, this is a
fundamental concept of resilient infrastructure stated here as
a maxim.

Structure Matters: The resilience of an infrastructure system
is determined by threat, vulnerability, consequence, and
the architecture of the system expressed as a network of
interacting parts.

Bak’s sand pile is an excellent metaphor for complex sys-
tems on the verge of collapse, because the three
researchers at the Brookhaven National Labs were unable
to predict when the landslides would happen or their
size—just like normal accidents. The BTW experiment,
as it soon became known as, is a fitting metaphor for CIP,
because critical infrastructure system collapses are
unpredictable, too. In addition, it explained Perrow’s cat-
astrophic potential in terms of complexity theory. The
mysterious catastrophic potential turned out to be
SOC—a property of complexity thoroughly studied by
Per Bak until his death in 2004.

A fundamental principle of complex systems is a ten-
dency to build up a kind of instability called self-organized
criticality. Complex systems like the electric power grid,
water networks, transportation networks, and communica-
tions networks tend to self-organize into a critical state, and,
once in this state, any change to the system can start a chain
reaction. These chain reactions manifest as cascading ava-
lanches, nuclear power plant meltdowns, and electrical
power grid collapses. When a sand pile reaches a critical
state, the addition of a single grain of sand may lead to ava-
lanches of unpredictable size—even extreme avalanches that
completely destroy the sand pile.

Self-organization is one of several fundamental drivers of
spectacular failure as demonstrated by power grid outages
and power plant meltdowns. The three scientists had inde-
pendently discovered Perrow’s catastrophic potential—it is
self-organization taken to an extreme level. SOC is Perrow’s
mysterious force that leads to ruin. As coupling and interde-
pendencies among units and parts of a system evolve, they
form an architecture—the wiring diagram, if you will—that
magnifies system collapse. Most CIKR systems studied in
this book suffer from a buildup of SOC due to a variety of
factors. For example, California is notorious for its vulner-
able energy and power infrastructure. SOC has taken over in
the form of deregulation policies, energy marketplace
dynamics, tight fuel supplies, utility company financial
weakness, growth in consumer demand, lack of generation
and transmission capacity, aging infrastructure, and not-in-
my-backyard (NIMBY) sentiment [4]. These forces shape
the system’s architecture, melding it into a metaphorical
sand pile on the verge of collapse.

Bak took this idea several steps further: his theory of self-
organization became the basis of his theory of punctuated
equilibrium [5]. SOC leads to bursty behavior and Levy
flights as demonstrated in Chapter 2. Bak observed that
earthquakes and congestion in communication systems
alternate between long periods of relative calm followed by
bursts of activity. Similarly, disastrous events occur after
long periods of calm followed by bursts of catastrophes,
reverting to periods of calm, and so on. The long-tailed
power law formed by measuring the elapsed time between
events confirms punctuated equilibrium.

Punctuated reality is a feedback mechanism containing
two feedback loops. A normal accident loop is what we
experience most of the time. For example, the Exxon Valdez
oil spill in 1989 and the Oklahoma City bombing of 1995
were normal accidents. While they were horrific, they were
not equivalent to the 9/11 terrorist attacks or the Chernobyl
or Fukushima Daiichi power plant meltdowns in 1986 and
2011. These accidents produce a relatively modest
response—oil tankers are now required to be double-hulled,
and terrorists receive the death penalty under the
Antiterrorism Act of 1996. Unfortunately, reaction to these
accidents often contribute to an increase in SOC by
increasing the complexity of rules, increasing efficiencies,
and optimizing, hardening, and ratcheting up SOC. These
reactions start the cycle of self-organization over again,
leading to SOC, which contributes to the next catastrophe.

A second feedback loop is more serious. I call this the
black swan loop, after Taleb’s characterization of black
swans as rare, extreme, and unpredictable outliers. Black
swan events are responsible for extinctions or large adapta-
tions in nature [6]. The terrorist attacks of 9/11 and the finan-
cial meltdown of 2008 are examples. They are in a class of
their own mainly because of their extremely low probability
and extremely high consequences. Their exceedence proba-
bility curves are very long-tailed, and the associated fractal
dimension is much less than one. And most significantly,
they are followed by aftershocks—both literally and figura-
tively. Aftershocks of this size are typically followed by cha-
otic adaptation. For example, the counteroffensive against
terrorism in the United States, Iraq, and Afghanistan follow-
ing 9/11 was perhaps as consequential as the terrorist attacks
that precipitated the aftershocks in the first place.'

Lewis writes, “Black swans are capable of wiping out
entire species. For example, the Lake Tobu volcano nearly
wiped out the entire human race some 74,000 years ago.
Archeologists claim that fewer than 15,000 humans survived
this catastrophe, and according to the prevailing archeologi-
cal theory we are all descendants of roughly 1,000 surviving

"Estimates vary, but the United States spent a minimum of $1 trillion on the
global war on terrorism, passed the Patriot Act, and established the $60 bil-
lion/year Department of Homeland Security as a direct result of the 9/11
attacks.



females capable of reproduction. The Lake Tobu ‘volcanic
winter’ sent the few remaining humans northward out of
Africa into the Middle East and Europe. Humanity barely
avoided extinction, but we adapted, and reappeared as a
mutated and improved species. In fact, human intellect and
capability exploded subsequent to this near-extinction event,
known as a genetic bottleneck” [2].

The two feedback loops are related. The normal accident
loop continuously adjusts SOC through incremental opti-
mizations. Machines are made more efficient, computers
are cheaper and faster, and more regulations and laws are
passed to take into consideration more subtle variations.
Energy systems are constantly optimized to squeeze more
efficiency from them, and financial systems are optimized
to squeeze out more profit. Hospitals eliminate spare beds
to save money, and surge capacity is eliminated.
Transportation systems are optimized to make them per-
form better at lower cost.

Each pass through the normal accident loop increases
SOC and brings a system closer to the edge of disaster.
Eventually the optimized system reaches its critical point so
that, when a relatively insignificant event occurs, its effect is
magnified. Oil exploration is improved so that drilling
5000 ft under the Gulf of Mexico is not only economical but
also more efficient and profitable than ever before. Perhaps
corners are cut in terms of safety, or the technology is pushed
to its limits. Suddenly, when a small explosion occurs on an
ordinary oilrig, the entire Gulf is flooded with millions of
barrels of oil. Electric power grids run near their limit, and
suddenly, when something insignificant happens in Ohio,
the lights go out in New York. When mortgage-backed secu-
rities are optimized through packaging and repackaging of
derivatives, the failure of an insignificant loan company in
Southern California trips a firestorm of financial failures.
When intelligence and law enforcement agencies in the
United States inadvertently fail to prevent penetration of air-
port security in Boston, the Twin Towers and Pentagon are
successfully attacked, triggering a series of consequences
that lead to global warfare and chaotic adaptation around the
globe; an unknown virus in China ignites a global disease;
and so on. Ever-expanding SOC can be found in diverse sys-
tems whether they are physical, biological, virtual, political,
or economic.

Bak’s punctuated equilibrium model of the world sug-
gests a paradox. Our natural inclination is to optimize and
improve efficiency in every possible modern system. In fact,
this benefits society by delivering goods and services to
large populations at the lowest prices. It not only spurs
development and efficient use of resources, but it also
increases SOC. Optimization leads to criticality, and criti-
cality leads to catastrophe. Optimized complex systems
benefit humanity but contain the seeds of disaster. The longer
we postpone the inevitable collapse, the bigger it is. This is
Bak’s paradox and a dilemma for CIP.
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3.4 TRAGEDY OF THE COMMONS (TOC)

There is more to complex systems and critical infrastructure
networks than risk and SOC. For any CIKR to survive for
long periods of time, it must be sustainable. Sustainability
has many faces, but fundamentally, a CIKR system is sus-
tainable if it remains stable for long periods of time. For
example, a drinking water system is sustainable if its source
of water is perpetual and it is maintained. An automobile
will run forever if it is taken care of and replacement parts
are available forever. Of course, infinite sustainability may
not be possible, but an infrastructure system must be able to
provide a service or commodity for extremely long periods
of time to be considered sustainable.

The metaphor for sustainability was provided long ago in
the form of the TOC parable [7]. William Forster Lloyd
(1795-1852) used a metaphorical pastureland shared by
cattle owners to debunk Adam Smith’s theory of the “invis-
ible hand.” Smith claimed that a hidden law of supply and
demand acted as an invisible hand, sorting out imbalances in
the economy, without intervention. On the contrary, Lloyd
postulated a medieval field of grass (the “commons”) shared
by cattle owners as a metaphor for the economy. Cattle
owners share in the cost of the pastureland but benefit per-
sonally when they sell their herd. Acting in their own interest,
the cattle owners are motivated to add more and more cattle
until the commons is depleted because of overgrazing. By
acting in their own self-interest, the cattle owners destroy
themselves. This is the TOC.

Instead of an infinitely expandable economy where
imbalances are automatically rectified by an invisible hand,
Lloyd envisioned a finite resource with limits. Selfish self-
interest not only hurt others, but it hurt the predators too.
Lloyd’s metaphor introduced a limit to infinite expansion
called a carrying capacity. If carrying capacity is exceeded,
the response is nonlinear and often leads to system
collapse.

Garrett Hardin (1915-2003) revised the parable and reju-
venated interest in the concept in 1968 [8]. Hardin pointed
out that maximization of profit leads to extinction of both the
commons and the cattle. Self-interest leads to self-destruc-
tion, which is a kind of paradox, because the purpose of
sharing the commons is to improve the sustainability of the
community. But if the carrying capacity of the commons is
exceeded, the entire system may collapse.

TOC can be used as a test of sustainability of a critical
infrastructure system. Some examples—both positive and
negative—are as follows:

Water and air pollution damage to crops, buildings, public
health.

“Too big to fail” banking that shifts losses to taxpayers.

Over fishing of oceanic fisheries.

Risk transfers in healthcare, maintenance of roads, and so on.
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Network effects: individuals buying a cell phone benefits
everyone.

Quarantining infectious diseases benefits everyone.

Keeping up the neighborhood increases all home values.

In its simplest form, collapse is caused by depletion of a
shared resource by people or organizations acting indepen-
dently and rationally according to their own self-interest.
TOC can diminish the common resource that the person or
organization depends on. Thus, individual action may be
harmful to the individual or group’s long-term best
interests.”

TOC is a factor in risk and fragility of CIKR, because
most infrastructure systems are shared. They form a com-
mons that is hopefully sustainable. But many critical infra-
structure systems are not sustainable under current
constraints. How do we know if an infrastructure system is
sustainable or not? What is the test? A simple simulation of
the TOC parable illustrates how to apply state space dia-
gramming technology to answer questions of stability and
sustainability.

3.4.1 The State Space Diagram

Consider the results of three simulations of the TOC parable
shown in Figure 3.4. The first pair of diagrams shows how
the balance of cattle and grass in the commons stabilize and
reach a stable and sustainable state. The top diagram plots
number of cattle and amount of grass over time. The bottom
diagram plots the number of cattle versus amount of grass.
The cattle-versus-grass plot is called a state space diagram
and represents the state of the commons system, while the
cattle-and-grass-versus-time plot represents the time-varying
dynamics of the system. The state space diagram forms a
half-circle and then stops at a fixed point corresponding to
the stable balance between cattle and grass. Once this fixed
point is reached, the dynamical system remains there, for-
ever, or until conditions change.

The state space diagram will prove to be more useful in
critical infrastructure analysis, because time-varying sys-
tems like the TOC commons can be analyzed to determine if
they are stable or chaotic (unstable). A system that reaches a
fixed point is stable, because the system stays in the state
defined by the fixed point. A stable system is a sustainable
system.

The second pair of graphs in Figure 3.4 illustrates another
possible stable state—sometimes called a metastable state
because the number of cattle and amount of grass oscillate as
shown. Stable oscillations like this show up in the state space
diagram as elliptical circuits. An oscillating system never
reaches a fixed point, but it is stable, and therefore sustain-
able, because the commons is not depleted. Instead, the

*https://en.wikipedia.org/wiki/Tragedy_of_the_commons

number of cows and grass achieves a dynamic balance that
changes over time, never reaches a fixed point, but also never
ends.

If the number of cattle and amount of grass get out of
balance, as in the third pair of graphs in Figure 3.4, the
system becomes unstable and chaotic. Eventually the cha-
otic oscillations die out and both cattle and grass are depleted.
Chaotic collapse shows up in the state space diagram as a
line that runs off the diagram. In this case, the state space
diagram forms an elliptical circuit and then goes to zero—
where it remains forever. Therefore, the state space diagram
reveals an instability in the system that leads to eventual col-
lapse. Under these conditions, the commons is not sustain-
able. Similarly, complex CIKR that are unstable are also
unsustainable. While it may take decades for them to col-
lapse, their instability eventually causes their demise.

Figure 3.5 summarizes the meaning of a state space dia-
gram when applied to any dynamical system. The technique
plots one influence, a predator, against another influence, a
prey. The cattle owner is considered a predator and the graz-
ing commons the prey in the TOC parable. The state space
diagrams of Figure 3.4, for example, plot predator cattle
owners against prey grass. Sustainability is achieved when
the state space diagram reaches a nonzero fixed point, grows,
or moves in a circular path without “blowing up” or reaching
zero, as illustrated in Figure 3.5.

3.5 THE US ELECTRIC POWER GRID

The US electric power sector provides a dramatic illustra-
tion of the utility of state space diagrams. It is well known
that a variety of factors such as regulation (1978 PURPA,
1992 EPACT) and NIMBY have contributed to increasing
fragility of the electric power grid. There is not enough
long-distance transmission capacity to cope with rising
population, rising demand, and trend toward the use of
renewable resources to generate power. As the nation
transforms into an Internet society, automobiles begin
using electric motors, and population growth continues to
rise, the lack of resilience in the “middle of the grid” con-
tinues to worsen. The power grid is at or near its self-orga-
nized critical point.

Figure 3.6a shows what has happened to the power grid
since the 1960s. The number of new transmission lines being
built rose during the 1960s but steadily declined through the
1970s, 1980s, 1990s, and 2000s. The transmission system
circled around a fixed point in the late 1970s due to the Yom
Kippur War (1973) and ensuing energy crisis and the 1978
PURPA but then plunged downward rapidly during the
1980s and 1990s. The transmission system circled around a
second fixed point in the 2000s but at an extremely low level.
Lack of transmission capacity is the predominance reason
for low reliability and resilience of the grid.
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FIGURE 3.4 State space diagrams of three tragedy of the commons scenarios: stable, cyclic, and chaotic.

What is causing the decline in power grid resiliency?
Transmission lines are expensive to build, but the nation’s
gross domestic product (GDP) grew from $2.8 billion in
1960 to $15.5 billion in 2010—over fivefold.>* How does

3At the time of writing, one mile of transmission line costs about $5 million.

transmission capacity stack up against GDP? Figure 3.6b
contains a second state space diagram of new transmission
lines versus US GDP over the same period 1960-2010.
Again, the trend is obvious—transmission capacity has not
kept pace with economic growth or increasing demand.
Transmission line fragility cannot be blamed on the general



54 THEORIES OF CATASTROPHE

Static

110

100 ®

90

80

70

60

50 T T T T T
50 60 70 80 90 100

Cyclic + constant amplitude
250

200 — )

_— /
-

100 "”””,,»
50 1

T T T
0 50 100 150 200

Smooth

oscillation

Smooth
change

Constant increase

700
600

500

400 "”"
300

200 A""’
100 Cr”"

0 100 200 300 400 500 600 700

Cyclic + increasing amplitude

80 90 100 110 120 130 140

Blowing up

(dying out)

FIGURE 3.5 State space diagrams reveal a system’s sustainability or lack of it by plotting predator against prey and observing the resulting

patterns.

economy—there must be other factors that are contributing
to SOC.

Power grid transmission inadequacy is a classic example
of TOC. The tragedy is due to a number of factors, but
mainly deregulation policies and energy marketplace
dynamics have created an instability in this industrial com-
mons. The 1992 EPACT deregulated electric power markets,
which opened transmission to any qualified facility and set
prices on what utilities could charge for the use of their
transmission lines. As a result, everyone in the industry
benefitted from the use of the lines, but nobody was moti-
vated to sustain them. Like the cattle owners in the TOC par-
able, power companies benefitted from the commons but
have no reason to sustain it.

Subtitle D of the massive 2005 EPACT recognized this
problem and contains wording to reverse the tragedy by
increasing incentives for transmission infrastructure
investment:

(a) RULEMAKING REQUIREMENT.—Not later than 1
year after Deadline. the date of enactment of this section,
the Commission shall establish, by rule, incentive-based
(including performance-based) rate treatments for the
transmission of electric energy in interstate commerce by
public utilities for the purpose of benefitting consumers by
ensuring reliability and reducing the cost of delivered
power by reducing transmission congestion.

(b) CONTENTS.—The rule shall—(1) promote reliable
and economically efficient transmission and generation of
electricity by promoting capital investment in the enlarge-
ment, improvement, maintenance, and operation of all facil-
ities for the transmission of electric energy in interstate
commerce, regardless of the ownership of the facilities;

(2) provide a return on equity that attracts new investment
in transmission facilities (including related transmission
technologies);

(3) encourage deployment of transmission technologies
and other measures to increase the capacity and efficiency of
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FIGURE 3.6 Two state space diagrams of the electric power grid tragedy of commons show an increasingly fragile power grid due to inad-
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of new transmission lines in year 7 versus US GDP indicates the existence of the tragedy of commons in the power grid.

existing transmission facilities and improve the operation of
the facilities;

(c) INCENTIVES.—In the rule issued under this section,
the Commission shall, to the extent within its jurisdiction, pro-
vide for incentives to each transmitting utility or electric utility
that joins a Transmission Organization. The Commission shall
ensure that any costs recoverable pursuant to this subsection
may be recovered by such utility through the transmission rates
charged by such utility or through the transmission rates
charged by the Transmission Organization that provides trans-
mission service to such utility.*

3.6 PARADOX OF ENRICHMENT (POE)

The TOC can ruin a system simply by starving it. But another
type of fragility may also exist within a complex system that
works in exactly the opposite direction. Instead of starving a
system of resources, it is possible to destroy a system by
feeding it too much! This is known as the paradox of enrich-
ment, and it can ruin a system by supplying it with too much
of a resource.

Michael Rosenzweig (1941-), a noted ecologist, dis-
covered a type of instability in the natural world that is
often applicable to CIKR systems. Rosenzweig observed,
“... If the food supply of a prey such as a rabbit is over-
abundant, its population will grow unbounded and cause
the predator population (such as a lynx) to grow unsus-

“http://www 1 .eere.energy.gov/femp/pdfs/epact_2005.pdf

tainably large. This may result in a crash in the population
of the predators and possibly lead to local eradication or
even species extinction.”’ By enriching the food supply
(prey) of a predator, it is possible to kill both predator
and prey.

POE involves three factors: predator, prey, and carrying
capacity of the commons. In the natural world, carrying
capacity is the maximum population of a given species that a
given environment can sustain. Carrying capacity shows up
in physical and economic systems whenever a system
degrades due to enrichment of the prey. Too much prey feeds
an increase in the predator population, which exceeds the
capacity of the ecosystem. When this happens, the predator
and prey both collapse.

For example, Braess’s paradox says that adding lanes
to a busy freeway (prey) reduces throughput instead of
increasing highway capacity. Why? More lanes tempo-
rarily expand traffic capacity, but when the expanded
volume of cars reaches an intersection, congestion
increases exponentially, which produces an even larger
delay. Lane capacity leads to more cars, which leads to
more congestion, which leads to a slowdown of traffic
throughput. For example, doubling the number of lanes of
a freeway can multiply the time it takes to travel through
one intersection by 127%. In Braess’s paradox, carrying
capacity is determined by the highway network’s inter-
sections, not its roadways.

Shttps://en.wikipedia.org/wiki/Paradox_of_enrichment
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FIGURE 3.7 Economic declines and time to next decline are punctuated events as predicted by Bak’s theory.

3.6.1 The Great Recessions

POE offers another explanation of Bak’s punctuated
equilibrium theory. As a complex system becomes enriched,
it eventually reaches and exceeds its carrying capacity. The
bubble bursts, and the system returns to a lower state follow-
ing a period of chaotic adaptation. Then, the process repeats.
Excessive enrichment followed by collapse is commonplace
in the financial and banking sector—one of the most impor-
tant critical infrastructures in society.

Financial sector bubbles have been recorded and studied
for hundreds of years. The exceedence probability for
percentage of decline in industrial production and elapsed
time between economic depressions and recessions in the
United States suggest they are long-tailed with fractal dimen-
sions in excess of two (see Fig. 3.7). Such a large fractal
dimension indicates that most declines are small and most
intervals of time between declines are relatively short.
Recessions happen often and are relatively brief. Nonetheless,
they appear to be inevitable and unpredictable. Why?

The POE in the financial sector goes by a different
name—Minsky moment. It is a point in time where exuberant
and overindebted investors are forced to sell assets to pay
back their loans, causing sharp declines in financial markets
and jumps in demand for cash [9]. When the financial system
creates an excess that exceeds its carrying capacity, the
financial ecosystem collapses.

PIMCO’s Paul McCulley used the colorful phrase Minsky
moment to describe the 1998 Russian financial crisis. The
Russian economy heated up so much that inflation reached
84% in August, as the exchange rate of the ruble rose from
$5.60 to $21.00. The country went into default, banks closed,
people lost their life savings, miners went on strike, and pro-
tests organized across the country.

Hyman Minsky (1919-1996) first proposed the “The
Financial Instability Hypothesis” to explain the vicious cycle
that bears his name [10]. Minsky’s theory says that in any

business cycle investors eventually reach a point where they
have cash flow problems due to the spiraling debt incurred
by irrationally exuberant speculation. At some point the
price carrying capacity is exceeded, and there are no buyers
for the elevated stock, real estate, bond, or business. Then a
major sell-off precipitates a sudden collapse in prices and a
sharp drop in market liquidity. Minsky moments are the
point at which carrying capacity is exceeded.

3.6.2 Too Much Money

It may seem odd to declare an emergency because too much
money is available, but that is exactly what happened in the
run-up to the Great Recession of 2008—-2009. From 2001 to
2008, the Board of Governors of the Federal Reserve System
stimulated the economy to promote a strong economy.
Specifically, home mortgage rates were set too low, which
enriched a segment of the economy beyond its carrying
capacity. This led to a Minsky moment in the housing market
(see Fig. 3.8).

The Federal Reserve Act of 1913 gave the Federal
Reserve responsibility for setting monetary policy in the
financial and banking sector of the United States. The Board
of Governors controls the discount rate and reserve require-
ments—mainly by establishing the amount of money in the
system and interest rates on borrowed money. Every day of
the business year, money flows in and out of banks because
of deposits and withdrawals. Banks must borrow from 1 of
the 12 Federal Reserve banks across the county to cover
overnight withdrawals and daily deposits. The federal funds
rate is the interest rate charged to banks on these short-term
transactions. The financial structure of the United States is
described in greater detail in Chapter 17.

Changes in the federal funds rate trigger a chain of events
that affect other short-term interest rates, foreign exchange
rates, long-term interest rates, the amount of money and
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FIGURE 3.8 State space diagram of homeownership from the Great Depression to the Great Recession shows that carrying capacity was

exceeded when ownership reached 69%.

credit, and, ultimately, a range of economic variables,
including employment, output, and prices of goods and ser-
vices. Ultimately, a change in the funds rate affects home
mortgage rates and in turn the ability for people to purchase
a house. When the mortgage rates become extremely low,
more people can afford a house. When it dips even lower,
many people can afford to buy two or three houses. Cheap
money invites speculation, which leads to a Minsky moment.

The Minsky moment in the overheated housing market
was reached in late 2008 soon after the market was saturated.
Figure 3.8 suggests that the economy at the time was capable
of supporting no more than approximately 69% ownership.
The state space diagram of Figure 3.8 began to circle a fixed
point of approximately 65%. Is homeownership of 65% the
carrying capacity of the US economy? This number varies
from location to location and across the globe, because the
underlying economy varies from location to location.

The financial and banking sector of the United States is
regulated by the Federal Open Market Committee (FOMC),
which consists of 12 members—7 from the Board of
Governors of the Federal Reserve System; the president of
the Federal Reserve Bank of New York, the largest reserve
bank in the system; and 4 of the other 11 reserve bank pres-
idents: Boston, Philadelphia, Richmond, Cleveland,
Chicago, Atlanta, St. Louis, Dallas, Minneapolis, Kansas
City, and San Francisco.

Did the FOMC cause the nearly $6 trillion collapse in
wealth known of as the 2008 financial meltdown? No, but
enrichment did, and the FOMC contributed by enriching the
economy. The housing industry was the first segment of the
economy to reach its carrying capacity and collapse. This
collapse propagated to other segments of the economy,
resulting in an economic sand pile landslide.

3.7 COMPETITIVE EXCLUSION
PRINCIPLE (CEP)

Critical infrastructure systems are often monopolies or near-
monopolies. Consumers want only one water pipe, one
power line, one cable TV line, and one telephone line into
the house. Competition is slim among highway and railroad
owners and operators. There is only one Big Dig in Boston
and only one 85-mile long Delaware Aqueduct that supplies
most of New York City’s water. Infrastructures gravitate
toward an exclusive ownership. This leads to one of their
major downfalls—lack of redundancy.

Communication and energy infrastructures are particu-
larly vulnerable because of their uniqueness. By 1911 AT&T
had become a powerful monopoly—a universally accessible
communication infrastructure spanning the nation. The
Department of Justice attempted to break the AT&T’s
monopoly many times over nearly 100 years of on-and-off
regulation. But AT&T kept returning as a monopoly or
near-monopoly.

It began with a settlement called the Kingsbury
Commitment of 1913. AT&T divested itself of Western
Electric (the equipment manufacturing arm) and agreed to
coexist with local independent telephone companies known
as local exchange carriers (LECs) today. Western Electric
was free to make equipment for AT&T and its competitors.
But by 1924 AT&T had bought up 223 of the 234 rivals!
AT&T became a monopoly, again.

The Telecommunications Act of 1934 allowed AT&T to
continuetooperate asamonopoly until the Telecommunications
Act of 1996 replaced it. But the Department of Justice brought
litigation against AT&T for a full decade, 1974—1984, result-
ing in dividing AT&T into seven baby bells. But once again,
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the baby bells merged into three major companies by 2006:
Qwest, Verizon, and AT&T.

AT&T was dismantled three times over a period of 130
years, only to return as a monopoly or near-monopoly each
time. The company has experienced three major punctua-
tions—the first started in the early 1900s and ended with the
1934 regulation; the second started in the 1930s and ended in
1974-1984 with the baby bells break-up, and the third
started in the 1980s and ended in 1996. Is it working on its
fourth monopoly? After being dismantled for the third time
in the 1990s, AT&T regrouped, and by 2012 it was the
eleventh largest company in the United States. And AT&T is
a major player in the international Internet infrastructure
race—a competition among global corporations to dominate
the Internet. In 2012, the “most connected” tier 1 Internet
service providers (ISPs) were Cogent/PSI, Level 3
Communications, Inc., and AT&T Services, Inc. Why? The
answer is known as Gause’s law of competitive exclusion.

3.7.1 Gause’s Law

A Russian biologist, Georgii Frantsevich Gause (1910—
1986), explained why infrastructure companies like AT&T
repeatedly rise to monopolistic positions regardless of obsta-
cles like regulation and competition. Gause discovered what
he called the competitive exclusion principle in 1932. The
principle asserts that in the long run, no two species within
an ecological niche can coexist forever. When two species
compete, one will be slightly more efficient than the other
and will reproduce at a higher rate as a result. The slightly
more capable species crowds out the weaker species. The
less efficient and weaker species either goes extinct or is
marginalized.

The CEP is the biological equivalent of a more general
principle known as increasing returns in economics, the net-
work effect in marketing, and preferential attachment among
network scientists. These are different terms for the same
thing. The idea is simple, but powerful, because it means
relatively small advantages can be marshaled into major
dominance. Microsoft, AT&T, and other infrastructure com-
panies rose to monopolies by leveraging certain small advan-
tages. Preferential attachment is the fundamental mechanism
underlying the architecture of most CIKR, and it the prin-
ciple means of self-organization in complex systems.

For example, most law enforcement agencies such as a
major metropolitan police department operate a 911 Call
Center and information technology department. These sys-
tems generally start out small—one operator and one tele-
phone line—and then grow to become a highly centralized
but congested IT department. Other major police activities
begin to migrate to the fledgling IT/call center. It begins to
grow and expand, but it remains centralized because of
efficiency and budgetary limitations. Eventually, the IT
system becomes a single point of failure. All of the equipment

and operators are located in one building, and system
response becomes impaired because of limited bandwidth.
Gause’s law has taken over. The monopolistic IT department
becomes the single point of failure—the source of system
fragility.

3.7.2 The Self-Organizing Internet

Preferential attachment is perhaps the most common form of
self-organization. A complex system evolves from disorder
to order while adapting to its environment. In the early years,
telephone companies were local, used different technol-
ogies, and operated over short distances. The industry was
chaotic, not organized. Then AT&T organized it into an effi-
cient, interoperable, long-distance system. Most of the long-
distance transmission lines established by AT&T over 50
years ago still exist. They are known as the Long Lines and
still form one of the major arterials of the Internet.

There is evidence that self-organization may be taking
place in the Internet communication system. The 1996
Telecommunications Act motivates communications com-
panies to colocate in large buildings full of switching equip-
ment known as telecom hotels. These buildings contain a
variety of voice, data, video, and email switching equipment
as well as gateways into the major backbones of the global
Internet. This is where many cloud computing systems
reside, because it is economically efficient to amortize costs
across a number of tenants.

Very large telecom hotels and their tenants form the so-
called tier I autonomous system network, or ASN for short.
Every autonomous system (AS) plugged into the Internet is
assigned an AS number. Email, video, social media, digital
music, and voice all depend on these ASNs. They form the
critical pathways through the global Internet. For example,
the ten largest ASs known circa 2011 were:

#Links AS number: AS owner

2972 174: Cogent/PSI

2904 3356: Level 3

2365 7018: AT&T Services, Inc.
1959 6939: Hurricane Electric
1946 701: MCI Communications
1696 9002: ReTN.net Autonomous
1496 3549: Global Crossing Ltd.
1367 209: Qwest Communications
1332 4323: TW Telecom Holdings
1183 1239: Sprint

As you might expect, control of the most highly connected
nodes in the ASN goes a long way toward controlling the
Internet. In 2011 Cogent/PSI was the largest AS in terms of
connections. It is a hub. The largest autonomous AS with the
most bandwidth is Deutscher Commercial Internet Exchange,
located in Frankfurt, Germany. These ASs obey a long-tailed
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distribution in terms of bandwidth and number of connec-
tions. The top 20% account for 80% of all Internet traffic.

Preferential attachment is organizing the Internet into a
hub-and-spoke architecture where a few super tier-1 ASs
dominate the global communications network. Gause’s CEP
says that an ecosystem has room for only one dominant
species. And the species that wins is the one that is able to
leverage its relatively small advantage as fast as possible.
This means the AS with the most connections and fastest
transmission links will dominate all others.

Look at the top 10 highly connected ASs again. AT&T is
third in line. It was not even in the top 20 in 2005. The com-
munications ecosystem has expanded to encompass the
entire globe. New predators are filling this larger and more
expanded ecosystem, each one seeking an edge that will
allow it to emerge as the global hub.

The ASN is the nervous system of the twenty-first century.
It will run our factories, transportation systems, energy and
power systems, food and agricultural production systems,
stock markets, and social interactions. Bandwidth will deter-
mine the wealth of nations. Note that not a single US
company is in the list of the 10 largest bandwidth leaders:

AS owner Bandwidth (Gb)
Deutscher Commercial Internet Exchange 4029
Amsterdam Internet Exchange 1180
London Internet Exchange 869
Equinix Exchange 946
Moscow Internet Exchange 570
Ukrainian Internet Exchange Network 319
Japan Network Access Point 273
Netnod Internet Exchange in Sweden 204
Spain Internet Exchange 168
Neutral Internet eXchange of the 171
Czech Republic

3.7.3 A Monoculture

The Internet also demonstrates another consequence of
competitive exclusion. Most Internet servers are either
products of Microsoft or various dialects of open source
Unix. These two dominant operating systems form a
monoculture—a single species of software with identical
DNA. Malware exploits this commonality across much of
the Internet. Every server, desktop, and laptop installed with
this monoculture is vulnerable to a contagious virus, worm,
and keylogger.

On the other hand, if the Internet ran on a wide variety of
operating systems and languages, black-hat attackers would
face a much more difficult challenge. They would have to
write malware to exploit a variety of flaws in software and
protocols for connecting computers together. The monocul-
ture of the Internet simplifies the design of software to
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exploit weakness in one or two operating systems. But the
near-monopoly of Microsoft and Unix software embedded
within the Internet increases Internet vulnerability.

The CEP often leads to a monopoly, and the monopoly
often leads to a monoculture. Monocultures are easier to
attack, because they standardize the interfaces, protocols,
and software across an entire system. As the Internet grows
and expands to every corner of the globe, its DNA becomes
more vulnerable to exploits that could bring the entire
Internet down.

3.8 PARADOX OF REDUNDANCY (POR)

Common sense says that a redundant system must always be
more adaptable and therefore more resilient. However, when
it comes to complex CIKR like the power grid or Internet,
redundancy and resilience are often on opposite sides of the
equation. Redundancy may in fact make a system less resil-
ient. This is the POR. How can redundancy be bad?

Consider a typical computer system in the IT sector. To
increase resiliency against an unexpected hardware failure,
the managers of the IT system install a backup computer. For
example, the primary computer may be a server that handles
all database and Internet processing for a medium-sized
police department. The backup computer makes a mirror
image copy of every record of data processed by the primary
system. If the primary server fails, the backup server takes
over immediately. Users never know that a hardware failure
happened, because the redundant backup server steps in for
the failed primary server.

But what happens if this IT system is attacked by
malicious software? The computer virus spreads by copying
itself to adjacent computers through their Internet or local
area network connections. Thus, the virus spreads to the
backup server as well as the primary server. Risk has been
increased by redundancy, because expected loss is twice
what it would have been with a single server. By making the
IT system redundant against a single-point failure, the IT
manager has increased risk and decreased resiliency.

System structure in the form of link percolation also has
a counterintuitive side effect on redundancy. Consider a road
network connecting two cities. If all roads from city A con-
nect at one intersection on the edge of city B, adding a redun-
dant road between the two cities increases the congestion on
this intersection. Increased congestion reduces the road net-
work’s resilience. By increasing the capacity of intercity
travel, planners may inadvertently reduce transportation
resiliency. This is a type of Braess’s paradox.

In the banking sector collapse of 2008, the “too big to
fail” theory has a corollary—the “too connected to fail”
theory. The financial sector was interconnected in many
ways, principally to increase customer base and therefore
resiliency. But when a handful of lending agencies failed, the
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failure propagated through these business connections to
associated businesses. Thus, redundant links once again
spread a contagion, and the more connections there are, the
faster the contagion spreads. Cascade failure ensued in a
dramatic demonstration of a classical normal accident.
Unfortunately, redundancy of links increased risk rather than
decreased it.

More generally, as redundancy increases by adding more
components to a system, the number of connections among
redundant parts also increases. As the number of connec-
tions increases, the opportunity for greater spreading of cas-
cade failures also increases. SOC increases with density of
connections, and so the redundant system becomes less
resilient. More connections means more spreading, which
leads to a lower fractal dimension, and this equates with
lower resilience.

3.9 RESILIENCE OF COMPLEX
INFRASTRUCTURE SYSTEMS

The foregoing should give the reader a set of tools for
reducing CIKR risk and increasing resiliency. Clearly, risk
and resilience is determined by a combination of factors—
expected utility and PML risk, SOC, TOC, POE, and CEP.
How do these contribute to risk and resiliency in CIKR?

3.9.1 Expected Utility and Risk

PRA and PML risk are overall measures of expected loss
and resiliency (fractal dimension). The slope of the
exceedence probability curve, plotted on log—log axes—is
an overall indicator of the risk and resiliency of a complex
CIKR system such as a water, energy, power, transportation,
or communication system. A fractal dimension less than one
indicates a high-risk system. Therefore, the fundamental
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objective of CIP is to increase the fractal dimension of
threat—asset pairs.

Displacement and time Levy flight exceedence
distributions indicate the probability of subsequent events
occurring within a certain distance or elapsed time from
previous instances. For example, Figure 3.9 shows how the
Levy flight data for the billion-dollar weather disasters in the
United States and the economic declines over the past
century are used to project the likelihood of the next disaster
and next economic decline. Of course it is impossible to pre-
dict the future. These forecasts are only accurate if you
believe the past is able to predict the future.

3.9.2 Countering SOC

SOC is a force multiplier. It increases fragility because of
optimizations and efficiencies. In many complex CIKR sys-
tems, SOC slowly increases due to economic and regulatory
factors. Unfortunately, it takes expensive resources to
combat this buildup. Most system owners and operators
strike a balance between efficiency and resilience by
reducing high concentrations of assets called hubs and elim-
inating or minimizing bottlenecks called betweeners. Hubs
and betweeners can easily become single points of failure.
SOC is a form of emergence—the bottom-up process of
structuring a complex system by adaptation. The communi-
cations sector is a dramatic example. Through a slow but
continual process of emergence, the global communications
network is evolving toward a hub-and-spoke system much
like the commercial airline sector. It is much more efficient
to colocate communications equipment—switches, cloud
servers, and exchanges—in one building than to spread the
equipment throughout the world. Both economics and the
1996 Telecommunications Act drive this adaptation as the
global Internet becomes more structured and concentrated.
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FIGURE 3.9 Probability estimates of the time between subsequent events are based on the Levy flight of each hazard. (a) The probability
that the next billion-dollar weather disaster in the United States will happen in X days or less. (b) The probability that the next economic

decline in the United States will happen in X months or less.



3.9.3 The TOC Test

The TOC test is used to determine if a CIKR system is sus-
tainable. Any complex CIKR system can be headed for col-
lapse if it is not sustainable. Examples are inadequately
funded water and transportation systems and the US power
grid under the 1992 EPACT. TOC occurs when the eco-
system of the infrastructure becomes unstable.

Whenever support for a commons is based on an amor-
tized cost-sharing plan, but the products and services
provided by the commons are delved out according to self-
interest, the commons may become unstable. For example,
the Interstate Highway System of the United States may
become unsustainable as electric motors replace gasoline
motors, because Interstate Highways are supported by
gasoline taxes. Public works projects such as drinking water
systems may decay and collapse without adequate funding,
especially when consumers pay a flat fee to use as much
water as they want.

State space diagramming techniques are used to deter-
mine if a CIKR commons is sustainable or not. The trajec-
tory of the state space diagram indicates an impending doom,
if it heads to zero, an uncontrolled chaos if it heads to infinity,
and a metastable state if it circles around. A complex CIKR
system may reach a fixed point, where it stays until disturbed
by some outside force.

3.9.4 POE and Nonlinearity

POE is one major cause of nonlinearities in complex sys-
tems. POE does not always result in disaster, but imminent
failure is indicated when the carrying capacity of a CIKR
system is exceeded. This can lead to financial bubbles and
tipping points. Failure can also occur if the carrying capacity
suddenly declines.

A predator—prey state diagram is used to study the
effect of POE in a complex system. A state diagram that
gravitates toward a fixed point—typically by circling it—
usually indicates that the carrying capacity has been
reached. Collapses such as a Minsky moment can occur if
enrichment pushes the state space diagram too far beyond
the carrying capacity.

POE suggests that sudden increases or drops in prey
resources can be dangerous. Again, the Interstate Highway
System illustrates this concept. The carrying capacity of the
gasoline tax base may be exceeded if too many miles of
freeway are constructed. By enriching the number of miles
of roadway, we may be exceeding the financial carrying
capacity of the Highway Trust Fund. The amount of money
collected from taxes may become inadequate to support
highway maintenance. In fact, the US Congress has had to
add billions to the Highway Trust Fund to cover this enrich-
ment of miles. (Additionally, Highway Trust Funds have
been diverted to non-highway projects.)
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It is easy to see the carrying capacity of many CIKR
system decline as infrastructure ages and maintenance out-
strips the budgets of states and cities. Obviously, POE is
closely related to TOC. What is the difference? TOC col-
lapses occur when self-interest outstrips support of the com-
mons. POE collapses occur due to a nonlinearity caused by
adding too many resources to the underlying infrastructure
(miles of roadway), which temporarily increases capacity
(more cars) but eventually collapses because more predators
overshoot (cars increase but use less gasoline). POE intro-
duces an instability due to enrichment of the commons,
while TOC may cause collapse because the predator demands
too much of the commons.

3.9.5 CEP and Loss of Redundancy

Application of the CEP can lead to loss of redundancy and
surge capacity—two of the most significant causes of fra-
gility—because it eliminates competition, diversity, and
backup capacity. The energy, power, communications, and
public health sectors are challenged by this principle. Energy
companies build single pipelines from the Gulf Coast of the
United States to markets in the Northeast. Power companies
lack surge capacity. Communications companies tend to
become monopolies and universal service suffers. Hospitals
minimize spare beds, expensive equipment, and operating
rooms to save money. Few communities have competing
hospitals, which means they have minimal emergency room
capacity.

Competitive exclusion is an application of preferential
attachment. When one species, say, a hospital, gains an
advantage over another species, say, a cancer center or heart
center, the other species—other hospitals—must adapt or die
out. The advantage of one hospital over another soon gains
momentum, which leads to the advantaged hospital gaining
more advantage. This feedback increases the distance bet-
ween first place and second place. Eventually, the dominant
species—one hospital—becomes a regional monopoly. The
result is less resilience under emergency conditions.

There is no cure for CEP without introducing idle
capacity, redundant facilities, backup buildings and
equipment, and i