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FOREWORD
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10 DOWNING STREET
LONDON SW1A 2AA

The Rt Hon Tony Blair, MP
UK Prime Minister

Climate change is the world’s greatest environmental chal-
lenge. It is now plain that the emission of greenhouse gases,
associated with industrialisation and economic growth from
a world population that has increased six-fold in 200 years,
is causing global warming at a rate that is unsustainable.

That is why I set climate change as one of the top prior-
ities for the UK’s Presidency of the G8 and the European
Union in 2005.

Early in the year, to enhance understanding and appre-
ciation of the science of climate change, we hosted an
international meeting at the Hadley Centre in Exeter to
address the big questions on which we need to pool the
best available answers:

‘What level of greenhouse gases in the atmosphere is
self-evidently too much?’ and “What options do we have
to avoid such levels?’

It is clear from the work presented that the risks of cli-
mate change may well be greater than we thought. At the
same time it showed there is much that can be done to
avoid the worse effects of climate change.

Action now can help avert the worst effects of climate
change. With foresight such action can be taken without
disturbing our way of life.

The conference provided a scientific backdrop to the G8
summit. At the Gleneagles meeting the leaders of the G8
were able to agree on the importance of climate change,
that human activity does contribute to it and that green-
house gas emissions need to slow, peak and reverse. All G8
countries agreed on the need to make ‘substantial cuts’ in
emissions and to act with resolve and urgency now.

There was agreement to a new Dialogue on Climate
Change, Clean Energy and Sustainable Development
between G8 and other interested countries with signifi-
cant energy needs. This process will allow continued dis-
cussion of the issues around climate change and measures
to tackle it and help create a more constructive atmos-
phere for international negotiations on future actions to
reduce emissions.

This book will serve as more than a record of another
conference or event. It will provide an invaluable resource
for all people wishing to enhance global understanding of
the science of climate change and the need for humanity
to act to tackle the problem.

—

oy






MINISTERIAL ADDRESS BY Rt Hon MARGARET BECKETT, MP

It is a great pleasure for me to meet so many distin-
guished climate scientists and in such an impressive new
building, which among other things houses the Hadley
Centre.

At the time of the Hadley Centre's inception in 1990
the IPCC was in its infancy and the climate change con-
vention had not even been born! Since then it has become
one of the world's leading institutes for climate research.

In 1990 carbon dioxide levels were 354 parts per mil-
lion — now they are at around 377 parts per million and still
rising. Since 1990 global temperatures have increased by
about 0.2°C and the ten warmest years in the global record
have occurred. Absolute temperature records for the UK
were broken in 2003 as we passed the 100°F mark.

What the non-specialists have always wanted to know
is whether these effects really were connected. In 1990
the first assessment of the [IPCC could not unequivocally
show that the observed rise in temperatures was linked to
increasing greenhouse gases and not just natural varia-
tion, even though it was consistent with modelled projec-
tions. But by 2001 the IPCC was able to say that ‘there is
new and stronger evidence that most of the warming
observed over the last 50 years is attributable to human
activities’.

You are all familiar with the IPCC projections of
warming over this century of between about 1.5°C and
almost 6°C due to increased greenhouse gases. No doubt
they will be refined further but what is clear is that tem-
peratures will go on rising. Indeed, I understand that the
warming expected over the next few decades is virtually
unavoidable now. Even in this timeframe we may expect
significant impacts and so we need to act now to ensure
that we limit the scale of warming in the future to avoid
the worst effects.

Recent events show that even wealthy modern soci-
eties struggle with extreme events, and developing soci-
eties are particularly vulnerable to catastrophe. Extreme

weather events can be costly, not only in both in human
lives and suffering but also in terms of sheer economics.
The flooding which swept Europe in 2002 not only
caused 37 deaths but cost US$16 billion in direct costs;
the European heat-wave in 2003 led to 26,000 premature
deaths and US$13.5 billion in direct costs.

Such events can be expected to become more frequent
as a result of climate warming. And there are some signs
that extremes are increasing in scale and frequency.
Recent work published by Hadley Centre has shown that
the risk of extreme warmth, such as that of the summer of
2003 over Europe, is now four times greater than 100
years ago and that that increased risk is due to the ele-
vated levels of greenhouse gases in the atmosphere.

The Climate Change Convention's objective, ‘to sta-
bilise greenhouse gases in the atmosphere at levels which
avoid dangerous anthropogenic climate change’, is a pro-
tection standard for the global climate, analogous to
national and international environmental standards for air
quality or critical loads for sulphur or nitrogen.

But for climate operationalising that objective is no
mean feat because responsibility is shared across the
world. Common, even though differentiated. All coun-
tries contribute to the problem to varying degrees but no
one country can solve the problem by acting alone. So an
international approach is essential. Defining how much
climate change is too much is a political, as well as a sci-
entific, question but one which needs to be guided by the
best objective information that science can give. That is
why we have called this conference. When he announced
it in September, the Prime Minister posed these ques-
tions, “What level of greenhouse gases in the atmosphere
is self-evidently too much? What options do we have to
avoid such levels?’ I hope that your discussions here will
help society consider these questions.

We need to begin a serious debate to understand how
much different levels of climate change will affect the



world as a whole, specific regions and particular sectors
of society. How fast will change occur and, more signifi-
cantly, how can we avoid the worst effects? We may not
be able to do much to reduce climate change over the
next few decades, but what we do now will affect how
much and how quickly climate changes. That is why we
also need this meeting to look at possible solutions. We in
the UK have already committed ourselves to a 60%
reduction in carbon dioxide emissions by 2050. We urge
others to commit themselves to take comparable steps.

But we should not underestimate the scale of the
task. Since 1990, global emissions of CO, alone have
increased by 20%. By 2010 without the Kyoto Protocol
emissions could have risen to 30% above 1990 levels.
Nothing less than a radical change in how we generate
and use energy will be needed and there will not be one
solution but a whole portfolio of measures. Kyoto, which
only has targets for developed countries, will shave some
2-3% off the projected emissions. That is very much a
first step; but it provides the opportunity to try novel
approaches such as giving carbon a value that can be
traded to ensure the most economical ways of reducing
emissions. The clean development mechanism provides a
novel way to slow the growth in developing country
emissions whilst at the same time providing resources
and new technologies which will aid development.

By comparison to the potential cost of damage due to
climate change, the cost of long-term global action to
tackle climate change is likely to be short-term and rela-
tively modest. But the level of such costs depends above
all on clear long-term signals from government. Interna-
tional action can provide the clarity and confidence that
business needs to invest, and to unleash the power of
markets to create a low carbon future — both in the devel-
oped world and in emerging economies such as China
and India where there is such a strong demand for new
energy investment.

Ministerial Address by Rt Hon Margaret Beckett, MP

The UK experience demonstrates that decarbonisation
need not be damaging to economic growth. Between 1990
and 2003 our greenhouse gas emissions fell by around
14% while our GDP rose by 36% over the same period.

As the Prime Minister said last week, we need to
involve the world's largest current and future emitters in
tackling climate change. Also businesses can and must
play an absolutely central role in delivering a low carbon
economy. To do so industry and investors need the long-
term signals to incentives investment in new technology.
This is why a clear scientific picture is essential and why
your work here is so important.

So what is next? We can all play a part in dealing with
the problem but Governments must provide leadership
and be prepared to drive change. In Buenos Aires in
December, the world took a first small step to looking at
what we do beyond 2012, the end of the Kyoto period.
This will be a long road but it will help enormously to
have at our disposal science which has addressed the
questions that this meeting will address, that shows
clearly the risks of delay and too little action, and shows
us very clearly what the options are to achieve stabilisa-
tion. I very much hope that this conference will send a
clear message to leaders and decision makers about the
scale, the urgency and the necessity of the task before us,
that it will encourage more scientists to explore the issues
raised and that it will provide through your papers and
deliberations helpful guidance to our G8 presidency and
important input to the 4th assessment report of the IPCC.

This meeting provides a tremendous opportunity for
you as scientists to influence the debate and to help the
world to move to a sustainable future and to avoid the
worst effects of anthropogenic climate change. I wish
you well in your deliberations.

Hadley Centre, Exeter, 1 February 2005



PREFACE

The Meaning and Making of This Book

The International Symposium on Stabilisation of
Greenhouse Gas Concentrations, Avoiding Dangerous
Climate Change, (ADCC) took place, at the invitation of
the British Prime Minister Tony Blair and under the spon-
sorship of the UK Department for Environment, Food and
Rural Affairs (Defra), at the Met Office, Exeter, United
Kingdom, on 1-3 February 2005. The conference attracted
over 200 participants from some 30 countries. These were
mainly scientists, and representatives from international
organisations and national governments.

The conference offered a unique opportunity for the
scientists to exchange views on the consequences and
risks presented to the natural and human systems as a
result of changes in the world's climate, and on the path-
ways and technologies to limit GHG emissions and
atmospheric concentrations. The conference took as read
the conclusions of the IPCC Third Assessment Report
(TAR) that climate change due to human actions is
already happening, and that without actions to reduce
emissions climate will continue to change, with increas-
ingly adverse effects on the environment and human
society.

In particular the scientists were asked to address the
following questions:

® What are the key impacts — on regions, sectors, and
the world as a whole — of different potential levels of
anthropogenic climate change?

® What would such levels of climate change imply in
terms of greenhouse gas stabilisation levels and emis-
sion pathways required to achieve these levels?

® What technological options are there for implement-
ing these emission pathways, taking into account costs
and uncertainties?

By all standards (topicality of contributions, novelty of
results, quality of presentations, intensity of discussions)
and all accounts (feedback from participants, media cov-
erage, stakeholder reactions and reflections, reverbera-
tions in the scientific community), the ADCC Conference
was a highly successful event. As a consequence, the con-
veners were urged by numerous individuals and organisa-
tions to summarise the ground covered during the meeting
in a self-contained book that makes the pertinent results
conveniently accessible to a wider audience. In order to
satisfy this demand, Defra established an international
Editorial Board (EB) and launched an energetic review
and production process.

This book consolidates the scientific findings pre-
sented at the Conference and is a resource intended to
inform the international debate on what constitutes dan-
gerous climate change. The message coming out of the
book is clear — that climate change is happening, that
impacts of the change are likely to be more serious than
previously thought, and that there are already techno-
logical options that can be used to ultimately stabilise
the concentration of greenhouse gases in the atmosphere
at appropriate levels.

The conference did not attempt to identify a single level
of greenhouse gas concentrations to be avoided. The intri-
cacies of climate change prohibit the identification of one
single atmospheric concentration that can avoid dangerous
levels of climate change on the basis of scientific evidence
alone. Indeed consideration of the question requires value
judgments by societies and international debate. The con-
ference does however go some way to providing the scien-
tific evidence that could inform such a debate. There is a
clear difference between presentation and interpretation of
evidence. Scientific evidence is generally restricted to
revealing (i) causal aspects of the climate change problem;
(ii) the characters, magnitudes and interrelations of the val-
ues at stake; and (iii) the potential costs and benefits of the
available response strategies. It would be expecting too
much of the scientific community to act as the arbiter of
society’s preferences as reflected in the valuation metrics
actually employed and the decision processes actually
implemented.

The process of putting together this book has spared
no pains in ensuring the scientific quality and credibility
of the material presented. All contributions had to survive
a four-fold filtering and amendment procedure. Firstly,
the submissions to the conference in response to the 2004
open call for papers as well as about ten invited keynotes
were scrutinized by the International Scientific Steering
Committee on an extended-abstract basis. Secondly, the
invited and selected presentations were intensively dis-
cussed by the Conference itself and in numerous individ-
ual conversations, providing the authors with numerous
valuable suggestions and criticisms. Thirdly, all the pre-
senters were invited by the EB in the spring of 2005 to
submit an amended version of their Conference contribu-
tion that took into account comments from the partici-
pants and was restructured for inclusion in this book.
Finally all the re-submissions (whether originally invited
or selected) were subjected to independent peer review as
the basis for a final acceptance or rejection decision by



Xii

the EB. This process also allowed for some amendment
by the authors of their original papers in the light of the
reviewers’ comments.

We feel that the outcome was well worth the efforts of
hundreds of experts, stakeholders and staff involved in
this enterprise. We would like to express our deep grati-
tude to all those involved and in particular to the referees
for their invaluable reviews and to the authors of the
papers for delivering under brutal time constraints.

The resulting material is organised in seven sections
that span all aspects of the problem, starting with climate
system analysis and ending with an assessment of the
technological portfolio needed for global warming con-
tainment. We hope that this book will make a significant
contribution to the scientific and policy debates on the

Preface

ultimate rationale for and level of climate protection, in
terms of breadth of coverage, topicality, scientific quality
and relevance.

Hans Joachim Schellnhuber (Chair)
Wolfgang Cramer

Nebojsa Nakicenovic

Tom Wigley

Gary Yohe

(Editorial Board)

Dennis Tirpak
(Chair of the International Scientific Steering
Committee)
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SECTION I

Key Vulnerabilities of the Climate System and Critical Thresholds

INTRODUCTION

As a result of anthropogenic greenhouse gas emissions,
key components of the climate system are being increas-
ingly stressed. The primary changes in climate and sea
level will be relatively slow and steady (albeit much
faster than anything previously experienced by mankind).
However, superimposed on these trends, there may well
be abrupt and possibly irreversible changes that would
have far more serious consequences. The main areas of
concern here are the large ice sheets in Greenland and
Antarctica, and the ocean’s thermohaline circulation. The
papers in this chapter focus on these areas.

In their introductory paper, Schneider and Lane pres-
ent a conceptual overview of ‘dangerous’ climate change
issues, noting the difficulty in defining just what ‘danger-
ous’ means. They also highlight the different, but comple-
mentary, roles that scientists and policymakers play in this
complex arena. In particular, they introduce the notion of
Type I errors (exaggerated precautionary action based on
ultimately unfounded concerns) and Type II errors (insuf-
ficient hedging action, delaying measures while waiting
for the advent of overwhelming evidence). Schneider and
Lane suggest ways out of these dilemmas using recently
developed probabilistic methods.

Rapley focuses on the Antarctic ice sheet and its rela-
tionship with sea level. He presents new data-based
results on the stability of the West Antarctic Ice Sheet and
on the overall mass balance of Antarctica. The melting of
the ice shelves, such as Larsen B, which has been continu-
ously present since the last glacial period, may be leading
to a speed up of some glaciers, by a factor of 2-6, in a
‘cork out of bottle’ effect. These processes need to be
incorporated in advanced ice-sheet models. The extents to
which anthropogenic warming or natural variability are
contributing to these changes is unknown but many of the
changes are consistent with the expected effects of human
activities.

The paper by Lowe and co-authors addresses the
Greenland ice sheet. If the Greenland ice sheet melted
completely, this would raise global average sea level by
around 7 metres — so the probability of such melting and
the timescale over which it might occur is an important
issue. Lowe and co-authors report on a model ensemble
experiment based on the finding that local warming of
more than 2.7°C would cause the ice sheet to contract.
Using a range of models and emissions scenarios leading
to CO, stabilisation between 450 ppm and 1000 ppm, the

study shows that, even with stabilisation at 450 ppm, 5%
of the cases lead to a complete and irreversible melting of
the ice sheet. Although complete melting would take
place over millennia, there would be an accelerated con-
tribution to sea level rise compared with projections
given in the IPCC Third Assessment Report.

A package of three papers is dedicated to the stability
of the North Atlantic Thermohaline Circulation (THC).
Schlesinger and co-authors present a novel assessment
based on probability distributions for crucial system
parameters and a spectrum of possible policy interven-
tions. Their results quantify both the probability of a
THC collapse in the absence of policy, and the effects
of different policies on this probability. Challenor and
co-authors present similar results for the probability of a
THC collapse, based on a large ensemble study using a
statistically-based representation of a medium-complexity
climate model. Both of these papers suggest that the like-
lihood of a THC collapse before 2100 could be higher than
suggested by previous studies. However, both papers
employ simple models so their quantitative results must
be treated cautiously — their main contributions are in
demonstrating methods for producing probabilistic
results. Wood and co-authors show from a model simula-
tion that the cooling effect of a hypothetical rapid THC
shutdown in 2049 would more than outweigh global
warming in and around the North Atlantic. They demon-
strate the feasibility of using ensembles of AOGCMs to
quantify the likelihood of THC collapse, noting that no
AOGCM in the IPCC TAR or since has shown a shutdown
by 2100. They note that further modelling experiments
and observational data are essential for more robust
answers.

Turley and co-authors review data showing the marked
acidification (pH reduction) of the oceans due to the
build up of atmospheric carbon dioxide. As atmospheric
concentrations continue to increase, so too will acidifica-
tion, and this in turn may result in drastic changes in
marine ecosystems and biogeochemical cycling. Thus,
even in the absence of substantial climate change, the
oceans may suffer serious damage, providing yet another
reason to be concerned about continuing increases in
CO, emissions.

The papers presented in this section illustrate why
the term ‘global warming’ is inadequate to describe the
changes we can expect in the Earth System. We should
focus not only on temperature, but also on anticipated
shifts (perhaps rapid) in the full range of climate variables,
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their variability and their extremes; and also on the direct
oceanic consequences of atmospheric CO, concentration
increases. Further, we need to quantify uncertainties aris-
ing from uncertainties in future emissions and in climate
models, as far as possible, in probabilistic terms. Some of
the papers in this section make initial attempts to do this.
Addressing climate change will involve balancing uncer-
tainties in both future change and the consequences of
policy actions, and understanding the dangers associated
with delayed action.

Our understanding of the Earth System is still incom-
plete and models of the climate system clearly need to be
improved. For example, while we have a good sense of

how much sea level would rise if the Greenland ice sheet
were to disappear, we do not fully understand the thresh-
olds that might lead to such a dramatic effect, nor the
time frame over which this might happen. Similarly,
while our most physically detailed and realistic models,
AOGCMs, indicate that a shutdown of the THC is
unlikely, at least by 2100, new analyses presented here
using simpler models give somewhat greater cause for
concern. A better understanding of the probability of
dangerous interference with the climate system requires
improved understanding of and quantitative estimates of
the thresholds and ‘tipping points’ explored by the papers
in this section.



CHAPTER 1

Avoiding Dangerous Climate Change

Rajendra Pachauri
Presentation given to the Exeter Conference, February 2005

This conference comes at a time when both scientific
research in the field of climate change and public policy
are waiting for vital inputs. There is a pressing need
to provide objective scientific information to assist the
process of decision-making in the field.

I am going to talk about the kind of framework within
which we need to look at the whole issue of what consti-
tutes dangerous interference with the climate system. This
is not a trivial question. The Framework Convention on
Climate Change, which was negotiated with a great deal
of effort, highlighted the provisions of Article-2 which
raises the issue of dangerous levels of anthropogenic
emissions and the impacts of human actions on climate
change. What I would like to submit is that this is no
doubt a question that must be decided on the basis of a
value judgment. What is dangerous is essentially a matter
of what society decides. It is not something that science
alone can decide. But, science certainly can provide the
inputs for facilitating that decision. I would like to high-
light some cardinal principles which I suggest are import-
ant in arriving at a framework and in arriving at what
constitutes dangerous. The first, of course, is universal
human rights. We need to be concerned with the rights of
every society. Every community on this Earth should be
able to exist in a manner that they have full rights to
decide on. So, therefore, what I would like to highlight is
the importance of looking at the impacts of climate
change on every corner of the globe and on every com-
munity, because we cannot ignore some as being irrele-
vant to this decision and they certainly have to be part of
the larger human rights question that we or most societies
today subscribe to.

The next issue that I would like to highlight is the
needs of future generations and sustainable development.
Climate change is at the heart of sustainable development.
If we are going to leave a legacy that essentially creates a
negative force for future generations and their ability to be
able to meet their own needs then we are certainly not
moving on the path of sustainable development. Now, sci-
ence can provide a basis for this perspective by assessing
the impacts and the damage that climate change at differ-
ent levels can create and, more particularly, the socio-
economic dimensions of these impacts. This is an area
where I must say that the scientific community has not
done enough. And, that is largely because we generally
find that social scientists have not really got adequately
involved in researching on issues of climate change.

There are several questions which I am sure will come
up for discussion in this conference. Setting an explicit
threshold for a dangerous level of climate change — how
valid is that? You have to start somewhere and I am sure
there is no perfect measure, there is no perfect datum on
the basis of which you could decide what is dangerous. But
this is a question that needs to be answered. Of course, we
must also understand that if we fix a certain threshold then
reaching that threshold depends to a significant extent on
initial conditions. You could have a place that is severely
stressed as a result of a variety of factors, where even a
slight change in the climate could take you over the
threshold. These baseline or initial conditions are extremely
important to define and understand. Then we need to look
at the marginal impacts and the damage that climate
change causes. This requires an assessment of the extent of
climate change that is likely to take place and the marginal
impacts associated with it. At the same time, we need to
determine the costs of the impacts. Of course, when we are
dealing with human lives, the classical models of econo-
mics will not apply. We need to have some other basis by
which we can value the kind of human dimensions that
would be involved in assessing impacts. We need to look at
irreversibility and the feasibility of appropriate adaptation
measures; where is it that you can adapt to a certain level
of climate change and thereby tolerate it without really
making any stark or major difference to the way we live?

And where is it that we need to seriously consider irre-
versibility? When we talk about irreversibility, it is not
merely issues related to our day-to-day business. It has to
do with slow processes that could damage coral reefs; it
has to do with various ecosystems across the globe, which
may not have an immediate and obvious implication or
significance for our day-to-day living but would certainly
prove significant over a period of time. And we necessar-
ily have to look at mitigation options; we cannot isolate
the impacts question from what is possible from the mit-
igation point of view. For example, in the UK we have
seen a drastic reduction in emissions accompanied by an
extremely robust and healthy rate of growth, which gives
us an indication of the economic dimensions of mitiga-
tion measures. We need to assess these under different
conditions and define what the mitigation options would
be in the future. Therefore, to sum up what I have said —
we need to assess the issue of danger in terms of danger-
ous for whom (because there is an equity dimension
involved), and dangerous by when.



Even if we were to bring about very deep cuts in
emissions today, we know that there is an enormous
inertia in the system which will result in continuation of
climate change for a long time to come. There are inter-
generational issues too. We also have to look at plausible
adaptation scenarios. Some measures of adaptation can be
implemented immediately, others would take a substantial
period of time and they would also take a substantial
expenditure of effort, finance and other inputs. And, simi-
larly, we need plausible mitigation scenarios. On the basis
of these, perhaps we may be able to define in a balanced
way actions that would be required.

Now, some practical questions that I am sure will be
discussed in the conference. Can a target of increase
in temperature capture the limit of what is dangerous?
Undoubtedly, that is just one indicator; there are several
dimensions to what is dangerous. Of course, we need
some measures by which we can decide on a course of
action. Is a temperature target the best way to define it?
That is the question that I think needs to be answered. Do
we have a scientific rationale for setting this target? And,
if so, how can we provide its underlying basis? This is
where the scientific community really has an enormous
responsibility to understand the framework within which
this decision would have to be taken and then try to fill in
the gaps with adequate and objective scientific knowledge
that would assist the politician and the decision maker.

This is where I would like to highlight the character of
the IPCC. The IPCC is required to review and assess policy
relevant research; i.e. not be policy prescriptive, but policy
relevant! And, relevance has to be based on our perception
of the decision-making framework and the kinds of issues
that become part of policy. Then we can perhaps address
in an objective and scientific manner what would assist
that system of decision-making. Can a global-mean tem-
perature target, for example, represent danger at the local
level? I would mention the importance of looking across
the globe and seeing what the impacts would be for dif-
ferent communities and different locations. And, how do
we determine a concentration level for GHGs? Where is it
that we draw the limit? And what is the trajectory that we
require to achieve stabilization because we are not dealing
with a static concept, we are not talking about reaching a
certain level at a particular point of time. The path by
which you reach that particular level is critically import-
ant and that necessarily needs to be defined.

Now some issues of initial conditions. Here I will pick
out a combination of results from the Third Assessment
Report and a few other assessments available in the liter-
ature. We know that the global-mean surface temperature
has increased by about 0.7°C over the last century. We know
that there has been a decrease in Arctic sea ice extent by
10 to 15% and in thickness by 40%; and a decrease in Arctic
snow cover area by some 10% since satellite observations
started in 1960. We know about the damage to the coral
reefs and that the 1990s was likely the warmest decade of
the millennium.

Avoiding Dangerous Climate Change

In assessing what is dangerous we have to look at
every aspect of the impacts on health, agriculture, water
resources, coastal areas, species and natural assets. Of
course, in coastal areas, natural disasters will take place.
We can certainly warn communities against them if we
have adequate and effective warning systems. But we must
also understand that natural disasters are going to take
place no matter what. If climate change is going to exac-
erbate conditions, which would enhance the severity of
the impacts, then that adds another responsibility that the
global community has to accept. In Mauritius, a couple of
weeks ago, there was the major UN conference involving
the small island developing states. In discussions with sev-
eral people there, I heard an expression of fear based on the
question: suppose a tsunami such as that of December 26
were to take place in 2080 and suppose the sea level was
a foot higher, can you estimate what the extent of damage
would be under those circumstances? Hence, I think when
we talk about dangerous it is not merely dangers that are
posed by climate change per se, but the overlay of climate
change impacts on the possibility of natural disasters that
could take place in any event.

Another issue that I would like to highlight is the issue
of dangerous for whom. There are several studies none of
which I am going to endorse, but I just want to put these
forward as examples — the work of Norman Myers, for
instance. He wrote about the possibility of 150 million
environmental refugees by the year 2050. Numbers are
not important, but I would like to highlight the issue that
we need to look at. What is likely to happen as a result of
sea level rise and agricultural changes to human society in
different parts of the globe, for instance, in the form of
refugees? Bangladesh, which as you know is a low-lying
country is particularly vulnerable to sea level rise and the
impacts that this would bring. Egypt is another country
that would lose 12—15% of its alluvial land, and so on.
Consequently, we really need a cataloging of all the
impacts that are likely to take place. Science should be
able to at least attempt the quantification of what these
impacts are likely to be for different levels of climate
change. This might help decision makers focus on how to
deal with the whole issue.

When we discuss dangerous for whom, then there is
also the question of extreme events. The IPCC Third
Assessment Report clearly identified that the number of
disasters of hydro-meteorological origin have increased
significantly, along with an increase in precipitation in
the mountains accompanied by melting of glaciers, increased
incidence of floods, mud slides, and severe land slides.
There is a fair amount of data now available on this, par-
ticularly in parts of Asia; large areas with high population
densities are susceptible to floods, droughts and cyclones
as in Bangladesh and India.

I would now like to highlight some of the social impli-
cations of the impacts that are likely to happen related to
extreme weather or climatic events. Here I would like to
underline the fact that demographic and socio-economic
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factors can amplify the dangers. There has been an upward
trend in weather related losses over the last 50 years linked
to socio-economic factors; population growth, increased
wealth, urbanization in vulnerable areas, etc. These are
trends that are going to continue. If we have to define dan-
gerous then this changing baseline must be considered.
Dangerous must be assessed on the basis of scenarios that
are consistent with the changes that we already see, for
instance, in migration, demographics, and in incomes. All
of these in essence define the initial conditions that I men-
tioned earlier on. We also need to understand the operation
of financial services such as insurance in defining the
behaviour of societies, in defining where people are likely
to settle, because these things are intimately linked with
perceptions of the damages — climate-related damages —
that might occur over a period of time.

Now the question is, can we adapt to irreversible
changes? Can science give us some answers on this? You
certainly can adapt to changes like deforestation because
we have the means by which we can carry out aforestation,
by which we can plant trees in areas wherever deforest-
ation is taking place. But can we bring back the loss of bio-
diversity which is taking place? Issues of this nature need
to be defined because all of this becomes an important part
of the package on what is dangerous. In fact, we know that
in the 20th century especially during an El Nifio event
there has been a major impact on coral reef bleaching.
Worldwide increase in coral reef bleaching in 1997-98
was coincidental with high water temperatures associated
with El Nifio. Will future such occurrences be irreversible?

Other examples include the frequency and severity of
drought, now fairly well documented in different parts of
Africa and Asia. Duration of ice cover of rivers and lakes
has decreased by about 2 weeks over the 20th century in
mid and high latitudes of the northern hemisphere. Arctic
sea ice extent, as I mentioned earlier, decreased by 40%
in recent decades in late summer to early autumn and
decreased by 10 to 15% since the 1950s in spring and
summer. And temperate glaciers are receding rapidly in
different parts of the globe.

We also need to look at climate change and its rela-
tionship to possible singular events; such as a shutdown
of the ocean’s thermohaline circulation or rapid ice losses
in Greenland or Antarctica. Here, of course, science has a
long way to go, but it is a challenge for the scientific
community to be able to establish if there is likely to be a
relationship between these possible singular events and
the process of climate change that we are witnessing.
Such events could lead to very high magnitude impacts
that could overwhelm our response strategies.

We need to put some of these possible impacts into a
framework with an economic perspective where they are
translated into the impacts on numbers of people in spe-
cific geographical areas. This is a challenge that requires
scientists not only to look at the geophysical impacts of cli-
mate change, but also start looking at the socio-economic
implications. The inertia of the climate system must also

be taken into account. Even if we were to stabilize the con-
centrations of CO, and other greenhouse gases today, the
inertia in the system can carry the impacts of climate
change, particularly sea level rise, through centuries if not
amillennium. Indeed, sea level rise could continue for cen-
turies after global-mean temperature was effectively stabil-
ized, complicating the issue of choosing a single metric to
defining a dangerous interference threshold.

Even if we are going to think in terms of a temperature
target, this necessarily requires that we look at the rela-
tionship between emissions, concentrations, and the tem-
perature response. Related to this would be all the other
issues that I have put before you in terms of the impacts of
climate change as they relate to the global-mean tempera-
ture response, particularly adaptation issues. Adaptation
strategies can be planned or anticipatory. I highlight the
importance of looking at adaptation measures because
they need to be considered in defining what is dangerous.
If you cannot adapt to a particular change and yet it is
likely to have a very harmful impact, then clearly it could
be dangerous; but if you can adapt to it without serious
consequences then it certainly is not dangerous. We need
to define, therefore, adaptation measures within choices
including planned and anticipatory as well as autonomous
and reactive.

On the mitigation side, we often take a very narrow view
of costs and economics of mitigation. We must look at a
holistic assessment of mitigation measures and identify
measures where there are several co-benefits including
those related to goals for sustainable development (in eco-
nomic, equity, and environmental terms). Then, of course,
there is a whole range of so-called no regrets measures that
also need to be identified. And the key linkages between
mitigation and development are numerous. So, in assess-
ing mitigation costs and options it is absolutely essential
that we look at the whole gamut of associated benefits and
costs as well.

In addressing the need for assessing the issue of value
judgments we must try to see that we create value in terms
of scientific information and analysis. But, once again, I
would like to emphasize that the decision itself has to be
based on a collective assessment by the global community
on what they are willing to accept. However, let me repeat
that decisions would have to be guided by certain prin-
ciples, principles that must look at the rights of every com-
munity on this globe and at some of the intergenerational
implications of climate change (because what may not be
dangerous today could very well turn out to be dangerous
fifty years from now). It would be totally irresponsible if,
as a species, we ignore that reality. So, there is before us a
huge agenda for the scientific community. In this context
we need to understand the framework within which deci-
sions have to be made. It is my hope that in the Fourth
Assessment Report of the IPCC we will be able to provide
information through which some of the holes, in the form
of uncertainties or unknowns that affect decision-making,
can be filled up effectively.
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ABSTRACT: This paper briefly outlines the basic science of climate change, as well as the IPCC assessments on
emissions scenarios and climate impacts, to provide a context for the topic of key vulnerabilities to climate change. A
conceptual overview of ‘dangerous’ climate change issues and the roles of scientists and policy makers in this complex
scientific and policy arena is presented, based on literature and recent IPCC work. Literature on assessments of ‘dan-
gerous anthropogenic interference’ with the climate system is summarized, with emphasis on recent probabilistic analy-
ses. Presenting climate modeling results and arguing for the benefits of climate policy should be framed for decision
makers in terms of the potential for climate policy to reduce the likelihood of exceeding ‘dangerous’ thresholds.

2.1 Introduction

Europe’s summers to get hotter... The Arctic’s ominous
thaw... Study shows warming trend in Alaskan Streams...
Lake Tahoe Warming Twice as Fast as Oceans. Global
Warming Seen as Security Threat... Global warming a
bigger threat to poor... Tibet’s glacier’s heading for
meltdown... Climate change affects deep sea life... UK:
Climate change is costing millions. These are just a few
of the many headlines related to climate change that
crossed the wires in 2004 and they have elicited wide-
spread concern even in the business community. 2004 is
thought to have been the fourth warmest year on record
and the worst year thus far for weather-related disaster
claims — though the devastation in the US Gulf Coast from
intense hurricanes in the summer of 2005 could well set a
new record for disaster spending. Munich Re, the largest
reinsurer in the world, recently stated that it expects
natural-disaster-related damages to increase ‘exponen-
tially’ in the near future and it attributes much of these
damages to anthropogenic climate change. Thomas
Loster, a climate expert at Munich Re, says: “We need to
stop this dangerous experiment humankind is conducting
on the Earth’s atmosphere’.

‘Dangerous’ has become something of a cliché when
discussing climate change, but what exactly does it mean
in that context? This paper will explore some basic con-
cepts in climate change, how they relate to what might be
‘dangerous’, and various approaches to characterizing
and quantifying ‘dangerous anthropogenic interference
[DAI] with the climate system’ [70]. It will also outline
and differentiate the roles of scientists and policymakers
in dealing with dangerous climate change by discussing
current scientific attempts at assessing elements of dan-
gerous climate change and suggesting ways in which
decision makers can translate such science into policy.
It will state explicitly that determination of ‘acceptable’
levels of impacts or what constitutes ‘danger’ are deeply

normative decisions, involving value judgments that
must be made by decision makers, though scientists and
policy analysts have a major role in providing analysis
and context.

2.2 Climate Change: A Brief Primer

We will begin by stressing the well-established principles
in the climate debate before turning to the uncertainties
and more speculative, cutting-edge scientific debates.
First, the greenhouse effect is empirically and theoreti-
cally well-established. The gases that make up Earth’s
atmosphere are semi-transparent to solar energy, allow-
ing about half of the incident sunlight to penetrate the
atmosphere and reach Earth’s surface. The surface absorbs
the heat, heats up and/or evaporates liquid water into
water vapor, and also re-emits energy upward as infrared
radiation. Certain naturally-occurring gases and particles
— particularly clouds — absorb most of the infrared radia-
tion. The infrared energy that is absorbed in the atmos-
phere is re-emitted, both up to space and back down
towards the Earth’s surface. The energy channeled towards
the Earth causes its surface to warm further and emit
infrared radiation at a still greater rate, until the emitted
radiation is in balance with the absorbed portion of inci-
dent sunlight and the other forms of energy coming and
going from the surface. The heat-trapping ‘greenhouse
effect’ is what accounts for the ~33°C difference between
the Earth’s actual surface air temperature and that which
is measured in space as the Earth’s radiative temperature.
Nothing so far is controversial. More controversial is the
extent to which non-natural (i.e. human) emissions of
greenhouse gases have contributed to climate change,
how much we will enhance future disturbance, and what
the consequences of such disturbance could be for social,
environmental, economic, and other systems — in short,
the extent to which human alterations could risk DAL



It is also well-known that humans have caused an
increase in radiative forcing. In the past few centuries,
atmospheric carbon dioxide has increased by more than
30%. The reality of this increase is undeniable, and virtu-
ally all climatologists agree that the cause is human activ-
ity, predominantly the burning of fossil fuels. To a lesser
extent, deforestation and other land-use changes and indus-
trial and agricultural activities like cement production and
animal husbandry have also contributed to greenhouse
gas buildups since 1800. [One controversial hypothesis
([58]) asserts that atmospheric concentrations of carbon
dioxide (CO,) and methane (CH,4) were first altered by
humans thousands of years ago, resulting from the dis-
covery of agriculture and subsequent technological inno-
vations in farming. These early anthropogenic CO, and
CH, emissions, it is claimed, offset natural cooling that
otherwise would have occurred.]

Most mainstream climate scientists agree that there
has been an anomalous rise in global average surface
temperatures since the time of the Industrial Revolution.
Earth’s temperature is highly variable, with year-to-year
changes often masking the overall rise of approximately
0.7°C that has occurred since 1860, but the 20th century
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upward trend is obvious, as shown in Figure 2.1. Especially
noticeable is the rapid rise at the end of the 20th century.

For further evidence of this, Mann and Jones, 2003
[33]; Mann, Bradley and Hughes, 1998 [32]; and Mann,
Bradley and Hughes, 1999 [31] have attempted to push
the Northern Hemisphere temperature record back 1,000
years or more by performing a complex statistical analy-
sis involving some 112 separate indicators related to tem-
perature. Although there is considerable uncertainty in
their millennial temperature reconstruction, the overall
trend shows a gradual temperature decrease over the first
900 years, followed by a sharp upturn in the 20th century.
That upturn is a compressed representation of the ‘real’
(thermometer-based) surface temperature record of the last
150 years. Though there is some ongoing dispute about
temperature details in the medieval period (e.g. [72]),
many independent studies confirm the basic picture of
unusual warming in the past three decades compared to
the past millennium [73].

It is likely that human activities have caused a dis-
cernible impact on observed warming trends. There is a
high correlation between increases in global temperature
and increases in carbon dioxide and other greenhouse gas

Comparison between modeled and observations of temperature rise since the year 1860
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concentrations during the era, from 1860 to present, of
rapid industrialization and population growth. As corre-
lation is not necessarily causation, what other evidence is
there about anthropogenic CO, emissions as a direct cause
of recent warming? Hansen et al. (2005) [18] offer con-
siderable data to suggest that there is currently an imbal-
ance of some 0.85 = 0.15W/m? of extra heating in the
Earth-atmosphere system owing to the heat-trapping effects
of greenhouse gas build-ups over the past century. If
accepted, this new finding would imply that not only has
an anthropogenic heat-trapping signal been detected in
observational records, but that the imbalance in the radia-
tive heating of the Earth-atmosphere system implies that
there is still considerable warming “in the bank”, and that
another 0.6°C or so of warming could be inevitable even
in the unlikely event that greenhouse gas concentrations
were frozen at today’s levels [76].

Other evidence can be brought to bear to show human
influences on recent temperatures from a variety of sources,
such as the data summarized in Figure 2.1. The Figure
suggests that the best explanation for the global rise in
temperature seen thus far is obtained from a combination
of natural and anthropogenic forcings. Although substan-
tial, this is still circumstantial evidence. However, many
recent ‘fingerprint analyses’ have reinforced these conclu-
sions (i.e. [60], [20], [48], [55], and [59]). Most recently,
Root et al. (2005) [54] have shown that the timing of bio-
logical events like the flowering of trees or egg-laying
of birds in the spring are significantly correlated with
anthropogenically-forced climate, but only weakly asso-
ciated with simulations incorporating only natural forc-
ings. This same causal separation is illustrated in Figure
2.1 comparing observed thermometer data and modeled
temperature results for natural, anthropogenic, and com-
bined forcings. (Root et al. came to these results using
the HadCM3 model, the same model used to obtain the
results depicted in Figure 2.1.) Since plants and animals
can serve as independent ‘proxy thermometers’, these
findings put into doubt suggestions that errors in instru-
mental temperature records due to urban heat island
effects as well as claims that satellite-derived temperatures
do not support surface warming — the satellite-derived tem-
perature trend dispute apparently has been largely resolved
in mid-2005 by a series of reports reconciling lower
atmospheric warming in models, balloons and satellite
temperature reconstructions. These and other anthro-
pogenic fingerprints in global climate system variables and
temperature trends represent an overwhelming preponder-
ance of evidence. In our opinion, results from 30 years of
research by the scientific community now convincingly
suggest it is fair to call the detection and attribution of
human impacts on climate a well-established conclusion.

2.3 Climate Change Scenarios

Since the climate science and historical temperature trends
show highly likely direct cause-and-effect relationships,
we must now ask how climate may change in the future.

Scientists, technologists, and policy analysts have invested
considerable effort in constructing ‘storylines’ of plausible
human demographic, economic, political, and technolog-
ical futures from which a range of emissions scenarios
can be described, the most well-known being the Inter-
governmental Panel on Climate Change’s (IPCC) Special
Report on Emissions Scenarios (SRES), published in
2000 [38]. One grouping is the A1 storyline and scenario
family, which describes a future world of very rapid eco-
nomic growth, global population that peaks in mid-century
and declines thereafter and, in several variations of it, the
rapid introduction of new and more efficient technolo-
gies. Major underlying themes are convergence between
regions, capacity-building, and increased cultural and social
interactions, with a substantial reduction in regional differ-
ences in per capita income. Al is subdivided into A1FI
(fossil-fuel intensive), A1T (high-technology), and A1B
(balanced), with A1FI generating the most CO, emis-
sions and A1T the least (of the A1 storyline, and the sec-
ond lowest emissions of all six marker scenarios). But
even in the A1T world, atmospheric concentrations of
CO, still near a doubling of preindustrial levels by 2100.

For a contrasting vision of the world’s social and tech-
nological future, SRES offers the B1 storyline, which is
(marginally) the lowest-emissions case of all the IPCC’s
scenarios. The storyline and scenario family is one of a
converging world with the same global population as A1,
peaking in mid-century and declining thereafter, but with
more rapid change in economic structures towards serv-
ice and information economies, which is assumed to
cause a significant decrease in energy intensity. The B1
world finds efficient ways of increasing economic output
with less material, cleaner resources, and more efficient
technologies. Many scientists and policymakers have
doubted whether a transition to a B1 world is realistic and
whether it can be considered equally likely when com-
pared to the scenarios in the A1 family. The IPCC did not
discuss probabilities of each scenario, making a risk-
management framework for climate policy problematic
since risk is probability times consequences (e.g. see the
debate summarized by [14]). Figure 2.2 is illustrative of
the SRES scenarios.

2.4 Climate Change Impacts

After producing the SRES scenarios, the IPCC released
its Third Assessment Report (TAR) in 2001, in which it
estimated that by 2100, global average surface tempera-
tures would rise by 1.4 to 5.8°C relative to the 1990 level.
While warming at the low end of this range would likely
be relatively less stressful, it would still be significant for
some ‘unique and valuable systems’ [25] — sea level rise of
concern to some low-lying coastal and island communities
and impacts to Arctic regions, for example. Warming at
the high end of the range could have widespread cata-
strophic consequences, as a temperature change of 5-7°C
on a globally-averaged basis is about the difference
between an ice age and an interglacial — and over a period
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Figure 2.2 SRES emissions scenarios.
Source: IPCC, 2001d.
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of only a century [7]. If the IPCC’s projections prove rea-
sonable, the global average rate of temperature change
over the next century or two will exceed the average rate
sustained over the last century, which is already greater
than any seen in the last 10,000 years [65].

Based on these temperature forecasts, the IPCC has
produced a list of likely effects of climate change, most
of which are negative (see [25]). These include: more fre-
quent heat waves (and less frequent cold spells); more
intense storms (hurricanes, tropical cyclones, etc.) and a
surge in weather-related damage; increased intensity of
floods and droughts; warmer surface temperatures, espe-
cially at higher latitudes; more rapid spread of disease;
loss of farming productivity in many regions and/or move-
ment of farming to other regions, most at higher latitudes;
rising sea levels, which could inundate coastal areas and
small island nations; and species extinction and loss of
biodiversity. On the positive side, the literature suggests
longer growing seasons at high latitudes and the opening
of commercial shipping in the normally ice-plagued
Arctic. Weighing these pros and cons is the normative
(value-laden) responsibility of policy-makers, responding
in part, of course, to the opinions and value judgments of
the public, which will vary from region to region, group
to group, and individual to individual.

The IPCC also suggested that, particularly for rapid
and substantial temperature increases, climate change could
trigger ‘surprises’: rapid, nonlinear responses of the climate
system to anthropogenic forcing, thought to occur when
environmental thresholds are crossed and new (and not
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always beneficial) equilibriums are reached. Schneider
et al. (1998) [66] took this a step further, defining ‘imag-
inable surprises’— events that could be extremely damaging
but which are not truly unanticipated. These could include
a large reduction in the strength or possible collapse of the
North Atlantic thermohaline circulation (THC) system,
which could cause significant cooling in the North Atlantic
region, with both warming and cooling regional telecon-
nections up- and downstream of the North Atlantic; and
deglaciation of polar ice sheets like Greenland or the
West Antarctic, which would cause (over many centuries)
many meters of additional sea level rise on top of that
caused by the thermal expansion from the direct warming
of the oceans [61].

There is also the possibility of true surprises, events
not yet currently envisioned [66]. However, in the case of
true surprises, it is still possible to formulate ‘imaginable
conditions for surprise’—like rapidly-forced climate
change, since the faster the climate system is forced to
change, the higher the likelihood of triggering abrupt
nonlinear responses (see page 7 of [27]). Potential climate
change and, more broadly, global environmental change,
faces both types of surprise because of the enormous com-
plexities of the processes and interrelationships involved
(such as coupled ocean, atmosphere, and terrestrial sys-
tems) and our insufficient understanding of them individ-
ually and collectively (e.g. [21]).

Many systems have been devised for categorizing cli-
mate change impacts. IPCC (2001b) [25] has represented
impacts as ‘reasons for concern’, as in Figure 2.3, below.
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6 L)
. |
s Dt ond 1 Several Models
:: g’ 1 All SRES Envelope
54| = |
oo ATT I ~
- — A2 !
O 44| —mni !
° — B2 |
2 —_— 15928 I
£ 34 |
s : Positive.
g 2 ! Ne;:tive
8 —
g : Market
£ | Impacts;
= 14 I || Majority 5
| . Negative | | of People
| Risks to for Some Very
0 4 Some Increase || Regions || Affected Low 0
]
W !
I — - M—— v -1
1900 2000 2100 | 11 111 v v
Year

I Risks to Unique and Threatened Systems

Il Risks from Extreme Climate Events

11 Distribution of Impacts

IV Aggregate Impacts

V  Risks from Future Large-Scale Discontinuities

Figure 2.3 IPCC reasons for concern about climate change impacts.

Source: IPCC, 2001b.
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These impacts are: risks to unique and threatened systems;
risks associated with extreme weather events; the distri-
bution of impacts (i.e. equity implications); aggregate
damages (i.e. market economic impacts); and risks of
large-scale singular events (e.g. ‘surprises’). Leemans
and Eickhout (2004) [30] have also suggested including
risks to global and local ecosystems as an additional rea-
son for concern, though this could be partially represented
under the first reason for concern. The Figure, also known
as the ‘burning embers diagram’, shows that the most
potentially serious climate change impacts (the red colors
on the Figure) typically occur after only a few degrees
Celsius of warming.

Parry et al.’s (2001) [49] ‘millions at risk’ work sug-
gests another approach. These authors estimate the addi-
tional millions of people who could be placed at risk as a
result of different amounts of global warming. The risks
Parry et al. focus on are hunger, malaria, flooding, and
water shortage. Similarly, the 2002 Johannesburg World
Summit on Sustainable Development (WSSD) came up
with five key areas to target for sustainable development:
water, energy, health, agriculture, and biodiversity
(WEHAB). These categories, with the addition of coastal
regions (as proposed by [49]), are also well-suited to
grouping climate change impacts [51].

In looking at climate impacts from a justice perspec-
tive, Schneider and Lane (2005) [63] propose three dis-
tinct areas in which climate change inequities are likely
to be significant: inter-country equity, intergenerational
equity, and inter-species equity. (Schneider and Lane
and others have also suggested intra-national equity of
impacts.) Another justice-oriented impacts classification
scheme is Schneider et al.’s (2000) [64] ‘five numeraires’:
market system costs in dollars per ton Carbon (C); human
lives lost in persons per ton C; species lost per ton C; dis-
tributional effects (such as changes in income differen-
tials between rich and poor) per ton C; and quality of life
changes, such as heritage sites lost per ton C or refugees
created per ton C. Lane, Sagar, and Schneider (2005) [29]
propose examining not just absolute costs in each of the
five numeraires, but relative costs as well in some of them:

...we should consider market-system costs relative to a
country’s GDP, species lost relative to the total number
of species in that family, etc. Expressing impacts through
the use of such numeraires will capture a richer account-
ing of potential damages and could help merge the often-
disparate values of different groups in gauging the
seriousness of damages. In other cases, such as human
lives lost, we believe that the absolute measure remains
more appropriate.

It is our strong belief that such broad-based, multi-metric
approaches to impacts categorization and assessment are
vastly preferable to focusing solely on market categories
of damages, as is often done by traditional cost-benefit
analyses. One-metric aggregations probably underesti-
mate the seriousness of climate impacts. Evidence for
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this was gathered by Nordhaus (1994a) [41], who sur-
veyed conventional economists, environmental economists,
atmospheric scientists, and ecologists about estimated cli-
mate damages. His study reveals a striking cultural divide
across the natural and social scientists who participated
in the study. Conventional economists surveyed suggested
that even extreme climate change (i.e. 6°C of warming by
2090) would not likely impose severe economic losses,
implying it is likely to be cheaper to emit more in the near
term and worry about cutting back later, using additional
wealth gained from near-term emitting to fund adaptation
later on. Natural scientists estimated the total economic
impact of extreme climate change, much of which they
assigned to non-market categories, to be 20 to 30 times
higher than conventional economists’ projections. In
essence, the natural scientists tended to respond that they
were much less optimistic that humans could invent
acceptable substitutes for lost climatic services (see [57]).

Because they typically measure only market impacts,
traditional cost-benefit analyses (CBAs) are often con-
sidered skewed from a distributional equity perspective.
In a traditional CBA, the ethical principle is not even
classical Benthamite utilitarianism (greatest good for the
greatest number of people), but an aggregated market
power form of utilitarianism (greatest good for the great-
est number of dollars in benefit/cost ratios). Thus, an
industrialized country with a large economy that suffered
the same biophysical climate damages as an unindustrial-
ized nation with a smaller economy would be considered
to have suffered more by virtue of a larger GDP loss and
would, in the aggregate-dollars-lost metric, be more
important to ‘rescue’ and/or rehabilitate, if possible.

Even more problematic, what if an industrial northern
country experienced a monetary gain in agriculture and
forestry from global warming due to longer growing sea-
sons, while at the same time — as much of the literature
suggests — less-developed southern countries suffered
from excessive heating that amounted to a monetary loss
of the same dollar value as the gain in the north? This
could hardly be viewed as a ‘neutral’ outcome despite a
net (global) welfare change of zero (derived from sum-
ming the monetary gain in the north and the loss in the
south). Very few would view a market-only valuation and
global aggregation of impacts in which the rich get richer
and the poor get poorer as a result of climate change as an
ethically neutral result.

Under the framework of the five numeraires and other
systems that rely on multiple metrics, the interests of
developing countries and the less privileged within nations
would be given a greater weight on the basis of the threats
to non-market entities like biodiversity, human life, and
cultural heritage sites. Take the example of Bangladesh:
Assume that rising sea levels caused by climate change
lead to the destruction of lives, property, and ecosystems
equivalent to about 80% of the country’s GDP. While the
losses would be indisputably catastrophic for Bangladesh,
they would amount to an inconsequential 0.1% of global
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GDP (see Chapter | of [25]), causing a market-aggrega-
tion-only analysis to classify the damage as relatively
insignificant, though a reasonable interpretation of many
would be that such a loss clearly qualifies as DAI—what
Mastrandrea and Schneider (2005) [35] labeled as
“stakeholders metrics”. Those considering multiple
numeraires would argue that this is clearly unfair, as the
loss of life, degraded quality of life, and potential loss of
biodiversity in Bangladesh are at least as important as
aggregate market impacts.

2.5 Dangerous Climate Change

But what exactly is ‘dangerous’ climate change? The
term was legally introduced in the 1992 United Nations
Framework Convention on Climate Change (UNFCCC),
which calls for stabilization of greenhouse gases to ‘pre-
vent dangerous anthropogenic interference with the cli-
mate system’ [70]. The Framework Convention further
suggests that: ‘Such a level should be achieved within a
time frame sufficient

® 1o allow ecosystems to adapt naturally to climate change;

® to ensure that food production is not threatened and;

® to enable economic development to proceed in a sus-
tainable manner’.

While it seems that some of the impacts of climate change
discussed thus far suggest that dangerous levels of climate
change may occur, the UNFCCC never actually defined
what it meant by ‘dangerous’.

Many metrics for defining dangerous have been intro-
duced in recent years, and most focus on the consequences
(impacts) of climate change outcomes. From an equity
perspective, it can be argued that any climate change that
has a greater impact on those who contributed the least to
the problem is less just and thus arguably more danger-
ous—and could have repercussions that extend beyond
environmental damages (to security, health, and economy,
for example). Along similar lines, some scientists defined
‘dangerous anthropogenic interference’ at the 10th Con-
ference of the Parties (COP10) in Buenos Aires in
December 2004 by assessing the key vulnerabilities with
regard to climate change. In the IPCC TAR, ‘vulnerabil-
ity” was described as a consequence of exposure, sensi-
tivity, and adaptive capacity (Glossary, [25]). The notion
of key vulnerabilities was derived partly from the discus-
sion on ‘concepts of danger’ that occurred at the European
Climate Forum’s (ECF) symposium on ‘Key vulnerable
regions and climate change’ in Beijing in October 2004
and was presented at COP 10. The ECF symposium iden-
tified three concepts of danger:

® Determinative dangers are, on their own, enough to
define dangerous levels of climate change. The ECF’s
list of determinative dangers resulting from climate
change include: circumstances that could lead to
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global and unprecedented consequences, extinction of
‘iconic’ species or loss of entire ecosystems, loss of
human cultures, water resource threats, and substan-
tial increases in mortality levels, among others.

e Early warning dangers are dangers already present in
certain areas that are likely to spread and worsen over
time with increased warming. These dangers could
include Arctic Sea ice retreat, boreal forest fires, and
increases in frequency of drought, and they could
become determinative over time or taken together with
other dangers.

® Regional dangers are widespread dangers over a
large region, most likely related to food security, water
resources, infrastructure, or ecosystems. They are not
considered determinative, as they are largely confined
to a single region [12].

Dessai et al. (2004) [10] also focus on vulnerabilities as
an indicator of dangerous climate change. They have sep-
arated definitions of danger into two categories: those
derived from top-down research processes and those
derived from bottom-up methods. The more commonly
used top-down approach determines physical vulnerabil-
ity based on hierarchical models driven by different sce-
narios of socio-economic change, whereas the bottom-up
approach focuses on the vulnerability and adaptive capac-
ity of individuals or groups, which leads to social indica-
tions of potential danger like poverty and/or lack of access
to healthcare, effective political institutions, etc.

In working drafts of the IPCC Fourth Assessment
Report [23], interim definitions and descriptions of ‘key
vulnerabilities’ are framed as follows. Key vulnerabili-
ties are a product of the exposure of systems and popula-
tions to climate change, the sensitivity of those systems
and populations to such influences, and the capacity of
those systems and populations to adapt to them. Changes
in these factors can increase or decrease vulnerability.
Assessments of key vulnerabilities need to account for
the spatial scales and timescales over which impacts occur
and the distribution of impacts among groups, as well as
the temporal relationship between causes, impacts, and
potential responses. No single metric can adequately
describe the diversity of key vulnerabilities. Six objective
and subjective criteria are suggested for assessing and
defining key vulnerabilities:

Magnitude

Timing

Persistence and reversibility
Likelihood and confidence

Potential for adaptation

Importance of the vulnerable system.

Some key vulnerabilities are associated with ‘systemic
thresholds’ in either the climate system, the socio-
economic system, or coupled socio-natural systems (e.g.
a collapse of the West Antarctic Ice Sheet or the cessation
of sea ice touching the shore in the Arctic that eliminates
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a major prerequisite for the hunting culture of indigenous
people in the region). Other key vulnerabilities can be
associated with ‘normative thresholds’, which are defined
by groups concerned with a steady increase in adverse
impacts caused by an increasing magnitude of climate
change (e.g. a magnitude of sea level rise no longer con-
sidered acceptable by low-lying coastal dwellers).

While scientists have many ideas about what vulnera-
bilities may be considered dangerous, it is a common
view of most natural and social scientists that it is not the
direct role of the scientific community to define what
‘dangerous’ means. Rather, it is ultimately a political ques-
tion because it depends on value judgments about the rel-
ative importance of various impacts and how to face
climate change-related risks and form norms for defining
what is ‘unacceptable’ [62, 36]. In fact, the notion of key
vulnerabilities itself is also a value judgment, and differ-
ent decision makers at different locations and levels are
likely to perceive vulnerabilities and the concept of ‘dan-
gerous’ in distinct ways.

Dessai et al. (2004) [10] explain the juxtaposition of
science and value judgment by assigning two separate
definitions for risk — internal and external. External risks
are defined via scientific risk analysis of system charac-
teristics prevalent in the physical or social worlds. Internal
risk, on the other hand, defines risk based on the individ-
ual or communal perception of insecurity. In the case of
internal risk, in order for the risk to be ‘real’, it must be
experienced. Of course, these two definitions are inter-
twined in complex ways. Decision-makers’ perceptions
of risk are partly informed by the definitions and guid-
ance provided by scientific experts, and societal percep-
tions of risk may also play a role in scientific research.

2.6 The Role of Science in Risk Assessment

Ultimately, scientists cannot make expert value judg-
ments about what climate change risks to face and what
to avoid, as that is the role of policy makers, but they
can help policymakers evaluate what ‘dangerous’ climate
change entails by laying out the elements of risk, which
is classically defined as probability x consequence. They
should also help decision-makers by identifying thresh-
olds and possible surprise events, as well as estimates of
how long it might take to resolve many of the remaining
uncertainties that plague climate assessments.

There is a host of information available about the pos-
sible consequences of climate change, as described in our
discussion of the SRES scenarios and of the impacts
of climate change, but the SRES scenarios do not have
probabilities assigned to them, making risk management
difficult. Some would argue that assigning probabilities
to scenarios based on social trends and norms should not
be done (e.g. [15]), and that the use of scenarios in and of
itself derives from the fact that probabilities can’t be ana-
lytically estimated. In fact, most models do not calculate
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objective probabilities for future outcomes, as the future
has not yet happened and ‘objective statistics’ are impos-
sible, in principle, before the fact. However, modelers
can assign subjective confidence levels to their results by
discussing how well established the underlying processes
in a model are, or by comparing their results to observa-
tional data for past events or elaborating on other consis-
tency tests of their performance (e.g. [14]). It is our belief
that qualified assessment of (clearly admitted) subjective
probabilities in every aspect of projections of climatic
changes and impacts would improve climate change impact
assessments, as it would complete the risk equation,
thereby giving policy-makers some idea of the likelihood
of threat associated with various scenarios, aiding effec-
tive decision-making in the risk-management framework.
At the same time, confidence in these difficult probabilis-
tic estimates should also be given, along with a brief
explanation of how that confidence was arrived at.

2.7 Uncertainties

A full assessment of the range of climate change conse-
quences and probabilities involves a cascade of uncertain-
ties in emissions, carbon cycle response, climate response,
and impacts. We must estimate future populations, levels
of economic development, and potential technological
props spurring that economic development, all of which
will influence the radiative forcing of the atmosphere
via emissions of greenhouse gases and other radiatively
active constituents. At the same time, we must also deal
with the uncertainties associated with carbon cycle mod-
eling, and, equally important, confront uncertainties sur-
rounding the climate sensitivity — typically defined as the
amount that global average temperature is expected to
rise for a doubling of CO,.

Figure 2.4 shows the ‘explosion’ that occurs as the dif-
ferent elements of uncertainty are combined. This should
not be interpreted as a sign that scientists cannot assign a
high degree of confidence to any of their projected cli-
mate change impacts but, rather, that the scope of possi-
ble consequences is quite wide. There are many projected
effects, on both global and regional scales, that carry high
confidence estimates, but the Figure suggests that there
still are many more impacts to which we can only assign
low confidence ratings and others that have not yet been
postulated —i.e. ‘surprises’ and irreversible impacts.

One other aspect of Figure 2.4 needs mentioning:
Current decision-makers aware of potential future risks
might introduce policies to reduce the risks over time —
also known as ‘reflexive’ responses — which would be
equivalent to a feedback that affects the size of the bars
on Figure 2.4 merely because the prospects for risks cre-
ated precautionary responses. That possibility is partly
responsible for the attitudes of some who are reluctant to
assign probabilities — even subjective ones — to the com-
ponents of Figure 2.4. If no probabilities are associated
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Figure 2.4 Explosion of uncertainty.

Source: Modified after R.N. Jones, Climatic Change 45, 403419, 2000, and the ‘cascading pyramid of uncertainties’ in
S.H. Schneider, in Social Science Research and Climatic Change: An Interdisciplinary Appraisal, ed. R.S. Chen et al., 9-15, 1983.

with scenarios, however, then the problem still remains
of how decision makers should weigh climate risks
against other pressing social issues competing for limited
resources that could be directed towards a host of social
needs.

Various classification schemes have been generated to
categorize different types of uncertainties prevalent in
scientific assessment (e.g. [79], [20], [66], [39], [56],
[11], [34]). In the discussions among authors in the AR4,
one classification scheme for uncertainties includes the
following categories: lack of scientific knowledge, natu-
ral randomness, social choice, and value diversity [23].

The plethora of uncertainties inherent in climate
change projections clearly makes risk assessment diffi-
cult. In this connection, some fear that actions to control
potential risks could produce unnecessary loss of devel-
opment progress, especially if impacts turned out to be
on the benign side of the range. This can be restated in
terms of Type I and Type II errors. If governments were
to apply the precautionary principle and act now to miti-
gate risks of climate change, they would be said to be
committing a Type I error if their worries about climate
change proved unfounded and anthropogenic greenhouse
gas emissions did not greatly modify the climate and lead
to dangerous change. A Type II error would be commit-
ted if serious climate change did occur, yet insufficient
hedging actions had been taken as a precaution because
uncertainty surrounding the climate change projections
was used as a reason to delay policy until the science was
‘more certain’.

Researchers, understandably, often are wary of Type I
errors, as they are the ones making the projections and do
not like to be responsible for actions that turn out to be
unnecessary. Decision-makers, and arguably most indi-
viduals, on the other hand, might be more worried that
dangerous outcomes could be initiated on their watch
(Type II error), and thus may prefer some hedging strate-
gies. Most individuals and firms buy insurance, clearly a

Type II error mitigation strategy. Determining levels of
climate change that, if reached, would constitute Type 11
errors can provide decision makers with guidance on set-
ting policy goals and avoiding both Type I and Type II
errors. However, as there will almost never (freezing
point of water being an obvious exception) be near
certainty regarding specific thresholds for specific dan-
gerous climate impacts, such assessment must involve
probabilistic analyses of future climate change. With or
without information on such thresholds, whether Type I
or Type II errors become more likely (i.e., whether we
choose to be risk-averse) is necessarily a function of the
policymaking process.

2.8 Vulnerability Measurements

The climate science community has been asked to pro-
vide decision makers with information that may help
them avoid Type II errors (e.g. avoid DAI). In the ongo-
ing AR4 discussions mentioned above, one way to
attempt this is through studies providing quantitative
measures of key vulnerabilities. In contemplating quanti-
tative values for human vulnerabilities, studies have
addressed monetary loss [42, 43, 16, 28] and a wide range
of population-related metrics, including loss of life [77],
risk of hunger as measured by the number of people who
earn enough to buy sufficient cereal grains [50], risk of
water shortage as measured by annual per capita water
availability [3], mean number of people vulnerable to
coastal flooding [40], number of people prone to malaria
infection or death [69, 71] and number of people forced
to migrate as a result of climate change [9].

Non-human quantitative analyses have also been per-
formed. These have calculated potential numbers of species
lost [68], numbers of species shifting their ranges [48, 55]
and absolute or relative change in range of species or
habitat type. Leemans and Eickhout (2004) [30] note that
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after 1-2°C of warming most species, ecosystems, and
landscapes have limited capacity to adapt. Rates of climate
change also influence adaptive capacity of social and
(especially) natural systems.

Another quantitative measure of vulnerability is the five
numeraires, discussed above, as it encompasses both
human and non-human metrics of impacts. Each numeraire
may be reported separately, or they can be aggregated.
Any aggregation should be accompanied by a ‘traceable
account’ of how it was obtained [37].

2.9 Thresholds

Another important step toward achieving the goal of
informing decision-makers is identifying climate thresh-
olds or limits. One classification scheme lists three cate-
gories of threshold relevant in the context of Article 2 of
the UNFCCC: systemic (natural) thresholds, normative
(social) impact thresholds, and legal limits. A systemic
threshold is a point at which ‘the relationship between
one or more forcing variables and a valued system property
becomes highly negative or nonlinear’ [23]. Normative
thresholds have been divided into two categories by
Patwardhan et al. (2003) [51]. Type I normative thresholds
are ‘target values of linear or other “smooth” changes that
after some point would lead to damages that might be
considered “unacceptable” by particular policy-makers’
[51]. Type II normative thresholds are ‘linked directly to
the key intrinsic processes of the climate system itself
(often nonlinear) and might be related to maintaining sta-
bility of those processes or some of the elements of the
climate system’ [51]. Examples are presented in Table 2.1
below. Legal limits are policy constraints like environmental
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standards placed upon certain factors that are thought to
play a part in unfavorable outcomes. They can be influ-
enced by normative thresholds, as well as cost and other
factors. [Please note, Types I & II ‘thresholds’ are not the
same as Types I & II ‘errors’ referred to above.]

Extensive literature relating to Type II thresholds, also
referred to as Geophysical and Biological Thresholds,
has arisen in recent years. The literature has attempted to
incorporate Type II thresholds into integrated assessment
and decision-making, both on global scales (e.g. [1], [6],
[78], [62], [21], [8], [61]) and on regional scales (e.g.
[53]). The next step involves associating specific climate
parameters with thresholds. For example, O’Neill and
Oppenheimer (2002) [44] have given values of carbon
dioxide concentration and global temperature change that
they believe may be associated with Type II thresholds
corresponding to the disintegration of the West Antarctic
Ice Sheet (WAIS), collapse of thermohaline circulation,
and widespread decline of coral reefs. Oppenheimer and
Alley (2004) [46] also proposed a range of threshold val-
ues for disintegration of the WAIS, and Hansen (2004)
[17] and Oppenheimer and Alley (2005) [45] discuss
quantification of thresholds for loss of WAIS and Greenland
ice sheets. Due to large uncertainties in models and in the
interpretation of paleoclimatic evidence, a critical issue
in all of the above studies is whether the values selected
correspond to well-established geophysical or biological
thresholds or simply represent best available, subjective
judgments about levels or risk.

Type I thresholds, perhaps more accurately called
socioeconomic limits, generally do not involve the large-
scale discontinuities implied in the word ‘threshold’, with
an exception being the collapse of an atoll society due to
climate-change-induced sea level rise [9]. Again, there is

Table 2.1 Proposed numerical values of ‘Dangerous Anthropogenic Interference’.

Vulnerability

Global Mean Limit

References

Shutdown of thermohaline circulation

Disintegration of West Antarctic Ice

3°Cin 100 yr
700 ppm CO,

2°C, 450 ppm CO,

O’Neill and Oppenheimer (2002) [44]
Keller et al. (2004) [28]

O’Neill and Oppenheimer (2002) [44]

Sheet (WAIS) 2-4°C, Oppenheimer and Alley (2004, 2005) [45, 46]
<550 ppm CO,
Disintegration of Greenland ice sheet 1°C Hansen (2004) [17]
Widespread bleaching of coral reefs >1°C Smith et al. (2001) [67]
O’Neill and Oppenheimer (2002) [44]
Broad ecosystem impacts with limited 1-2°C Leemans and Eickhout
adaptive capacity (many examples) (2004) [30], Hare (2003) [19],
Smith et al. (2001) [67]
Large increase of persons-at-risk of water 450-650 ppm Parry et al. (2001) [49]
shortage in vulnerable regions
Increasingly adverse impacts, most economic sectors >3-4°C Hitz and Smith (2004) [22]

Source: Oppenheimer and Petsonk, 2005 [47].
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extensive literature on Type I thresholds. Many studies
view climate change impacts in terms of changes in the
size of vulnerable populations, typically as a result of
climate-change-induced food shortages, water shortages,
malaria infection, and coastal flooding (e.g. [4], [5],
(491, [50D.

We present a simple example as another approach to
the problem of joint probability of temperature rise to
2100 and the possibility of crossing ‘dangerous’ warming
thresholds. Instead of using two probability distributions,
an analyst could pick a high, medium, and low range for
each factor. For example, a glance at the cumulative prob-
ability density function of Andronova and Schlesinger
(2001) [2] — included in Figure 2.5, below — shows that
the 10th percentile value for climate sensitivity is 1.1°C
for a doubling of CO,. 1.1°C is, of course, below the
1.5°C lower limit of the IPCC’s estimate of climate sen-
sitivity and the temperature projection for 2100. But this
10th percentile value merely means that there is a 10%
chance that the climate sensitivity will be 1.1°C or less,
i.e. a 90% chance climate sensitivity will be 1.1°C or
higher. The 50th percentile result, i.e. the value that cli-
mate sensitivity is as likely to be above as below, is 2.0°C.
The 90th percentile value is 6.8°C, meaning there is a
90% chance climate sensitivity is 6.8°C or less, but there
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Figure 2.5 Probability density function (A) and cumulative
density function (C).
Source: Andronova and Schlesinger, 2001.
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is still a very uncomfortable 10% chance it is even higher
than 6.8°C — a value well above the ‘top’ figure in the
IPCC range for climate sensitivity (4.5°C).

Using these three values (6.8°C, 2.0°C, and 1.1°C) for
high, medium, and low climate sensitivity can produce three
alternative projections of temperature over time (using a
simple mixed-layer climate model), once an emissions sce-
nario is given. In the example below, these three climate
sensitivities are combined with two of the SRES story-
lines: the fossil-fuel intensive scenario (A1FI) and the
high-technology scenario (A1T), where development and
deployment of advanced lower carbon-emitting technolo-
gies dramatically reduces long-term emissions. These
make a good comparison pair since they almost bracket
the high and low ends of the six SRES representative sce-
narios’ range of cumulative emissions to 2100. Further,
since both are for the ‘A1 world’, the only major difference
between the two is the technology component — an aspect
decision-makers have the capacity to influence via poli-
cies and other measures. Therefore, asking how different
the projected climate change to 2100 is for the two dif-
ferent scenarios is a very instructive exercise in exploring
in a partial way the likelihood of crossing ‘dangerous’
warming thresholds. Of course, as has been emphasized
often by us (e.g. see [35] and [36]), the quantitative
results of this highly-aggregated, simple model are not
intended to be taken literally but, rather, the results can be
used to compare the relative temperature projections using
different climate sensitivities and thus the framework is
intended to be taken seriously.

We will use a conservative (high) estimate of 3.5°C
above 2000 levels for this ‘dangerous’ threshold since
3.5°C was the highest number projected for the 2100
temperature rise in the IPCC’s Second Assessment Report
(SAR) and because the IPCC Working Group II TAR
suggested that after ‘a few degrees’, many serious climate
change impacts could be anticipated. However, 3.5°C is a
very conservative number, since the IPCC noted that some
‘unique and valuable’ systems could be lost at warmings
any higher than 1-1.5°C. In essence, the ‘threshold’ for
what is ‘dangerous’ depends not only on the probabilities
of factors like climate sensitivity and adaptive capacity,
but on value judgments as to what is acceptable given any
specific level of warming or damage — and who suffers the
damage or pays the adaptation costs. Figure 2.6, below,
presents the results.

The most striking feature of both Figures 2.6A and
2.6B (A is for the A1FI scenario and B the AI1T) is the
top 90th percentile line, which rises very steeply above
the other two lines below it. This is because of the pecu-
liar shape of the assumed probability density function for
climate sensitivity in the cumulative probability density
function — it has a long tail to the right due to the possi-
bility that aerosols have been holding back not-yet-real-
ized heating of the climate system.

This simple pair of Figures shows via a small number
of curves the amount of temperature change over time for
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Figure 2.6 Three climate sensitivities and two scenarios.
Source: Unpublished research, posted only on Stephen
Schneider’s Web site, http://stephenschneider.stanford.edu

three climate sensitivity probabilities (10th, 50th, and
90th percentile). However, it does not give probabilities
for the emissions scenarios themselves; only two are
used to ‘bracket’ uncertainty, and, thus, no joint probabil-
ity can be gleaned from this exercise. The problem with
this is that the likelihood of threshold-crossing occur-
rences is quite sensitive to the particular selection of sce-
narios and climate sensitivities used. This adds urgency
to assessing the relative likelihood of each such entry
(scenario and sensitivity) so that the joint distribution has
a meaning consistent with the underlying probabilistic
assessment of the components. Arbitrary selection of
scenarios or sensitivities will produce conclusions that
could easily be misinterpreted by integrated assessors and
policymakers as containing expert subjective probabilistic
analysis when, in fact, they do not until a judgment is for-
mally made about the likelihood of each storyline or
sensitivity.

Such joint probability analyses are the next step. A group
at MIT has already made an effort at it (see [74]), as have
Wigley (2004) [75], Rahmstorf and Zickfeld (2005) [52],
and Mastrandrea and Schneider (2004) [36]. We will
summarize here Mastrandrea and Schneider (2004) [36],
which estimates the probability of DAI and the influence
of climate policy in reducing the probability of DAL
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Figure 2.7 An adaptation of the IPCC (2001b) ‘Reasons for
Concern’ figure from [36], with the thresholds used to
generate their CDF for DAI (black line). The IPCC figure
conceptualizes five reasons for concern, mapped against
global temperature increase. As temperature increases, colors
become redder, indicating increasingly widespread and/or
more severe negative impacts.

Source: Mastrandrea and Schneider, 2004.

2.10 Climate Science and Policy Crossroads

In defining their metric for DAI, Mastrandrea and
Schneider estimate a cumulative density function (CDF)
based on the IPCC’s ‘burning embers’ diagram by mark-
ing each transition-to-red threshold and assuming that the
probability of ‘dangerous’ change increases cumulatively
at each threshold temperature by a quintile, as shown by
the thick black line in Figure 2.7. This can be used as a
starting point for analyzing ‘dangerous’ climate change.
From Figure 2.7, Mastrandrea and Schneider identify
2.85°C as their median threshold for ‘dangerous’ climate
change, which may still be conservative. Mastrandrea and
Schneider apply this median 2.85°C threshold to three
key parameters — climate sensitivity, climate damages,
and the discount rate — all of which carry high degrees of
uncertainty and are crucial factors in determining the
policy implications of global climate change. To perform
these calculations, they use Nordhaus (1994b) [42] DICE
model because it is well known and is a relatively simple
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Figure 2.8 Climate sensitivity-only and joint (climate sensitivity and climate damages) Monte Carlo analyses.

Source: Mastrandrea and Schneider, 2004.

Notes: Panel A displays probability distributions for each climate sensitivity distribution for the climate sensitivity-only Monte Carlo analyses with
zero damages. Panel B displays probability distributions for the joint (climate sensitivity and climate damage) Monte Carlo analyses. All distribu-
tions indicate a 3-bin running mean and the percentage of outcomes above the median threshold of 2.85°C for ‘dangerous’ climate change
(P{‘DAI’}), and the joint distributions display carbon taxes calculated in 2050 (T5gs) by the DICE model using the median climate sensitivity from
each climate sensitivity distribution and the median climate damage function for the joint Monte Carlo cases. Comparing the joint cases with cli-
mate policy controls, b), to the climate sensitivity-only cases with negligible climate policy controls, a), high carbon taxes reduce the potential (sig-
nificantly in two out of three cases) for DAI. (However, this case uses a PRTP of 0%, implying a discount rate of about 1%. With a 3% PRTP — a
discount rate of about 6% — this carbon tax is an order of magnitude less, and the reduction in DAI is on the order of 10%. See the supplementary
on-line materials of Mastrandrea and Schneider, 2004 [36] for a full discussion.)

and transparent integrated assessment model (IAM), despite
its limitations. Using an IAM allows for exploration of
the impacts of a wide range of mitigation levels on the
potential for exceeding a policy-relevant threshold such
as DAI. Mastrandrea and Schneider focus on two types
of model output: (i) global average surface temperature
change in 2100, which is used to evaluate the potential for
DATI; and (ii) ‘optimal’ carbon taxes.

They begin with climate sensitivity. The IPCC esti-
mates that climate sensitivity ranges between 1.5°C and
4.5°C but it has not assigned subjective probabilities
to the values within or outside of this range, making risk
analysis difficult. However, recent studies — many of which
have produced climate sensitivity distributions wider
than the IPCC’s 1.5°C to 4.5°C range, with significant

probability of climate sensitivity above 4.5°C — are now
available. Mastrandrea and Schneider use three such
probability distributions: the combined distribution from
Andronova and Schlesinger (2001) [2], and the expert
prior (F Exp) and uniform prior (F Uni) distributions from
Forest et al. (2001) [13]. They perform a Monte Carlo
analysis sampling from each climate sensitivity probabil-
ity distribution separately, without applying any mitiga-
tion policy, so that all variation in results will be solely
from variation in climate sensitivity. The probability dis-
tributions they produce show the percentage of outcomes
resulting in temperature increases (above current levels)
above their 2.85°C ‘dangerous’ threshold (Figure 2.8A).

Mastrandrea and Schneider’s next simulation is a joint
Monte Carlo analysis looking at temperature increase in
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2100 with climate policy, varying both climate sensitivity
and the climate damage function, their second parameter
(Figure 2.8B). For climate damages, they sample from the
distributions of Roughgarden and Schneider (1999) [57],
which produce a range of climate damage functions both
stronger and weaker than the original DICE function. As
shown, aside from the Andronova and Schlesinger cli-
mate sensitivity distribution, which gives a lower proba-
bility of DAI under the single (climate sensitivity-only)
Monte Carlo analysis, the joint runs show lower chances
of dangerous climate change as a result of the more strin-
gent climate policy controls generated by the model due
to the inclusion of climate damages. Time-varying median
carbon taxes are over $50/Ton C by 2010, and over $100/
Ton C by 2050 in each joint analysis. Low temperature
increases and reduced probability of ‘DAI’ are achieved
if carbon taxes are high, but because this analysis only
considers one possible threshold for ‘DAI’ (the median
threshold of 2.85°C) and assumes a relatively low dis-
count rate (about 1%), these results cannot fully describe
the relationship between climate policy controls and the
potential for ‘dangerous’ climate change. They are given
to demonstrate a framework for probabilistic analysis,
and, as already emphasized, the highly model-dependent
results are not intended to be taken literally.

Because the analysis above only considers Mastrandrea
and Schneider’s median threshold (DAI[50%o]) of 2.85°C,
Mastrandrea and Schneider continue their attempt to
characterize the relationship between climate policy con-
trols and the potential for ‘dangerous’ climate change by
carrying out a series of single Monte Carlo analyses vary-
ing climate sensitivity and using a range of fixed damage
functions, rather than just the median case. For each dam-
age function, they perform a Monte Carlo analysis sampling
from each of the three climate sensitivity distributions
discussed above. They then average the results for each
damage function, which gives the probability of DAl at a
given 2050 carbon tax under the assumptions described
above, as shown in Figure 2.9. Each band in the Figure
corresponds to optimization around a different percentile
range for the ‘dangerous’ threshold CDF, with a lower
percentile from the CDF representing a lower temperature
threshold for DAI. At any DAI threshold, climate policy
‘works’: higher carbon taxes lower the probability of future
temperature increase, and thus reduce the probability of
DAL For example, if climate sensitivity turns out to be on
the high end and DAI occurs at a relatively low tempera-
ture like 1.476°C (DAI[10%¢]), then there is nearly a 100%
chance that DAI will occur in the absence of carbon taxes
and about an 80% chance it will occur even if carbon taxes
were $400/ton, the top end of Mastrandrea and Schneider’s
range. If we inspect the median (DAI [50%]) threshold for
DAI (the thicker black line in Figure 2.9), we see that a car-
bon tax by 2050 of $150-$200/Ton C will reduce the prob-
ability of ‘DAT’ to nearly zero, from 45% without climate
policy controls (for a 0% pure rate of time preference
(PRTP), equivalent to a discount rate of about 1%).
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Figure 2.9 Carbon taxes in 2050 and the probability of DAI.
Source: Mastrandrea and Schneider, 2004.

Notes: Each band represents a different percentile range for the DAI
threshold CDF—a lower percentile from the CDF representing a lower
temperature threshold for DAI. At any threshold, climate policy controls
significantly reduce the probability of DAI. At the median DAI threshold
of 2.85°C (the thicker black line above), a 2050 carbon tax of >$150/
Ton C is necessary to virtually eliminate the probability of DAL

While Mastrandrea and Schneider’s results using the
DICE model do not provide us with confident quantita-
tive answers, they still demonstrate three very important
issues: (1) that DAI can vary significantly, depending on
its definition; (2) that parameter uncertainty will be critical
for all future climate projections; and (3) most importantly
for this volume on the benefits of climate stabilization
policies, that climate policy controls (i.e. ‘optimal’ carbon
taxes in this simple framework) can significantly reduce
the probability of dangerous anthropogenic interference.
This last finding has considerable implications for intro-
ducing climate information to policy-makers. We agree
with Mastrandrea and Schneider that presenting climate
modeling results and arguing for the benefits of climate
policy should be framed for decision makers in terms of
the potential for climate policy to reduce the likelihood of
exceeding a DAI threshold — though we have argued that
no such single threshold can be stated independent of the
value systems of the stakeholders who name it.

2.11 The Fundamental Value Judgments

Despite the uncertainties surrounding climate change
probabilities and consequences, policy-makers must still
produce value judgments about what climate change
risks to face and what to avoid. They must use all expert
information available to decide how to best allocate a
pool of limited resources to address avoiding potential
DAL versus improving healthcare or reforming education
or a host of other worthy causes. It is our personal value
judgment that hedging against first-decimal-place odds
of DAI is prudent, and we hope that as climate science
progresses and more information is available to policy
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Figure 2.10 Carbon dioxide concentration, temperature, and sea level rise.

Source: IPCC, 2001d.

makers, they will be more willing to risk Type I errors in
the climate change arena and will enact effective abate-
ment and adaptation measures. This view is partly sup-
ported by Figure 2.10, which suggests that human actions
over the next few generations can precondition climatic
changes and impacts over the next millennium.

Figure 2.10 shows a ‘cartoon’ of effects that can play
themselves out over a millennium, even for decisions taken
within the next century. Such very long-term potential irre-
versibilities (significant increases in global annual average
surface temperature, sea level rise from thermal expansion
and melting glaciers, etc.) that the Figure depicts are the
kinds of nonlinear events (exceeding Type II thresholds)
that would likely qualify as ‘dangerous anthropogenic
interference with the climate system’ [36, 44, 7]. Whether a
few dominant countries and/or a few generations of people
demanding higher material standards of living and conse-
quently using the atmosphere as an unpriced waste dump to
more rapidly achieve such growth-oriented goals is ‘ethi-
cal’ is a value-laden debate that will no doubt heat up as
greenhouse gas buildups grow.
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The Antarctic Ice Sheet and Sea Level Rise
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ABSTRACT:

In its 2001 Third Assessment Report the Intergovernmental Panel on Climate Change (IPCC TAR)

concluded that the net contribution of the Antarctic ice sheet to global sea level change would be a modest gain in mass
because of greater precipitation. The possibility of a substantial sea level rise due to instability of the West Antarctic
Ice Sheet (WAIS) was considered to be very unlikely during the 21st Century. Recent results from satellite altimeters
reveal growth of the East Antarctic Ice Sheet north of 81.6 deg S, apparently due to increased precipitation, as pre-
dicted. However, a variety of evidence suggests that the issue of the stability of the West Antarctic Ice Sheet should be

revisited.

3.1 Antarctica

Antarctica is the fifth largest continent and is the Earth’s
highest, windiest, coldest, and driest land mass. Its sur-
face is 99.7% covered by a vast ice sheet with an average
thickness of ~2 km and a total volume of ~25 M km?. The
weight of the ice depresses the Earth’s crust beneath it
by ~0.8 km, and, were it to melt, global sea level would
rise ~57 m.

Two hundred million years ago, Antarctic tempera-
tures were some 20°C warmer than today and the land
was vegetated. The Antarctic ice sheet first formed ~40
million years ago (Zachos et al., 2001), apparently as a
result of a global cooling linked with the shifting arrange-
ment of the continents. The ice sheet became permanent
~15 million years ago following the opening of the oceanic
gateways that created the circumpolar Southern Ocean.
Since that time the Antarctic ice volume has waxed and
waned in response to periodic variations in the Earth’s
orbit. Evidence from marine sediments shows that there
have been 46 cycles of growth and decay over the last 2.5
million years. Ice-core data from the last 900,000 years
show a periodicity of ~100k years.

Contemporary snow accumulation over the continent
has a (negative) global sea level equivalent (SLE) equal
to ~5 mm/y. The snowfall is concentrated mainly around
the coast, with the Antarctic Peninsula, the region extend-
ing northwards towards South America, having the high-
est accumulation. The ice sheet is dome-shaped, and the
central plateau is an extreme desert, with precipitation less
than 50 mm/y water-equivalent.

The snow accumulation is offset by ice returned to the
ocean. The ice sheet deforms and flows under its own
weight, with most of the flow being channeled into ice
‘streams’, especially at the margin. Thirty-three major
basins are drained by ice streams with flow rates that
depend on the ice thickness, slope, and the friction at the

base. These range from ~ 10 m/y in the interior to ~1 km/y
at the coast. As the ice lifts off the bedrock and begins to
float, it displaces a weight of water equal to the part pre-
viously above sea level, thereby raising global sea level.
The floating ice extends into ‘shelves’ with thicknesses
ranging from hundreds to thousands of metres. The ice
shelves fringe approximately 80% of the Antarctic coast-
line, and the two largest, the Ronne-Filchner and Ross,
each exceed the area of France. The ice is ultimately lost
through a combination of basal melting and iceberg calv-
ing. The former process is highly sensitive to ocean tem-
perature, the latter to air temperature and the occurrence
of surface melting, especially if this results in a catastrophic
mechanical collapse (as happened to the Larsen B ice shelf
in 2002).

Estimates of the mass balance of the ice sheet are
derived (i) by aggregating sparse data on input and output
and differencing the two, (ii) from measurements of
changes in surface topography (and hence ice volume)
using data from laser or radar altimeter instruments
mounted on aircraft and satellites, or (iii) from estimates
of the mass of the ice sheet derived from sensitive space-
borne gravimeters. The mass balance uncertainties are of
order =20%, and are complicated by the detailed nature
of the observational challenges and differences in behav-
iour over geographic regions and time.

A particular issue concerns the stability of the West
Antarctic Ice Sheet (WAIS). Much of the WAIS rests on
bedrock below sea level (as deep as ~2 km), with the pos-
sibility that a combination of accelerated flow and hydro-
static lift might cause a runaway discharge. Although it
contains ~10% of the overall Antarctic ice volume, the
WAIS corresponds to only ~7% of the equivalent SLE,
or ~5m. This is because much of it is already grounded
below sea level. Nevertheless, even a small percentage
ice loss would have a significant impact on the millions
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of people and major infrastructure located on low-lying
coastal regions worldwide. Mercer (1978) suggested that
the WAIS might collapse as a result of human-induced
global warming, a suggestion largely disputed and dis-
counted, based on the results from prevailing glacier
models. An issue is whether or not the ice shelves act as
buttresses, impeding the flow of the ice streams which
feed them. Mercer suggested that a progressive south-
ward wave of ice shelf disintegrations along the coast of
the Antarctic Peninsula followed by related glacier accel-
erations could be a prelude to WAIS collapse.

3.2 The IPCC Third Assessment Report
(IPCC TAR)

Based on the evidence available at the time (Church et al.,
2001), the IPCC TAR Working Group 1 (WG1) report
concluded:

‘... loss of grounded ice (from the WAILS) leading to sub-

stantial sea level rise ... is now widely agreed to be very

unlikely during the 21st century, although its dynamics are

still inadequately understood, especially for projections on
longer time-scales.

(WG1 Technical Summary; p. 74 in

Houghton et al., 2001), and

‘Current ice dynamic models suggest that the West
Antarctic ice sheet could contribute up to 3 metres to sea
level rise over the next 1,000 years, but such results are
strongly dependent on model assumptions regarding cli-
mate change scenarios, ice dynamics and other factors.’
(WGI Summary for Policymakers;

p- 17 in Houghton et al., 2001)

More generally, the [IPCC TAR considered the Antarctic
ice sheet overall to be a net minor player in the contem-
porary 1.8 mm/y mean sea level rise, and in its projec-
tions for accelerated rise over the next century. It stated:

‘The Antarctic ice sheet is likely to gain mass because
of greater precipitation ...” (WG1 Technical Summary;
p. 74 in Houghton et al., 2001), and it estimated the mag-
nitude of the contribution in the period 1990 to 2100 to
be —0.17m to +0.02 m relative to a total projected rise
of 0.11 to 0.77 m. We could characterise the [PCC view
of the Antarctic as a ‘slumbering giant’.

3.3 Results since the IPCC 2001 Assessment

Since the publication of the [IPCC TAR, a number of import-
ant new results have been reported:

(i) Bamber et al. (2000) used satellite synthetic aper-
ture radar (SAR) data to reveal that the complex net-
work of ice stream tributaries extends much deeper
into the interior of the Antarctic ice sheet, with con-
sequences for the modelled or estimated response
time of the ice sheet to climate forcing.
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(i) Shepherd et al. (2001) using satellite altimeter data
detected significant thinning of the Pine Island
Glacier in the Amundsen Sea Embayment (ASE)
of West Antarctica which could only be accounted
for by accelerated flow. They pointed out the rele-
vance to the issue of WAIS stability.

(iii)) Bamber and Rignot (2002) analysed surface veloc-
ities of the Pine Island and Thwaites glaciers derived
from satellite-born interferometric synthetic aper-
ture radar data and concluded that the Thwaites
glacier had recently undergone a substantial change
in its flow regime.

(iv) Joughin and Tulaczyk (2002) used satellite syn-
thetic aperture radar (SAR) data to demonstrate an
overall slowing down and thickening of the WAIS
ice streams feeding the Ross ice shelf.

(v) Rignot and Thomas (2002) provided a comprehen-
sive review of the mass balance of the Greenland
and Antarctic ice sheets and concluded that the WAIS
exhibited strong regional differences, but was dis-
charging ice overall. Uncertainties in the data for
East Antarctica left them unable to determine the
sign of its mass balance. They commented on the
rapidity with which substantial changes can occur.

(vi) De Angelis and Skvarca (2003) and Scambos et al.
(2004) used satellite imagery to show that the col-
lapse of ice shelves on the eastern Peninsula had
resulted in acceleration of the feed glaciers, demon-
strating that the ice shelves provided a restraining
force as Mercer had speculated.

(vii) Thomas et al. (2004) used aircraft and satellite laser
altimeter data to provide a comprehensive summary
of the state of discharge from the Pine Island,
Thwaites and Smith glaciers of the ASE. They
showed that glacier thinning rates near the coast of
the ASE in 2002-2003 were much larger than
observed during the 1990s, revealing a substantial
imbalance and an estimated 0.24 mm/y contribu-
tion to sea level rise.

(viii) Cook et al. (2005) used over 200 historical aerial
photographs dating from 1940 to 2001 and more
than 100 satellite images from the 1960s onwards
to show that, of 244 glaciers on the Antarctic
Peninsula, 87% have retreated over the past 61 years,
and that the pattern of retreat has moved steadily
southward over that period. They noted the likely
connection between this behaviour and the strong
warming trend seen in the Peninsula surface air
temperature data.

(ix) Davis et al. (2005) show that radar altimetry meas-
urements indicate that the East Antarctic Ice Sheet
interior north of 81.6 deg S increased in mass by
45 = 7 billion tons per year between 1992 and 2003.
Comparisons with contemporaneous meteorological
model snowfall estimates suggest that the gain in
mass was associated with increased precipitation.
A gain of this magnitude is enough to slow sea level
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rise by 0.12 £ 0.02 mm/y. They note that: ‘Although
both observations are consistent with the IPCC pre-
diction for Antarctica’s likely response to a warming
climate ... the results have only sparse coverage of
the coastal areas where recent dynamic changes may
be occurring. Thus the overall contribution of the
Antarctic Ice Sheet to global sea level change will
depend on the balance between mass changes on the
interior and those in coastal areas.

3.4 Summary

(a) The East Antarctic Ice Sheet is growing, apparently
as a result of increased precipitation, as predicted by
the IPCC TAR.

(b) The Antarctic ice in the Peninsula is responding
strongly to the regional climatic warming.

(c) The extension of ice stream tributaries deep into the
ice sheet interior might allow for more rapid drainage
than had previously been appreciated.

(d) The disintegration of ice shelves can result in a sig-
nificant acceleration of the feed glaciers, although it
is not known yet whether this can be sustained.

(e) The Amundsen Sea Embayment region of the WAIS is
exhibiting strong discharge, which, if sustained over the
long-term, could result in a greater contribution to sea
level rise than accounted for in the IPCC projections.

These new insights suggest that the issue of the contri-
bution of Antarctica to global sea level rise needs to be
reassessed. We could characterise the situation as ‘giant
awakened?’

Since relevant observational data remain sparse and
since even the best numerical models of the ice sheet are
unable simultaneously to represent the known retreat since
the end of the last ice age and its current behaviour, it is
recommended that an intensive programme of internation-
ally coordinated research focussed on the issue should be
carried out. This should exploit the opportunities provided
by existing space initiatives such as NASA’s ICESat and
the European Space Agency’s CryoSat satellite (due for
launch in October 2005), the ongoing relevant national and
international research programmes, and especially research
activities being planned under the auspices of the Inter-
national Polar Year 2007-2008 (Rapley et al., 2004). A good
start has been made by joint NASA/Chilean flights out of
Punta Arenas in 2002 and 2004, which showed that many
of the Amundsen Sea glaciers flow over deeper bedrock
than earlier thought, and that recent thinning rates are larger
than those based on earlier measurements. Also relevant is
joint fieldwork carried out in the 1995 field season by the
British Antarctic Survey and University of Texas. This
work, made possible by major US logistics, acquired
100,000 km of flight lines of radio echo sounding data
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covering approximately 30% of the WAIS centred over the
area that is currently active. Once analysed, the data will
provide valuable new knowledge about the internal and
basal state and basal topography of the WAIS, which should
allow important progress on the issue of its stability.

In the meantime, the question of what would constitute
a dangerous level of climatic change as regards the con-
tribution of Antarctica to global mean sea level remains
unknown.
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ABSTRACT: Sea level rise is an important aspect of future climate change because, without upgraded coastal
defences, it is likely to lead to significant impacts. Here we report on two aspects of sea-level rise that have implica-
tions for the avoidance of dangerous climate change and stabilisation of climate.

If the Greenland ice sheet were to melt it would raise global sea levels by around 7 m. We discuss the likelihood of
such an event occurring in the coming centuries. The results suggest that complete or partial deglaciation of Greenland
may be triggered for even quite modest stabilisation targets. We also examine the time scales associated with sea-level
rise and demonstrate that long after atmospheric greenhouse gas concentrations or global temperature have been sta-

bilised coastal impacts may still be increasing.

4.1 Introduction

Sea level is reported to have risen during the 20th century
by between 1 and 2mm per year and model predictions
suggest the rise in global-mean sea level during the 21st
century is likely to be in the range of 9—88 cm (Church
et al., 2001). It is also well known that there has been
considerable growth in coastal populations and the value
of assets within the coastal zone during the 20th century,
and this may continue in the future. Consequently, there
is a concern that future increases in sea level will lead
to sizeable coastal impacts (Watson et al., 2001). The
issue of sea-level rise in dangerous climate change has also
recently been discussed by Oppenheimer and Alley (2004)
and Hansen (2005).

The main causes of increased global average sea level
during the 21st century are likely to be thermal expansion
of the ocean, melting of small glaciers, and the melting of
the Greenland and Antarctic ice sheets (Church et al.,
2001). Thermal expansion and the melting of small gla-
ciers are expected to dominate, with Greenland contribut-
ing a small but positive sea-level rise, which may be partly
offset by a small and negative contribution from Antarctica.
This negative contribution results from an increase in pre-
cipitation over Antarctica, which is assumed to more than
offset small increases in melting during the 21st century.
With further warming the Antarctic ice sheet is likely to
provide a positive sea-level rise contribution, especially if
the West Antarctic Ice Sheet (WAIS) becomes unstable.
Beyond the 21st century the changes in the ice sheets and

thermal expansion are expected to be make the largest con-
tributions to increased sea level.

In this work we concentrate on two issues associated
with sea-level rise. First, how likely is it that the Greenland
ice sheet will undergo complete or significant partial
deglaciation during the coming centuries, thus providing a
large additional sea-level rise? Second, what are the time
scales of sea-level rise, especially those associated with
thermal expansion and Greenland deglaciation, and what
are the consequences of the time scales for mankind?

4.2 Models and Climate Change Scenarios

Results are presented from a range of physical models,
including: simple climate models; complex climate models
with detailed representation of the atmosphere, ocean and
land surface; and a high-resolution model of the Greenland
ice sheet.

A small number of long simulations have been
performed with the coupled ocean-atmosphere general
circulation climate model, HadCM3. This is a non flux-
adjusted coupled model with an atmospheric resolution
of 2.5° X 3.75° and 19 levels in the atmosphere. The
ocean is a 20 level rigid-lid model with a horizontal reso-
lution of 1.25° X 1.25° and 20 levels. More details of the
model and its parameterisations are given by Pope et al.
(2000) and Gordon et al. (2000).

Recently, we used this model to simulate around 1000
years for an experiment in which atmospheric carbon
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dioxide concentration was increased from a pre-industrial
level of approximately 285 ppm at 2% compound per
annum, then stabilised after 70 years at four times the
pre-industrial value for the remainder of the simulation.
An increase in atmospheric carbon dioxide to four times
pre-industrial atmospheric carbon dioxide corresponds to
a radiative forcing of around 7.5 Wm ™2, which is compa-
rable to the 6.7 Wm™? increase in forcing between years
2000 and 2100 for the SRES A2 scenario and 7.8 Wm ™2
for SRES A1FI (IPCC 2001, Appendix 2). In a second
simulation, HadCM3 was coupled to a 20km resolution
dynamic ice sheet model (Ridley et al., 2005; Huybrechts
etal., 1991) and used to simulate more than 3000 years of
ice sheet evolution. Importantly, the coupling method
allowed changes in climate to influence the evolution of
the ice sheet and changes in the ice sheet to feedback on
the climate, affecting its subsequent evolution.

We have also made a number of additional simulations
using a large number of slightly different but plausible
versions of HadCM3. These models used a simplified slab
ocean, which responds to radiative forcing changes much
faster than the ocean in the fully coupled model, allowing
estimates of equilibrium response to be made relatively
quickly. For this work we used an ensemble of 129 simula-
tions in which atmospheric carbon dioxide levels were
first prescribed at pre-industrial levels (1 XCO,) and then
doubled (2XCO,). In both the 1XCO, and 2XCO,
phases the simulations were run until they first reached
an equilibrium and then for a further 20 years.

Like other models, the Hadley Centre climate model
contains a number of parameters that may be modified
within a sensible range. In this work, there is one ensem-
ble member in which model parameters and parameteri-
sation schemes take their standard values (Pope et al.,
2000), with the exception of the use of a prognostic sul-
phur cycle model component. In the remaining 128
ensemble members, perturbations were made simultan-
eously to these standard values for a range of important
model parameters. The choice of parameters perturbed
and the effects of perturbations on global mean equilib-
rium climate sensitivity are described in Murphy et al.
(2004) and Stainforth et al. (2005).

The precise algorithm for generating the perturbations
is complex but, briefly, the ensemble was designed on the
basis of linear statistical modelling to produce a range of
different magnitude climate sensitivities while maximis-
ing the chance of high-fidelity model base climates and
exploring as much of the model parameter space as pos-
sible. More details are given in Webb et al. (2005), together
with an assessment of cloud feedbacks in the ensemble. A
method for producing probability density functions of
future climate change predictions is to first run the ensem-
ble of simulations to generate a frequency distribution and
second to give a relative weight to each ensemble member
based on some assessment of its ‘skill’ in simulating the
forecast variable of interest. The details of the correct way
of doing this are still subject to considerable debate and

require much further work, particularly when addressing
the question of regional climate change as we do here. We
therefore limit ourselves to the production of frequency
distributions. The consequences of this for the use of
these results in a formal risk assessment are discussed in
Section 3. A further limitation is that our model ensemble
is based on a single climate model and we have not
attempted to account for results from other climate mod-
els. However, we do note that the range of climate sensi-
tivities produced by the 129 member ensemble are not
inconsistent with those published in other studies (e.g.
Frame et al., 2005) which tend to use simple models and a
range of different observational constraints.

Finally, we have used simple model formulations in
which both temperature change and sea-level rise are
represented using Green’s functions. The Green’s func-
tions are taken as the sum of two exponential modes
derived from the 1000 year HadCM3 stabilisation exper-
iment without an ice sheet. Predictions were made with
the simple model by convolving either the temperature
Green’s function or sea-level rise Green’s function with
an estimate of the radiative forcing. These simple models
have only been used here to extend more complex Hadley
Centre model results further into the future or to scale to
alternative emissions scenarios.

4.3 Likelihood of a Deglaciation of Greenland

If the Greenland ice sheet were to melt completely, it would
raise global average sea level by around 7 m (Church et al.,
2001). Without upgraded sea defences this would inundate
many cities around the world. There are also concerns that
the fresh water from Greenland could help trigger a slow-
down or collapse of the ocean thermohaline circulation'
(Fichefet et al., 2003). This could lead to a significant
cooling over much of the northern hemisphere (Vellinga
and Wood, 2002).

The Greenland ice sheet can only persist if the loss of ice
by ablation and iceberg discharge is balanced by accumula-
tion. Under present day conditions the two loss terms are
each roughly half the accumulation. If the accumulation
were greater than the sum of the loss terms then the ice sheet
would grow. However, in a warmer climate it is expected
that the increase in ablation will outweigh the increase of
accumulation. Under these circumstances, the ice sheet will
shrink. For a small warming, the ice sheet could still evolve
towards a new equilibrium by reducing its rate of iceberg
calving and/or obtaining a different geometry that reduces
ablation sufficiently to counterbalance the initial increase
of the surface melting. However, as reported in the IPCC’s
third assessment report (Church et al., 2001), based on
Huybrechts et al. (1991; see also Oerlemans, 1991; Van de

""The ocean thermohaline circulation plays a role in the transport of
large amounts of heat from the tropics to high latitudes.
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Wal and Oerlemans, 1994), for a mean temperature rise of
2.7°C the ablation is predicted to increase beyond the
accumulation. Since the ice sheet can not have a negative
discharge, this represents the temperature above which
the ice sheet can no longer be sustained and will retreat
in-land, even if the calving rate were to be reduced
to zero.

Alternative thresholds could have been defined, such
as the temperature rise leading to a particular loss of
Greenland ice by a particular time. Huybrechts and De
Wolde (1999) showed that for a local Greenland tem-
perature rise of 3°C the ice sheet would lose mass equiv-
alent to around 1 m of global mean sea-level rise over
1000 years and that the rate of sea-level rise at the end of
the 1000-year simulation remained sizeable. In their
5.5°C warming scenario the sea-level rise contribution
from Greenland over 1000 years was around 3 m. Thus,
we believe that above the chosen temperature threshold a
significant Greenland ice loss will occur, although we
acknowledge that for warming that is close to the thresh-
old the warming may either not lead to complete
deglaciation or that a complete deglaciation may take
much longer than a millennium. In Ridley et al., (2005)
and Section 4 of this article the ice loss for a high forcing
scenario is reported.

Gregory et al. (2004) used the simple MAGICC cli-
mate model (Wigley and Raper, 2001), with a range of
climate sensitivity and heat uptake parameters to look at
the warming over Greenland for a range of greenhouse
gas emission scenarios that lead to stabilisation of atmos-
pheric carbon dioxide at levels between 450 ppm and
1000 ppm. The emissions of other greenhouse gas species
followed the SRES AIB scenario up to 2100 and were
then stabilised. The climate model parameters and the
relationship between global mean warming and local

warming over Greenland were estimated from the more
complex models used in the IPCC third assessment
(Church et al., 2001). When annual mean warming was
considered, all but one of the model simulations led to a
warming above the 2.7°C threshold by approximately
2200. When uncertainty in the threshold and only sum-
mer seasonal warming were considered, 69% of the
model versions led to the threshold being exceeded
before 2350 (Figure 4.1). This use of summer only warm-
ing is more appropriate because little melting occurs dur-
ing the cold winter months.

We have recently attempted to re-examine this issue
using the ‘perturbed parameter ensemble’ of Hadley
Centre complex climate models (described in Section 2).
For each ensemble member the carbon dioxide stabilisa-
tion level that would lead to a Greenland temperature rise
equal to the threshold for deglaciation is estimated,
assuming a logarithmic relationship between stabilisa-
tion carbon dioxide concentration and equilibrium tem-
perature increases. We also make the assumption that the
ratio of the summer warming over Greenland to global
mean warming and the climate sensitivity will remain
constant for a given model over a range of climate forc-
ing and temperature rise.

The orange curve in Figure 4.2 shows a smoothed fre-
quency distribution of the stabilisation carbon dioxide
levels that lead to a local Greenland warming of 2.7°C
and, thus, a complete or partial Greenland deglaciation
being triggered. The red and green curves are the carbon
dioxide stabilisation levels that would lead to warmings
of 2.2°C and 3.2°C respectively, which represents uncer-
tainty in the value of the deglaciation threshold. The ver-
tical bars show the raw data to which the orange curve
was fitted. The results suggest that even if carbon dioxide
levels are stabilised below 442 ppm to 465 ppm then 5%
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Figure 4.3 Predicted change in the ice sheet volume following a quadrupling of atmospheric CO,. Red and yellow indicate thick ice
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of our plausible model simulations will still lead to a
complete or partial deglaciation. A stabilisation level of
675ppm would lead to 50% of our model versions
exceeding 2.7°C. At this level, however, the uncertainty
in the value of the threshold becomes more important
and, when this is taken into account, the carbon dioxide
concentration level that leads to 50% of the model ver-
sion reaching the deglaciation threshold varies between
600 ppm to 750 ppm.

It is important to emphasize that because the ‘per-
turbed parameter ensemble’ technique is still in its
infancy and we have not attempted to apply a weighting
to the frequency distribution of carbon dioxide stabilisa-
tion levels, so this result can not be taken as a formal
probability density function or definitive estimate of the
risk of collapse. Rather, we have used the ensemble to
illustrate the method whereby such a risk may be esti-
mated. To that end, our results are likely to be a credible
first attempt at linking the collapse of the Greenland ice

sheet to a particular stabilisation level using a perturbed
parameter approach with complex climate models.

4.4 Timescales of sea level response

Having established that even for quite modest carbon
dioxide stabilisation levels the Greenland ice sheet might
become deglaciated, we now discuss the time scales over
which this might occur. For a pessimistic, but plausible,
scenario in which atmospheric carbon dioxide concentra-
tions were stabilised at four times pre-industrial levels
(Section 2) a coupled climate model and ice sheet model
simulation predicts that the ice sheet would almost totally
disappear over a period of 3,000 years, with more than
half of the ice volume being lost during the first millen-
nium (Figure 4.3). The peak rate of simulated sea-level
rise was around 5 mm/year and occurred early in the sim-
ulation. These results are discussed more fully by Ridley
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Figure 4.5 Simulated temperature rise and thermal expansion for a range of stabilisation levels. The stabilisation of atmospheric
carbon dioxide takes place 70 years into the experiment following a linear increase.

et al. (2005) who also note that in the Hadley Centre cli-
mate model, the freshwater provided by the melting of
Greenland ice had a small but noticeable effect on the
model’s ocean circulation, temporarily reducing the ther-
mohaline circulation by a few per cent. However, this was
not enough to lead to widespread northern hemisphere
cooling.

A further issue associated with the loss of ice from
Greenland is that of reversibility. If the climate forcing
were returned to pre industrial levels once the ice sheet

had become totally or partially ablated could the ice sheet
eventually reform? If not, when would the point of no
return be reached? The studies of Lunt et al. (2004) and
Toniazzo et al. (2004) offer conflicting evidence on
whether a fully-ablated ice sheet could reform, and this is
an active area of current research.

In the parallel HadCM3 experiment without an ice
sheet the thermal expansion was estimated and also found
to make a considerable sea-level rise contribution over mil-
lennial time scales (Figure 4.4). The timescale associated
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Figure 4.6 (a) Exposed population and (b) percentage of world population exposed to Greenland deglaciation and the thermal
expansion from a stabilisation level of four time pre-industrial values.

with the thermal expansion component of sea-level rise
depends strongly on the rate at which heat can be trans-
ported from near the surface into the deep ocean. The
thermal expansion response time in the Hadley Centre
coupled climate model was found to be greater than 1000
years, which is much longer than the time needed to sta-
bilise temperature (the global average surface temperature
rise for the same experiment is also shown in Figure 4.4).
Using the simple Green’s function model formulations for
thermal expansion and temperature rise, tuned to the
HadCM3 results, we have constructed a set of curves show-
ing the time dependent relationship between the two quan-
tities for a range of different carbon dioxide stabilisation

levels. These curves were generated for scenarios in which
the carbon dioxide was increased linearly over 100 years
then fixed at the stabilisation levels.

Figure 4.5 shows that during the period of rapidly-
increasing carbon dioxide concentration, the sea-level
rise and temperature both increase and there is an approx-
imately linear relationship between them. However, once
the carbon dioxide concentration has stabilised, the dif-
fering time scales affecting surface temperature and sea-
level rise become important and the gradient of the
curves increases significantly.

Taken together, the Greenland deglaciation and the
thermal expansion results show that sea level is likely to
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continue rising long after stabilisation of atmospheric car-
bon dioxide, agreeing with earlier studies, such as Wigley
(1995). Changes in the WALIS are also likely to provide an
important contribution to future multi-century increases
in sea level. However, we can not yet comment with any
degree of confidence on the time scales of Antarctic ice
sheet collapse. A review of expert opinions (Vaughan and
Spouge, 2002) suggested this is not thought likely to
occur in the next 100 years, although recent work (Rapley,
this volume) suggests the Antarctic ice sheet may make a
sizeable contribution to sea-level rise earlier than previ-
ously thought.

4.5 Consequences of these Results for Mankind

A detailed assessment of impacts is beyond the scope of
this paper. However, it is instructive to add together the
Greenland and thermal expansion sea-level rise estimates
and consider the potential exposure of people to this rise.
The thermal expansion estimate for the first 1000 years is
from HadCM3 but this is extended using the simple
Green’s function climate model formulation. The exposure
is based on population estimates for the 2080s, when they
are expected to have increased significantly compared to
the present situation. The base data comes from the CIESIN
PLACE database (http://:www.ceisin.org), and this is trans-
formed using the SRES scenarios, including different
growth rates for coastal areas (see Nicholls, 2004).

Figure 4.6 shows the population that is exposed based
on absolute numbers and as a proportion of the global
population estimates in the 2080s. While this is translating
changes over 4000 years, the potential scale of impacts is
evident. Within 500 years, the exposed population could
be in the range of 300—1000 million people, rising to 800
to 2400 million people at the end of the simulation. This
is 10—17% of the world’s population, and represents the
number of people who would need to be protected or
relocated. Nicholls and Lowe (this volume) have extended
the calculation to include a contribution from the WAIS
but acknowledge that this term is likely to be even more
uncertain than the contribution from Greenland.

4.6 Conclusions

Simulations of the Greenland ice sheet and ocean thermal
expansion have highlighted several issues that are rele-
vant to the stabilisation of climate at a level that would
avoid dangerous changes. In particular:

® Complete or partial deglaciation of Greenland may be
triggered for even quite modest stabilisation targets.

® Sea level is likely to continue rising for more than
1000 years after greenhouse gas concentrations have
been stabilised, so that with even a sizeable mitigation
effort adaptation is also likely to be needed.

We are currently addressing the question of whether the
Greenland deglaciation is irreversible or whether, if green-
house gas concentrations were reduced, the ice sheet
could be regrown. If it can recover, we also need to estab-
lish the greenhouse gas levels that would permit this to
occur. Finally, we note that there is a large uncertainty on
sea-level rise predictions, especially those made for times
beyond the 21st century.
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ABSTRACT: In this paper we summarize work performed by the Climate Research Group within the Department of
Atmospheric Sciences at the University of Illinois at Urbana-Champaign (UIUC) and colleagues on simulating and
understanding the Atlantic thermohaline circulation (ATHC). We have used our uncoupled ocean general circulation
model (OGCM) and our coupled atmosphere-ocean general circulation model (AOGCM) to simulate the present-day
ATHC and how it would behave in response to the addition of freshwater to the North Atlantic Ocean. We have found
that the ATHC shuts down ‘irreversibly’ in the uncoupled OGCM but ‘reversibly’ in the coupled AOGCM. This dif-
ferent behavior of the ATHC results from different feedback processes operating in the uncoupled OGCM and
AOGCM. We have represented this wide range of behaviour of the ATHC with an extended, but somewhat simplified,
version of the original model that gave rise to the concern about the ATHC shutdown. We have used this simple model
of the ATHC together with the DICE-99 integrated assessment model to estimate the likelihood of an ATHC shutdown
between now and 2205, both without and with the policy intervention of a carbon tax on fossil fuels. For specific subjec-
tive distributions of three critical variables in the simple model, we find that there is a greater than 50% likelihood of an
ATHC collapse, absent any climate policy. This likelihood can be reduced by the policy intervention, but it still exceeds
25% even with maximal policy intervention. It would therefore seem that the risk of an ATHC collapse is unacceptably

large and that measures over and above the policy intervention of a carbon tax should be given serious consideration.

5.1 Introduction

The Atlantic thermohaline circulation (ATHC) is driven
by temperature (thermo) and salt (haline) forcing over the
ocean surface (Stommel, 1961). The ATHC currently trans-
ports poleward about 1 petawatt (10'> W) of heat, that is, a
million billion Watts. Since human civilization currently
uses 10 terawatts of energy (10" W), the heat transported
by the ATHC could run 100 Earth civilizations. Conversely,
1% of the heat transported by the ATHC could supply all
of humanity’s current energy use. As a result of this enor-
mous northward heat transport, Europe is up to 8°C warmer
than other longitudes at its latitude, with the largest effect
in winter. It is this comparatively mild European climate, as
well as the inter-related climates elsewhere, that has given
concern about the possible effect of a collapse of the ATHC,
in terms of political and economic instability (Gagosian,
2003, Schwartz and Randall, 2003) and the onset of an ice
age (Emmerich, 2004). Public concern has also been
expressed in the novel ‘Forty Signs of Rain’ (Robinson,
2004) — the first book in a trilogy about a human-induced
‘stall” of the ATHC — with an opposing view expressed in
the novel ‘State of Fear’ (Crichton, 2004).

Why would the ATHC collapse? There are two threads
of evidence that suggest this possibility. One is based
on modeling and the other is drawn from paleoclimate

evidence. The first model of the ATHC was developed by
Henry Stommel (1961), which is the simplest possible
model to study the dynamical behavior of the ATHC. In
this very simple model, heat and salt are transported from
an equatorial box to a polar box, with each box taken to
have its own temperature and salinity. The direction of the
net transport is the same regardless of whether the circu-
lation is clockwise (viewed from Europe toward North
America) as for the present-day ATHC configuration or
counterclockwise — a reversed ATHC. Many years later
Barry Saltzman (2002) simplified the model to consider
only salt transport. He took the temperature difference
between the boxes as being constant and extended the
model to include salt transport by the non-THC motions
in the ocean — the wind-driven gyre circulation and eddies
akin to weather disturbances in the atmosphere.

As freshwater is added to the polar box in the Stommel-
Saltzman (S-S) model the ATHC intensity weakens
because the density of the polar box decreases, leading to
areduction in the density differential between the equato-
rial box and the polar box. As increasing amounts of
freshwater are added, the intensity continues to decrease,
but only to a point. At this threshold or bifurcation point,
this continuous behavior ceases and is replaced by a non-
linear abrupt change to a counterclockwise reversed
ATHC (RTHC). Further addition of freshwater enhances
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the intensity of this RTHC. More importantly, a reduction
of the freshwater addition does not cause the circulation
to return to the bifurcation point from which it came.
Rather, it weakens the RTHC. Eventually, if the fresh-
water addition is reduced sufficiently, another bifurcation
point is reached such that the ATHC abruptly restarts.
This irreversible behavior of the ATHC in the S-S model
results in hysteresis — a change in the system from one
stable equilibrium to another and then back along a dif-
ferent path.

Why should there be an additional freshwater addition
to the North Atlantic Ocean? The surface air temperature
of central Greenland has been reconstructed as a function
of time from about 15,000 years ago to the present based
on the isotopic composition of an ice core that was drilled
in the Greenland ice sheet (Alley et al., 1993, Taylor et al.,
1997, Alley, 2000). The reconstruction shows a rise in sur-
face air temperature at the end of the last Ice Age nearly
15,000 years ago followed by a return to Ice Age condi-
tions thereafter for about 2000 years. During this episode,
an Arctic plant called Dryas Octopetala arrived in Europe,
hence the appellation Younger Dryas. Additional evidence
that the Younger Dryas was global in extent has been pro-
vided by terrestrial pollen records, glacial-geological data,
marine sediments, and corals (e.g. Chinzei et al., 1987,
Atkinson et al., 1987, Alley, 2000, McManus, 2004). This
evidence of abrupt cooling in the North Atlantic and
Europe has been taken as being due to a slowdown or
collapse of the ATHC. This ATHC slowdown/shutdown
appears to have occurred as the meltwater stored in Lake
Agassiz from the retreating Laurentide ice sheet on North
America, which had previously flowed to the Gulf of
Mexico via the Mississippi River, instead flowed out either
the St. Lawrence waterway to the North Atlantic Ocean
(Johnson and McClue, 1976, Rooth, 1982, Broecker, 1985,
Broecker et al., 1988, Broecker et al., 1989, Broecker,
1997, Alley, 1998, Teller et al., 2002, Broecker, 2003,
Nesje et al., 2004, McManus et al., 2004) or to the Arctic
Ocean via the Mackenzie River and then to the North
Atlantic Ocean (Tarasov and Peltier, 2005), thereby fresh-
ening it sufficiently to slow down or halt the ATHC.

So the ATHC has apparently slowed or shut down in
the past. Might it do so in the future as a result of global
warming? The ATHC intensity simulated by 9 AOGCMs
for a scenario of future IS92a greenhouse gas emissions
(IS92a, Leggett et al., 1992) slows down for all models
but one (Cubasch et al., 2001, Figure 9.21). As the world
warms, both precipitation (P) and evaporation (E) increase
over the North Atlantic, but the difference (P — E) also
increases there. Freshwater is thereby added to the ocean.
Both the surface ocean freshening and warming reduces
the density of the surface water and thus its ability to sink
(Manabe and Stouffer, 1994).

In the AOGCM simulations of a greenhouse-gas (GHG)-
induced slowdown or shutdown of the ATHC, the resulting
climate change is due to both the increased concentrations
of GHGs and to the ATHC change. However, the magni-
tude of GHG-induced climate change required to slowdown

or shutdown the ATHC is highly uncertain. Thus, it is desir-
able to separate the ATHC-induced climate change from
the GHG-induced climate change so that they can subse-
quently be combined to address a series of critical ques-
tions. Suppose the ATHC begins to slowdown for a change
of global-mean surface air temperature of x°C due to
increased concentrations of GHGs: (1) What would the
resulting climate changes look like? (2) What would the
impacts of those changes look like? and (3) What near-
term policies are robust against the uncertainty of an ATHC
slowdown/shutdown (Lempert and Schlesinger, 2000)?

We began a program of research in 1999 that would
allow us to answer the first of these questions by simulat-
ing the slowdown and shutdown of the ATHC using
our AOGCM. We performed our ATHC-shutdown simula-
tions first with our uncoupled ocean GCM (OGCM) and
then with it coupled to our atmospheric GCM. Like all
other simple models (Rahmstorf, 1995, Ganopolski and
Rahmstorf, 2001, Schmittner and Weaver, 2001, Titz et al.,
2002, Prange et al., 2002, Schmittner et al., 2002,
Rahmstorf, 1995) beginning with that of Stommel (1961),
the OGCM simulated an irreversible ATHC shutdown.
By way of contrast, though, the AOGCM simulated a
reversible ATHC shutdown, as found by all AOGCMs
(Schiller et al., 1997, Manabe and Stouffer, 1999, Rind et al.,
2001, Vellinga et al., 2002) other than by Manabe and
Stouffer (1988). Below we describe this finding, compar-
ing for the first time a single uncoupled and coupled
OGCM, and note that the S-S model can reproduce not only
the irreversible ATHC shutdown, but also the reversible
ATHC shutdown. We shall also discuss some of the climate
changes induced by the ATHC collapse simulated by our
AOGCM. Subsequently, we will use the S-S model with
wide-ranging behavior to examine how to reduce the risk
of an ATHC collapse.

5.2 Simulations of the ATHC Shutdown with the
UIUC OGCM and AOGCM

The zonally integrated meridional circulation in the Atlantic
Ocean simulated by the UTUC coupled atmosphere/ocean
general circulation model (AOGCM) in its control simula-
tion for present-day conditions is shown in Figure 5.1. The
ocean currents simulated by the AOGCM in the upper
(0-1000 m) and deep (1000-3000 m) Atlantic Ocean are
shown in Figure 5.2. A longitude-depth cross-section of
currents at 30°N and 50°N is shown in Figure 5.3.

Below we describe the freshwater perturbation experi-
ments that we have performed with our OGCM and
AOGCM, discuss the climate changes induced by a col-
lapse of the ATHC, and describe how the S-S model is
capable of simulating a range of ATHC shutdown behav-
ior, from an irreversible collapse to a reversible one.

5.2.1 Freshwater Perturbation Experiments

The freshwater perturbation experiments with the uncou-
pled OGCM were performed by very slowly increasing and
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then decreasing the external freshwater addition to the North
Atlantic between 50°~70°N latitudes (Rahmstorf, 1995).
The freshwater perturbation changes at a rate of 0.2 Sv
(Sv = 10°m%/sec) per 1000 years. Although the setup of
the experiment is a transient run, the ATHC is always in

1000 —

2000

Depth (m)

3000

4000

20°S 0° 20°N

quasi-equilibrium with the external freshwater forcing due
to the extremely slow change of the freshwater perturbation
flux. To facilitate comparison with the AOGCM simula-
tions, several steady-state runs with fixed freshwater pertur-
bations were also carried out using the uncoupled OGCM.

40°N 60°N 80°N

Latitude

Figure 5.1 Zonally integrated meridional streamfunction simulated by the UIUC AOGCM.

Upper ocean (0~1000m)

80w BOW 40 20°W OE 20°E

Deep ocean (1000~3000m)

0.3

80w 60w 40 200 O°E 20°E

Figure 5.2 Plan view of the ocean currents (cm/s) simulated by the UITUC AOGCM. The vectors show the current direction and
the contours indicate the velocity. The arrows in the left panel show the locations of the longitude-depth cross-sections in Fig. 5.3.
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Figure 5.3 Longitude-depth cross-section at 30°N and 50°N of meridional current (cm/s) simulated by the AOGCM.
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Figure 5.4 Evolution of the meridional mass streamfunction in the AOGCM hosing and dehosing simulations. (a) The experiments
starting from the 30th year of the control; (b) the experiments starting from the 110th year of the control.

The set of AOGCM simulations was performed for fixed  of freshwater perturbation experiments were carried out
freshwater addition (‘hosing’) and removal (‘dehosing’)  to test the response of the ATHC. The first group
rates over the same latitude band in the North Atlantic as  included three ‘hosing’ experiments starting from the
for the OGCM-only simulations (Figure 5.4). Two groups ~ 30th year of the control run. Perturbation freshwater
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fluxes of 0.05, 0.1 and 0.3 Sv were uniformly input into
the perturbation region in separate experiments. The
110th year of the control run was chosen as the initial
condition for the second group. This group consisted of
three ‘hosing’ experiments (0.1, 0.3 and 0.6 Sv) and two
‘dehosing’ experiments. The two ‘dehosing’ experiments
started from the shutdown state of the ATHC induced by
the 0.6 Sv freshwater addition, and included a moderate
reduction of the perturbation flux from 0.6 to 0.3 Sv and
the total elimination of the 0.6 Sv freshwater addition.

The strength of the ATHC simulated by the uncoupled
OGCM with boundary conditions of prescribed heat and
freshwater fluxes from the atmosphere has a pronounced
hysteresis loop in which the ATHC, after shutdown, can
be restarted only after the freshwater addition is eliminated
and changed into a freshwater extraction (Figure 5.5a).
Three equilibria of the ATHC coexist under the present-day
freshwater forcing. Points a and e correspond to two active
ATHC modes, while point ¢ is an inactive ATHC mode.
The different intensity between points a and e is caused
by the switch-on (point e) and switch-off (point a) of deep
convection in the Labrador Sea. Points b and d are thresh-
olds along the hysteresis curves. Beyond these critical
points, the ATHC undergoes a rapid transition between the
active and inactive modes. All of these features indicate a
remarkable nonlinearity of the ATHC in the ocean-only
model, which results from the domination by the positive
feedbacks in the ATHC system. This irreversibility of the
ATHC shutdown, if true, would warrant the use of pre-
caution in formulating climate policy.

In contrast, the strength of the ATHC simulated by the
AOGCM does not have a hysteresis loop when the fresh-
water added to the North Atlantic is increased until shut-
down occurs and is then reduced (Figure 5.5b). Instead,
once the freshwater addition is reduced from its shutdown
value, the ATHC restarts. Furthermore, the relation
between the ATHC intensity and the change in freshwa-
ter addition is roughly linear throughout the entire range
of freshwater addition. Moreover, the freshwater addition
required to shut down the ATHC is much larger for the
AOGCM than for the uncoupled OGCM.

Why does the ATHC behave differently in the uncoupled
OGCM and the AOGCM? Yin (2004) and Yin et al.
(2005) investigated this question and found different
feedback processes operating in the uncoupled OGCM and
AOGCM. After the shutdown of the ATHC, a reversed
cell develops in the upper South Atlantic in the uncoupled
OGCM. This ATHC reversal cannot occur in the
AOGCM simulation. The reversed cell transports a large
amount of salt out of the Atlantic basin and facilitates the
decrease of the basin-averaged salinity in the Atlantic,
thereby stabilizing the ‘off’ mode of the ATHC in the
uncoupled OGCM. In contrast, the salinity increases in
the Caribbean in the AOGCM simulation of the ATHC
shutdown because the intertropical convergence zone
shifts from the Northern Hemisphere into the Southern
Hemisphere, thereby decreasing the precipitation over the
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Figure 5.5 The stability diagrams of the ATHC established
by the uncoupled OGCM and the coupled AOGCM.

(a) The OGCM with prescribed surface heat and salinity
fluxes; (b) The AOGCM (50-year mean). Red, blue and
green colors represent the increase in freshwater addition,
the subsequent decrease in freshwater addition after the
ATHC is shut down, and the following increase in
freshwater addition. The origin of the x axis represents

the ‘present-day’ freshwater flux. The rectangles indicate
the equilibrium runs with the uncoupled OGCM. The red
points in (b) with the same freshwater forcing come from the
two simulation groups. The red dashed line is the linear fit
based on the red points.
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Figure 5.6 Maximum ATHC streamfunction V¥ versus freshwater addition II in the S-S model for K from 0 to 2.5:

(a) equilibrium and (b) hosing-dehosing simulation.

Caribbean. The resulting more-dense salty water is then
transported poleward by the gyre circulation in the North
Atlantic. This acts as a negative feedback on the ATHC
shutdown which works both to make it more difficult to
shut down the ATHC — a larger freshwater addition is
required than in the uncoupled OGCM - and to help
restart the ATHC when the freshwater, which has been
added to shut down the ATHC, is reduced. This negative
feedback cannot exist in the uncoupled OGCM simula-
tions because of the need therein to prescribe boundary
conditions in the atmosphere.

5.2.2 Climate Changes Induced by an ATHC Shutdown

In the 0.6 Sv hosing experiment simulated by the AOGCM,
the clockwise meridional circulation of the control run is
eliminated. A clockwise circulation near 15°N latitude at the
surface remains due to the wind-driven upwelling and
downwelling. The ocean currents in the upper (0—1000 m)
and deep (1000-3000 m) Atlantic Ocean simulated by the
AOGCM of the control run both collapse in the 0.6 Sv hos-
ing simulation. The counter-clockwise Antarctic Bottom
Water (AABW) circulation centered near 3000 m that is
caused by water sinking off the West Antarctic coast is
barely influenced by the shutdown of the ATHC in the North
Atlantic.

The January and July surface air temperatures resulting
from the ATHC shutdown in the 0.6 Sv simulation are
lower over the U.S. midwest, Greenland, the North
Atlantic Ocean and Europe, with larger cooling in winter
than in summer. Interestingly, strong warming occurs over
Alaska and the Palmer Peninsula in Northern Hemisphere
and Southern Hemisphere winter, respectively. If such a
simulated warming were to occur, it would likely harm the
Alaskan permafrost and the West Antarctic ice sheet that
is grounded on the ocean floor.

5.2.3 Simulation of the ATHC Shutdown by a
Simple Model

As noted in the Introduction, it was the simple two-box
model proposed by Stommel (1961) that raised the first
alert that the ATHC could collapse irreversibly if sufficient
freshwater were added there to reach its threshold bifurca-
tion point. Here we describe how this model, as generalized
by Saltzman (2002), can simulate not only an irreversible
ATHC collapse, as obtained by all simple models, but also
the reversible ATHC shutdown described above which is
obtained by most AOGCMs (Yin, 2004). The calibration
of the S-S model is described in the Appendix.

The ATHC simulated by the S-S model exhibits sharply-
different behavior for different values of the ratio of the
transport coefficient K for the gyre circulation and eddies
to that for the ATHC. For K = 0 (the case examined by
Stommel (1961)) there is an unstable equilibrium circula-
tion connecting two stable equilibrium circulations; one
displays sinking in high latitudes and upwelling in low
latitudes while the other moves in the opposite direction
(Figure 5.6a). As K increases from zero to unity, the range
examined by Saltzman (2002), the region of the unstable
equilibrium shrinks. Larger values of freshwater addition
are required to weaken the ATHC intensity to any partic-
ular value. When K takes the value of unity, the unstable
equilibrium circulation disappears, and the two stable
equilibrium circulations merge. In this case the flow
between the two boxes is the combination of wind-driven
flow and ATHC flow. The contribution of the wind-driven
flow to the poleward salinity transport is significant. As K
is increased above unity — a case examined by Yin (2004)
and Yin et al. (2005) — still larger values of freshwater
addition are required to weaken the ATHC to any partic-
ular intensity, and the discontinuity in slope between the
two stable circulations decreases. The curve gradually
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approaches a straight line with increasing K. In this case,
the contribution of the non-THC flow to the mass exchange
dominates that of the thermohaline flow.

When the S-S model is run in a hosing—dehosing sim-
ulation like that of the OGCM and AOGCM, the result for
K = 0 shows the classical hysteresis loop of the Stommel
model (Figure 5.6b). Much weaker hysteresis is obtained
for K = 1, and it is shifted toward larger values of fresh-
water addition. As K increases upward from unity the
slopes of the two stable modes approach each other and
the hysteresis disappears at about K = 2.5. This behavior
is quite similar to the transition from the hysteresis loop
simulated by the uncoupled OGCM to the single curve
simulated by the coupled AOGCM.

5.3 Assessing the Likelihood of a Human-Induced
ATHC Collapse

We are now in a position to ask, ‘How likely is a collapse of
the Atlantic thermohaline circulation?’, and if not highly
unlikely, ‘How can we reduce the risk of an ATHC shut-
down?’ To show how the significance of these questions
might be investigated, and to offer some answers expressed
in terms of the relative likelihood of ATHC collapse, we
use the S-S model together with a simple Integrated
Assessment Model, the Dynamic Integrated Climate
Economy (DICE) model. DICE was developed by Bill
Nordhaus (1991) to simulate a wide range of possibilities
that an assessment of the more complicated process-
based models cannot now exclude from the realm of pos-
sibility. More specifically, we use DICE-99 (Nordhaus
and Boyer, 2001) to drive an ensemble of S-S model sim-
ulations across a range of future temperature trajectories
that are themselves uncertain, given our current estimates
of the range of climate sensitivity.

DICE-99 uses a reduced-form submodel (called by
some the IPCC-Bern model) to calculate time-dependent
GHG concentrations, radiative forcings, and change in
global-mean surface air temperature from a base-case of
greenhouse-gas emissions. For the latter, the climate sen-
sitivity — the change in the equilibrium global-mean surface
air temperature due to a doubling of the pre-industrial CO,
concentration, AT,, — must be prescribed. For this we
use the probability density function (pdf) calculated by
Andronova and Schlesinger (2001) from the observed
record of surface air temperature from 1856 to 1997, as
discretized by Yohe et al. (2004). Because simple climate
models have simulated an irreversible ATHC shutdown,
akin to K = 0 in the S-S model, while our and other
AOGCMs simulate a reversible ATHC shutdown akin to
K = 2.5 in the S-S model, we take K in the S-S model
to be uncertain with a uniform pdf between these values.
To close the problem, we specify the (non-dimensional)
amount of freshwater added to the North Atlantic, TI(t),
as a function of the change in global-mean surface air tem-
perature simulated by DICE-99, AT(t).

Results from simulations by our atmospheric GCM cou-
pled to a 60 m deep mixed-layer ocean model for several
different radiative forcings (Schlesinger et al., 2000) sug-
gest the linear relationship,

I1(t) = «[AT(t) — AT, (O]H [AT(t) — AT,] ’
where

0ifx <O

HEx) = {1 ifx = 0

is the Heavyside step function and « is the ‘hydraulic sen-
sitivity’. The Heavyside step function is introduced to pre-
vent any freshwater addition until a critical temperature
change is reached, AT,. As noted in the Appendix, we
treat both « and AT, as uncertain independent quantities
with uniform pdfs between 0.2 and 1.0 (1/°C) and
between 0 and 0.6°C, respectively (Yohe et al., 2005).

The policy instrument within DICE is a tax on the car-
bon content of fossil fuels, from an initial tax of $10 a ton
of carbon (tC) — about 5 cents a gallon of gasoline — to
$100 per tC — about 6 pence per liter of petrol. This car-
bon tax rises through time at the then prevailing interest
rate that is determined by the model. The tax can be con-
sidered as economic ‘shorthand’ for a wide range of
possible policy interventions such as the Clean Develop-
ment Mechanism and Joint Implementation.

We now address the question, ‘How likely is a collapse
of the Atlantic thermohaline circulation?” For the base-
case CO, emission from 2005 to 2205 and AT,, = 3°C, the
likelihood of an ATHC shutdown obtained over the uni-
form probability distributions for K, « and AT, rises
monotonically to 4 in 10 in 2100 and 65 in 100 in 2200
(Figure 5.7(d)).

Having found that the collapse of the Atlantic thermo-
haline circulation is not highly unlikely, we now address the
question, ‘How can we reduce the risk of an ATHC shut-
down?’ Policy intervention in the form of a carbon tax
(Figure 5.7): (1) reduces CO, emissions to zero, earlier the
larger the initial tax; (2) causes the CO, concentration to
peak and then decrease as the carbon sinks begin to dom-
inate the declining CO, emissions, earlier the larger the
initial tax; and (3) causes the global-mean surface temper-
ature change to peak and then decrease in response to the
declining CO, concentration, to lower values the larger the
initial tax. As a result, mitigation can cause the likelihood
of an ATHC shutdown to peak, with lower maximum
probabilities (MP) associated with larger initial taxes.

We now consider MP as a function of the initial tax in
2005 (IT) contingent on (Figure 5.8): (a) climate sensitivity,
AT),,; (b) the critical temperature threshold for the input of
freshwater into the North Atlantic, AT; (¢) the hydraulic
sensitivity, o; and (d) the ratio of the salt transport by the
non-THC oceanic motions to that by the ATHC, K. Each of
these likelihoods is obtained over the probability distribu-
tions of the three non-contingent quantities. For example,
for the contingency on AT,,, the likelihood is calculated
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Figure 5.7 Carbon dioxide emission (a) and atmospheric concentration (b), global-mean near-surface air temperature change
(c), and the likelihood of an ATHC shutdown (d) versus time for different initial taxes.
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Figure 5.8 Sensitivity of the maximum probability of an ATHC shutdown versus carbon tax to climate sensitivity, AT,, (a); thresh-
old temperature, AT, (b); hydraulic sensitivity « (c); and ratio of the non-THC transport of salinity to the ATHC transport, K (d).
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Figure 5.9 Maximum probabilities of a collapse of the ATHC
between 2005 and 2205 are plotted against various carbon
taxes initiated in either 2005 or 2035. Once they are imposed,
the taxes increase over time at the endogenously determined
rate of interest derived by DICE-99. The probabilities were
computed across a complete sample of scenarios defined by
spanning all sources of uncertainty.

over the probability distributions for AT, K and «. It is
found that MP decreases with increasing IT, but the rate of
decrease slows to zero when IT reaches $100/tC. Also, the
MP for any IT is most sensitive to K; that is, whether the
shutdown of the ATHC is irreversible (small K) or reversible
(large K). The MP-IT relationship is also sensitive to the
uncertainty in hydraulic sensitivity, ., and climate sensitiv-
ity, AT,,, but less so than to the uncertainty in K. Lastly, the
MP-IT relationship is relatively insensitive to the uncer-
tainty in the threshold, AT,.

MP as a function of IT beginning in 2005 (Figure 5.9),
obtained over the probability distributions of all four uncer-
tain quantities K, «, AT,, and AT,, is reduced from a
65-in-100 occurrence for no initial tax to a 28-in-100
occurrence for an initial tax of $100/tC. If the tax were
initiated 30 years later in 2035, then the $100/tC tax would
reduce the 65-in-100 likelihood to a 42-in-100 likelihood,
and a $200/tC tax somewhat further to a 38-in-100 occur-
rence. We also found the expected value of global warm-
ing required to shutdown the ATHC is 2.3°C (Figure 5.10).

5.4 Conclusion

We have used, of necessity, very simple models of the
Earth’s climate system, within DICE-99, and of the
Atlantic thermohaline circulation, the S-S model. Note,
though, that the latter contains the original Stommel
model (for K = 0) that gave rise to the concern about the
possible collapse of the ATHC. Accordingly, one should
take the quantitative results with caution.

This caution notwithstanding, one cannot but be taken by
the finding that in the absence of any policy intervention to
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Figure 5.10 Expected value of the minimum ATHC intensity
over 2005-2205 versus global-mean temperature increase
from 1990.

slow the emission of greenhouse gases, uncertainty in our
understanding of ATHC processes supports a greater than
50% likelihood of an Atlantic THC collapse. Further-
more, even with a carbon tax, this uncertainty supports a
likelihood of an ATHC collapse in excess of 25%. Such
high probabilities are worrisome. Of course, they should
be checked by additional modelling studies. Nonetheless,
simulations based on simple models do identify major
sensitivities and thus provide guidance for these future
studies. If further work produces similar results, it would
indicate that the risk of an ATHC collapse is unaccept-
ably large. In this case, measures over and above the pol-
icy intervention of a carbon tax should be given serious
consideration.
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APPENDIX
Calibration of the Stommel-Saltzman Model

The governing equation of the Stommel-Saltzman (S-S)
2-box ocean model for nondimensional variables is

ﬂ:H—|1—s|s—Ks,
dr*

(5.1
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where s is the difference in salinity between the equatorial
and polar boxes, t* is time, II is the freshwater addition,
and K is the ratio of the transport coefficient for the gyre
circulation and eddies (denoted k) to that for the ATHC
(denoted ky). The K term was absent from the original
Stommel model and was taken to be as large as unity by
Saltzman. The maximum streamfunction of the ATHC is
V= k‘prST*(l —s), (5.2)
where pr is the thermal volume expansion coefficient,
and 8T* is the temperature difference between the equa-
torial and polar boxes, taken to be constant.

We calibrated the S-S model so that it is about as sensi-
tive to a freshwater addition as the University of Illinois at
Urbana-Champaign (UIUC) coupled atmosphere-ocean
general circulation model (AOGCM), which requires a
freshwater addition of 0.6 Sv (10° m¥/sec) between 50°N to
70°N in the Atlantic to shut down the ATHC [Yin (2004);
Yin et al. (2005)]. From Equation (5.2), an ATHC shutdown
(W = 0) requires s = 1. From the steady-state version of
Equation (5.1), the latter condition requires a dimension-
less freshwater addition of Il = K. The corresponding
dimensional freshwater addition is F = BIT = BK, where
B is a conversion coefficient. The largest value of K we
consider is K = 2.5, which is the value required by the S-S
model to reproduce the reversible ATHC shutdown simu-
lated by the UITUC AOGCM [Yin (2004); Yin et al. (2005)].
Taking F = 0.6 Sv for K = 2.5 yields § = 0.24 Sv.

Schlesinger et al. (2000) report results from simulations
by the UIUC atmospheric GCM coupled to a 60 m deep
mixed-layer ocean model for several different radiative
forcings that suggest a linear relationship between freshwa-
ter addition, I1, and global-mean temperature change, AT,

II(t) = a[AT(t) — AT, JH[AT() — AT,], (5.3)
where

0ifx <0
HE0 = {1 ifx =0 S

is the Heavyside step function and « is the ‘hydraulic sen-
sitivity’. The Heavyside step function is introduced to pre-
vent any freshwater addition until a critical temperature
change, AT,, is reached.

Substituting Equation. (5.3) into F = BII and solving
for a yields

_ F
* 7~ BIAT — AT, H[AT — AT |

(5.5)

If we assume that AT — AT, = 2.5°C for F = 0.6 Sv, then
a=1.0°C)"! for B = 0.24 Sv. The values of o and AT,
are highly uncertain, though. Accordingly, we took these
quantities to have uniform probability distributions
between 0.2 and 1.0 (°C)™! (in increments of 0.2) for a

and between 0.0°C and 0.6°C (in 0.1 degree increments)
for AT,.

Finally, the S-S model translates freshwater addition to
flow in the ATHC. Yin (2004) and Yin et al. (2005) show
that this depends critically on the ratio of salinity trans-
ports by the gyre/eddies and the ATHC, represented by
K. A uniform prior ranging from 0.0 through 2.5 (in six
increments of 0.5) was chosen based on the study by Yin
(2004) and Yin et al. (2005) which showed that the S-S
model with K = 0 (the original Stommel model) repro-
duced the irreversible ATHC shutdown simulated by the
uncoupled UIUC ocean general circulation model, while
the S-S model with K = 2.5 reproduced the reversible
ATHC shutdown simulated by the coupled UIUC atmos-
phere-ocean general circulation model.

The likelihood of any specific combination of climate
sensitivity, AT,, «, and K thus equaled (/210), where
; represents the likelihood of the various climate sensi-
tivities.
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Towards a Risk Assessment for Shutdown of the Atlantic Thermohaline Circulation
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ABSTRACT: The possible shutdown of the Atlantic Ocean Thermohaline Circulation (THC) has attracted consid-
erable attention as a possible form of dangerous climate change. We review evidence for and against three common
assertions, which imply that THC shutdown could pose particular problems for adaptation: first, associated climate
changes would be in the opposite direction to those expected from global warming; secondly, such changes could be
rapid (timescale one or two decades); and thirdly the change could be irreversible. THC shutdown is generally con-
sidered a high impact, low probability event. Assessing the likelihood of such an event is hampered by a high level of
modelling uncertainty. One way to tackle this is to develop an ensemble of model projections which cover the range
of possible outcomes. Early results from a coupled GCM ensemble suggest that this approach is feasible.

Many scientific challenges remain before we can provide robust estimates of the likelihood of THC shutdown, or of
‘THC-safe’ stabilisation pathways. However, recent developments in ensemble climate projection and in observations

provide the prospect of real progress on this problem over the next 5-10 years.

6.1 Review of Current Knowledge

Here we provide a brief, non-comprehensive review of
current thinking on some of the key scientific questions
concerning the future of the Atlantic THC.

6.1.1 Impact of the THC on Climate

The THC, or more precisely the meridional overturning
circulation (MOC), transports around 10°W of heat
northwards in the North Atlantic [1]. This heat is lost to
the atmosphere northwards of about 24°N, and represents
a substantial heat source for the extratropical northern
hemisphere climate. The impact of this heat transport on
the atmosphere has been estimated using coupled climate
models. The THC can be artificially suppressed in such
models by adding large amounts of fresh water to the
North Atlantic to stop deep water formation there [e.g.
2,3,4]. The resulting climate response varies in detail
between models, but robust features include substantial
cooling of the northern hemisphere (strongest in regions
close to the North Atlantic) and major changes in precipi-
tation, particularly in regions bordering the tropical
Atlantic. Modelled impacts of THC shutdown on net pri-
mary production of carbon by terrestrial vegetation are
shown in Figure 6.1. General cooling and drying of the
Northern Hemisphere results in a reduction of 11% in
hemispheric primary production. Regionally, changes are
larger and in some regions current vegetation types
become unsustainable, leading to large scale ecosystem
change [5]. A shutdown of the THC may be expected to
have substantial impacts on sea level. In a recent study

using an intermediate-complexity climate model [6], an
artificially-induced THC shutdown resulted in global sea
level rise of order 10cm per century due to buildup of
heat in the deep ocean. Furthermore, there was a more
rapid dynamical response resulting in a sea level rise of
up to 50cm around the North Atlantic margins, with a
compensating fall distributed over the rest of the ocean.
Similar magnitudes of signal are seen in the HadCM3
study shown here [7].

While downscaling of the impacts of rapid THC shut-
down from global models to local scale has not been
widely performed as yet, and model estimates vary in
detail, there is sufficient evidence that the impacts of
such a rapid shutdown would be substantial. Figure 6.2
shows the modelled effect on surface temperature of a
hypothetical (and here artificially-induced) rapid THC
shutdown in 2049, after following the 1S92a scenario of
global warming up to that point [7, 8]. We see that around
the North Atlantic, the cooling effect of the THC change
more than outweighs the effects of global warming, lead-
ing to a net cooling relative to the pre-industrial climate
in those regions. In the UK, for example, winter tempera-
tures are comparable to those typical of the ‘Little Ice
Age’ of the 17th and 18th Centuries. It should be stressed
that this is a ‘what if?’ scenario, and the model does not
predict that this would actually occur.

6.1.2 Rapid Climate Changes

A number of palaeoclimatic records point to the occur-
rence of rapid changes in the past. Particular events,
which have been argued to show spatial coherence over a
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Change in annual mean net primary production of carbon
Years 20—30 after THC collapse
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Figure 6.1 Change in net primary productivity (kg carbon per m? per year) when the THC is artificially turned off in the
HadCM3 climate model, from [4]. Reductions are seen over Europe (—16%), Asia (—10%), the Indian subcontinent (—36%) and
Central America (—106%). The latter figure implies that present vegetation types would become unsustainable and large- scale
ecosystem adjustment could be expected [5]. At the point in the model run shown (the third decade after the artificial fresh water
was introduced) the meridional overturning circulation has recovered to about 30% of its strength in the control run.
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Figure 6.2 Change in surface air temperature (°C) relative to
pre-industrial (1860s) values, in a HadCM3 experiment in
which the THC is artificially turned off in 2049, after following
the IS92a greenhouse gas emission scenario up to that point,
from [8]. Note that this is a ‘what if?” scenario; the model does
not actually predict a THC shutdown at that time. Values
shown are for the first decade after the artificial fresh water
perturbation. The meridional overturning has about 18% of its
strength in the pre-industrial control run and about 25% of its
strength in the unperturbed IS92a run (see [7] for more details).

wide region, include the Dansgaard-Oeschger events dur-
ing glacial periods, and, more recently, the so-called
‘8.2kbp cold event’, seen in Greenland ice cores and
other proxies. These events appear to have timescales of
decades, and their amplitudes are well in excess of vari-
ability seen in the later Holocene (last 8000 years). A
prima facie case has been made for a link between these
events and major reorganisations of the THC. See [9] for
areview of the palaeoclimatic evidence of such events.

Modelling evidence also shows that the internal
dynamics of the atmosphere-ocean-sea ice system may
include the possibility of large changes occuring on a
decadal timescale, not directly related to any climatic
forcing. This has been seen both in rapid fluctuations dur-
ing the recovery of the THC after a fresh water pulse [10]
and in a more localised rapid cooling event arising spon-
taneously in a model control run with fixed forcing [11].

6.1.3 Can the Present THC Exhibit Multiple
Equilibria and Rapid Change?

The climatic state of the late Holocene (last few thousand
years) is substantially different from the state during gla-
cial or early post-glacial periods, when ice sheets and sea
ice covered much of the northern high latitudes, resulting
in a geographically different ice-albedo feedback and the
potential for substantial fresh water input to the North
Atlantic through ice melt. Since there is no evidence of
any order (1) changes in the THC over the past 8000
years at least (i.e. changes of magnitude similar to the
current magnitude of the THC), it needs to be asked
whether the present (and likely future) climate states do
in fact have the potential for THC shutdown.

Many simpler climate models, ranging from the box
model of [12] to climate models of intermediate complex-
ity [13, 14], suggest that the present climate state may pos-
sess an alternative mode of operation with the THC weaker
or absent. In many such studies increased greenhouse gas
forcing can take the system beyond some threshold, after
which only the “THC off” state is stable. In that case,
even if greenhouse gas forcing is returned to present day
values, the THC remains off. Once the threshold is passed,
the THC shutdown is effectively irreversible. Since the
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evidence for such hysteresis behaviour is largely based on
simpler models, it is important to ask whether such bistable
behaviour exists in the most comprehensive climate models
used to make climate projections (GCMs).

The computational cost of coupled GCMs prohibits a
complete exploration of the hysteresis curve. Experimen-
tation has therefore concentrated on applying a tempo-
rary perturbation (usually a fresh water flux) to the
models, in order to turn off the THC. In most cases when
the perturbation is removed, the THC recovers, implying
that a stable “THC off” state has not been found in that
model (though it may nevertheless exist) [15-17].
However, a stable ‘THC off” state has been demonstrated
in two GCMs [16, 18]. A number of factors have been
proposed as influencing the stability of the ‘off’ state,
including ocean mixing [16], atmospheric feedbacks
through wind stress [15] and the hydrological cycle [15,
17, 19]. At present, it is not possible to say definitively
from these model studies whether the present day THC is
bistable, or whether there is a threshold beyond which
irreversible shutdown would occur. It is also worth noting
that in many of the model experiments used to show
bistable THC states, the transition between states occurs
on a slow advective timescale (centuries) rather than on a
rapid (decadal) timescale. Thus, the issues of rapid and
irreversible change, though related, are distinct.

6.1.4 Model Projections of the Future THC

The current state of uncertainty in modelling the future
behaviour of the THC can be illustrated by comparing the
THC response of a number of different climate general
circulation models (GCMs) used in the IPCC 3rd
Assessment Report, under a common greenhouse gas
forcing scenario ([20], see Figure 9.21). Under this scen-
ario, the models suggest changes in the maximum
strength of the overturning circulation, ranging from a
slight strengthening to a weakening of around 50%. It is
notable that none of the GCMs suggests a complete THC
shutdown in the 21st century. It should be noted that none
of the GCM results used in [20] fully include the effects
of melting of the Greenland ice sheet, which may be
expected to add extra fresh water to the North Atlantic,
and so further weaken the THC. Two recent studies have
explored the impact of Greenland melt on the THC [21,
22]; in [22] the impact is weak, in [21] it is somewhat
larger, but in neither case is a complete shutdown seen.
Why is there so much uncertainty in modelling the
response of the THC to increasing greenhouse gases? In
the above study, even two models that showed a similar
THC change could be shown to obtain that response
for different reasons, dominated in one case by thermal
forcing and in the other by fresh water forcing ([20],
Figure 9.22). The difficulty arises because the THC
response is likely to be the net result of a number of pos-
itive and negative feedbacks. Different feedbacks domi-
nate in different models, and to obtain the correct net

outcome it may be necessary to model each of the key
feedbacks quite accurately. A further difficulty is likely
to arise because simplified models that do show the pos-
sibility of the THC crossing a threshold suggest that, near
the threshold, predictability becomes very poor, i.e. even
if we could accurately determine that the THC was near a
threshold, it could be difficult to predict the timing of a
shutdown (e.g. [23], [24]).

In the present state of scientific knowledge it is not pos-
sible to identify a ‘safe’ CO, stabilisation level that would
prevent THC shutdown. While the history of the past 8000
years suggests that the late Holocene THC is rather stable,
there is no clear consensus from modelling work as to
whether there is currently an alternative “THC off” state,
and hence a (remote) possibility of the THC switching to
that state as a result of some random climate fluctuation. A
variety of simpler models suggests that the THC has a
bistable structure with some threshold beyond which only
a weak THC state is stable, but there is disagreement
among the models about the location of the current climate
relative to the threshold [25]. Further, there is currently no
clear understanding about whether and how fast the THC
approaches the threshold as greenhouse gas forcing
increases. Progress is being made towards answering these
questions (e.g. see Section 2), but this can only be achieved
through a programme of painstaking analysis of model
processes, linked with use of appropriate observations to
constrain possible responses.

As we work towards defining ‘“THC-safe’ CO, stabil-
isation levels in future it will be important to consider sta-
bilisation pathways as well as just the final stabilised
concentrations. In particular the rate of CO, increase, as
well as the final concentration, may determine the out-
come. For example, in an intermediate-complexity cli-
mate model it was shown that for a given stabilisation
level, a faster approach to that level was more likely to
result in irreversible THC shutdown [14] and a GCM
study found that a faster approach to the stabilisation
level resulted in a weaker minimum overturning rate [26].
In the latter study, however, the overturning recovered
slowly once CO, was stabilised.

6.1.5 Summary: Where Are We Now?

Comprehensive GCM climate projections suggest a
slowdown of the THC in response to global warming
over the next century, in the range 0-50%. The amount of
THC change is likely to be an important factor in deter-
mining the magnitude of warming throughout the
Northern hemisphere. No GCMs have shown a complete
shutdown, or a net cooling over land areas. Hence a shut-
down during the 21st century must be regarded as
unlikely. Nonetheless, a range of theoretical, modelling
and palaeoclimate studies shows that large, rapid changes
are a possibility that needs to be taken seriously.

To produce a risk assessment for THC shutdown
requires an understanding of both the impacts of a
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shutdown and the probability of occurrence. The evidence
of 1.1 above points to substantial impacts (although these
have not been assessed in detail). However, little can cur-
rently be said about the probability, except that it is sub-
jectively considered low during the 21st century, based on
the results of Section 1.4. To work towards a more quanti-
tative probabilistic assessment, including information
about ‘safe’ stabilisation levels, requires further develop-
ment of models and methods. Some promising progress
has recently been made towards this goal, and this is
described in Section 2 below.

6.2 Towards Quantifying and Reducing
Uncertainty in THC Projections

6.2.1 Understanding What Drives THC Changes

The first step to reducing uncertainty is to understand the
processes that contribute to the wide range of THC
responses currently seen in models. A recent inter-
national initiative under the auspices of the Coupled
Model Intercomparison Project (CMIP) addresses this
goal by analysing a number of climate models, all subject
to a number of standardised forcing experiments. Figure
6.3 shows the roles of heat and water forcing in the
response of the THC to a compound 1% p.a. CO, increase,
across this range of models, based on [27]. The large
variation in the forcing processes is apparent, although it
can be seen that in all models except one the heat forcing
dominates the fresh water forcing over the timescale of
this experiment (the caveat, discussed above, that
Greenland meltwater is not fully taken into account in the

models, also applies here). More detailed analysis is
required to obtain a full picture of the processes determin-
ing the THC response in each model (e.g. [28]), but we can
expect this research eventually to allow a good under-
standing to be developed of why the model responses are
so different. This in turn will suggest targeted observa-
tional constraints than can be used to determine how much
weight to give to particular model’s” THC projections, and
suggest specific priorities for model development.

6.2.2 Probabilistic Estimation of the Future THC

Some uncertainty will inevitably remain and in order to
obtain some form of objective assessment of the likeli-
hood of major THC changes, it will be necessary to
sample the range of possible model outcomes more
systematically than is possible using the few model runs
shown in [20] or in Figure 6.3. Recent progress has been
made in this area by generating ‘perturbed physics’ model
ensembles (e.g. [29, 30, 31]). An ensemble of models is
generated by varying a set of model parameters within a
defined range. The parameter settings are chosen from a
prior distribution based on expert judgement about rea-
sonable allowable ranges. Climate projections made using
each ensemble member may then be weighted according
to some chosen set of observational constraints [30], or
the ensemble may be allowed to evolve in such a way as
to improve the goodness of fit to the observations [29, 31].

Studies to date have used either highly simplified mod-
els [29, 31] or atmosphere-only GCMs coupled to ‘ther-
mal slab’ oceans [30]. Here we demonstrate the feasibility
of generating a coupled GCM ensemble that can exhibit a
range of THC responses to a given forcing. We use an

% 0.301 . . ]
f  x GFDL_R30 ]
'§ [ - HADCM3 1
2 [ < MIT_UWash ]
5 020:_ x MRFCGCW ';' x 3
S - NCAR_CCSM2.0 . :
'g - « PIK_CLIMBER = =
2 C UCLouvain e ]
3 ; UVic ]
8 0.10F -
0 - 'i -
} : 5
0 - ‘ﬁl -
€ o000 =
: « -
2 - 1
8 C ]
8§ ]
=0 | N R ey N [ ENE BT R .
0.0 01 02 03 04

Fractional THC change caused by heat flux change

Figure 6.3 Contributions of changes in thermal and fresh water forcing to the total THC change, following a 1% per annum CO,
increase up to four times the initial concentration, in a range of climate models. Changes are expressed as a fraction of the THC
strength in the control run. The dashed line divides the regions where thermal and fresh water forcing dominate. Data derived
from [27], courtesy of the CMIP co-ordinated experiment on THC stability.
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existing ensemble of atmosphere-slab ocean model runs
using the HadAM3 atmospheric model [30] to generate a
set of atmospheric model parameters that are likely to
result in a range of different THC responses, based on
detailed analysis of the coupled model HadCM3 (with
standard parameter settings) [28]. An ensemble of coupled
models is thus produced, and a range of THC responses
can be seen. The problem of climate drift in the coupled
models is overcome by one of two methods: either flux
adjustment, or pre-selection of parameter settings to min-
imise climate drift without using flux adjustment. The lat-
ter pre-selection is made by only allowing parameter
settings that give an accurate global heat budget in the
atmosphere-slab ocean ensemble.

In the standard HadCM3 model, the THC weakening in
response to CO, increase is limited by a tropical fresh water
feedback [28]. Warming of the tropical oceans results in an
intensification of the hydrological cycle, including an
increase of evaporation from the tropical Atlantic. Much of
this water is transported away from the Atlantic by the trade
wind circulation and falls into the Pacific catchment. Thus
the tropical Atlantic becomes saltier, and this salty anomaly
is transported by the ocean circulation to the subpolar North
Atlantic, where it helps to maintain deep water formation.
The intensity of this evaporative feedback varies quite
widely in the ensemble of atmosphere-slab ocean integra-
tions with doubled CO,, leading us to hypothesise that by
selecting parameter settings on the basis of the atmosphere-
slab integrations we can generate an ensemble of coupled
integrations that have stable control (constant CO,) cli-
mates, yet which show a range of THC responses.

Early results show that a range of THC responses can
be produced, in models whose control runs have minimal
climate drift. For example an ensemble member has been
produced whose climate drifts are similar to those in the
standard HadCM3 model, but which has a significantly
greater THC weakening in response to 1% p.a. CO,
increase at the time of CO, doubling. The greater THC
response is consistent with a weaker evaporative feed-
back (as described above) in the corresponding atmos-
phere-slab ocean run. The ensemble is now being
expanded to cover as wide a region of parameter space as
possible, thus allowing a plausible range of THC behav-
iour to be quantified. Both flux adjusted and non-flux
adjusted ensembles will be explored, since it could be
argued that climate drift may be a result of small model
errors and imbalances that do not impact on the THC
response. Hence one might argue that by insisting on
non-drifting models one may not sample the full range of
possible responses. On the other hand, it has been sug-
gested that use of flux adjustments may distort the stability
properties of the THC [32, 33].

The longer-term goal is to incorporate a range of models
into such studies (in order to explore and transcend any
constraints due to the structural features of different
models). This should include a spectrum of models, includ-
ing appropriately formulated but computationally cheaper

models to allow thorough exploration of a wide parameter
space (including a plausible range of stabilisation scenar-
ios). This will allow for the first time an objective estimate
of the likelihood of major THC change and identification
of ‘safe’ stabilisation pathways. However, the difficulties of
reaching such a goal should not be underestimated. Two
specific issues will need to be addressed:

i. The choice of observational constraints used to weight
the ensemble members may be critical in determining
the shape of the resulting probability distributions. This
has been demonstrated in [31], where different choices
of observational constraints resulted in either a signif-
icant or a near-zero probability of THC shutdown. To
address this issue we will need to develop a process-
based understanding of the role of specific observables
in THC stability.

ii. While simplified models will be valuable in explor-
ing parameter space and developing methods, they
inevitably involve a choice to omit certain processes that
may be crucial to THC stability. The results must there-
fore be used with caution. It will be important to develop
the idea of a ‘traceable’ spectrum of models, in which
the simpler models include (albeit in highly parame-
terised form) all processes that have been shown to be
important for the THC response in the more compre-
hensive models. The processes in the comprehensive
models must in turn be evaluated against observations,
as discussed in (i) above. If such traceability cannot be
established then there is no demonstrable link between
the simpler model and the real (observed) world.

6.3 Summary and Prospects

The currently very high level of modelling uncertainty
makes accurate projection of the future of the THC diffi-
cult, beyond the rather vague statement that complete
shutdown is ‘unlikely’ over the next century. Methods of
probabilistic climate projection are in their infancy and
quantifying the relatively low probability of THC shut-
down will be particularly challenging. But recent progress
in ensemble methods, along with some exciting new
observational developments (e.g. continuous monitoring
of the MOC at 26°N [34, 35]) suggests that real progress
can be made towards providing broad limits on ‘THC-
safe’ stabilisation pathways. If we can make and sustain
the ‘right’ observations (and we need to determine what
these are: see e.g. [36]), and focus model developments on
those processes that currently contribute to the large dif-
ferences among models, we can expect uncertainty to
reduce substantially over the next decade.
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CHAPTER 7

Towards the Probability of Rapid Climate Change

Peter G. Challenor, Robin K.S. Hankin and Robert Marsh

National Oceanography Centre, Southampton, University of Southampton, Southampton, Hampshire, UK

ABSTRACT: The climate of North West Europe is mild compared to Alaska because the overturning circulation in
the Atlantic carries heat northwards. If this circulation were to collapse, as it appears to have done in the past, the cli-
mate of Europe, and the whole Northern Hemisphere, could change rapidly. This event is normally classified as a ‘low
probability/high impact’ event, but there have been few attempts to quantify the probability. We present a statistical
method that can be used, with a climate model, to estimate the probability of such a rapid climate change. To illustrate
the method we use an intermediate complexity climate model, C-GOLDSTEIN combined with the SRES illustrative
emission scenarios. The resulting probabilities are much higher than would be expected for a low probability event,
around 30-40% depending upon the scenario. The most probable reason for this is the simplicity of the climate model,
but the possibility exists that we may be at greater risk than we believed.

7.1 Introduction

Northwest Europe is up to 10°C warmer than equivalent
latitudes in North America because a vigorous thermo-
haline circulation transports warm water northwards in
the Atlantic basin (Rind et al., 1986). However, due to
increasing concentrations of CO, in the atmosphere, this
circulation could slow markedly (Cubasch et al., 2001) or
even collapse (Rahmstorf and Ganopolski, 1999). The
climatic impact of such a change in the ocean circulation
would be severe, especially in Europe (Vellinga and
Wood, 2002), but with worldwide consequences, and
could happen on a rapid time scale. It is important there-
fore that we assess the risk of such a collapse in the ther-
mohaline circulation (Marotzke, 2000). Recent studies
have developed and adopted a probabilistic approach
to address the climate response to rising levels of
greenhouse gases (Wigley and Raper, 2001; Allen and
Stainforth, 2002; Stainforth et al., 2005). However, to our
knowledge, no study has yet addressed the probability of
substantial weakening of the overturning circulation and
the implied rapid climate change. In this paper we pre-
sent a statistical technique that can be used to estimate the
probability of such a rapid climate change using a model
of the climate and illustrate it with a model of intermedi-
ate complexity.

7.2 A Method for Calculating Probabilities of
Climate Events

Most modern climate models are deterministic: given a set
of inputs they always give the same results on a given hard-
ware platform. There are two standard ways to introduce
an element of randomness and hence to make probabilistic

predictions. The first is to use the internal, chaotic vari-
ability of the model. The initial conditions are varied by a
small amount and an ensemble of model runs is per-
formed. This method is widely used in weather forecast-
ing. This is suitable for problems where the initial
conditions are the important factor for predictability, pre-
dictability of the first kind. However, for long-range cli-
mate forecasting we believe we have predictability of the
second kind where it is the boundary conditions that mat-
ter. In this case the perturbations need to be made on the
boundary conditions. In our case these are the model
parameters. A numerical model of the climate system con-
tains a number of parameters, the ‘true’ value of which is
unknown. If we represent our ignorance of these param-
eters in probabilistic terms we can propagate this uncer-
tainty through the numerical model and hence produce a
probability density function of the model outputs. This is
the method we will use in this paper.

In essence, our method is to sample from a specified
uncertainty distribution for the model input parameters,
run the model for this combination of inputs and compute
the output. This process is repeated many thousands of
times to build up a Monte Carlo estimate of the probabil-
ity density of the output. This type of Monte Carlo
method is too computationally expensive for practical
use; even intermediate complexity climate models such
as C-GOLDSTEIN (Edwards and Marsh, 2005) are not
fast enough to allow us to carry out such calculations
with the required degree of accuracy. To overcome this
problem we introduce the concept of an emulator. An
emulator is a technique in which Bayesian statistical
analysis is used to furnish a statistical approximation to
the full dynamical model. In preference to a neural net-
work (Knutti et al., 2003), we follow Oakley and O’Hagan
(2002) and use a Gaussian process to build our emulator.
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This has the advantage that is easier to understand and
interpret, and every prediction comes with an associated
uncertainty estimate. This means that the technique can
reveal where the underlying assumptions are good and
where they are not. Our emulators run about five orders of
magnitude faster than a model such as C-GOLDSTEIN.

Full mathematical details of Gaussian processes and
the Bayesian methods we use to fit them to the data are
given in Oakley and O’Hagan (2002). The basic process
of constructing and using an emulator is as follows:

1. For each of the parameters of the model, specify an
uncertainty distribution (a ‘prior’) by expert elicit-
ation and thereby define a prior pdf for the parameter
space of the model.

2. We generate a set of parameter values that allow us to
span the parameter space of these prior pdfs and run
the climate model at each of these points to provide a
calibration dataset of predicted MOC strength.

3. Estimate the parameters of the emulator using the cali-
bration dataset using the methods given in Oakley and
O’Hagan (2002).

4. Sample a large number (thousands) of points from the
prior pdf.

5. Evaluate the emulator at each of these points. The out-
put from the emulator then gives us an estimate of pdf
of the variable being emulated from which we can cal-
culate statistics such as the probability of being less
than a specified value.

Ideally, in step 2 we would use an ensemble of model
runs that spanned the complete parameter space of the
model. However, as dimensionality increases this becomes
difficult, and a factorial design soon requires an impractic-
ally large number of model runs. We therefore use the
latin hypercube design (McKay et al., 1979), which
requires us to specify in advance the number of model runs
we can afford, in our example below this is 100. The range
of each parameter is split up into this number of intervals
of equal probability according to the uncertainty distribu-
tion of the input parameters. Our experience is that this dis-
tribution should be longer tailed than the input distribution
used for the Monte Carlo calculations: the emulator is,
along with all such estimation techniques, poor at extrapo-
lation but good at interpolation so we want model runs out
in the tails of the distribution to minimise the amount of
extrapolation the emulator is called upon to do. For step 4,
the order of the values of each parameter is now shuffled
so that there is one and only one value in each of the equi-
probable interval of each parameter (that is, the marginal
distribution is unchanged), but the points are randomly
scattered across multi-dimensional parameter space.

A Gaussian process is the extension of a multivariate
Gaussian distribution to infinite dimension. For full math-
ematical details of Gaussian processes and the Bayesian
methods we use to fit them to the data see Oakley and
O’Hagan (2002). A Gaussian process is given by the sum
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of two terms: a deterministic, or mean, part and a stochas-
tic part. The mean part can be considered as a general
trend while the stochastic part is a local adjustment to the
data. There is a trade-off between the variation explained
by the mean function and the stochastic part. Following
Oakley and O’Hagan (op. cit) we specify a priori that the
mean function has a simple form (linear, in our case) with
unknown parameters. The stochastic term in the Gaussian
process is specified in terms of a correlation function. We
use a Gaussian shape for the correlation function. This is
parameterised by a correlation matrix. The elements of
this matrix give the smoothness of the resulting Gaussian
process. For simplicity we use a diagonal matrix, setting
the off-diagonal terms to zero. These correlation scales
cannot be estimated in a fully Bayesian way so are esti-
mated using cross-validation. An alternative approach is
to use regression techniques to model the mean function
in a complex way. This means that the stochastic term is
much less important and may make problems such as
non-stationarity less important; for a non-climate example
where this is done see Craig et al. (2001). Gaussian
process emulators specified in this way are perfect inter-
polators of the data and it can be shown that any smooth
function can be expressed as a Gaussian process.

It is important to specify the uncertainty distributions of
the model inputs/parameters in step 2 carefully. In our
case we elicit the information from experts, in this case
the model builders and tuners. Our method was to request
reasonable lower and upper limits for each parameter and
interpret these as fifth and ninety-fifth percentiles of a log
normal distribution. Because of the importance of the
input distributions a sensitivity analysis was carried out to
identify important input parameters; step 4 was repeated
with doubled standard deviation for those parameters (see
below for details). It is difficult to elicit the full joint input
distribution so we have elicited the marginals and assumed
that the inputs are independent. This assumption is almost
certainly wrong and needs to be tested in further work.
More complex elicitation methods (see the review by
Garthwaite et al., 2005) need to be considered.

7.3 An Illustration: Emulating the MOC Response
to Future CO, Forcing in C-GOLDSTEIN

To illustrate the methods described above we estimate the
probability of the collapse of the thermohaline circulation
under various emission scenarios using an intermediate
complexity climate model. The climate model we use is
C-GOLDSTEIN (Edwards and Marsh, 2005). This is a
global model comprising a 3-D frictional-geostrophic
ocean component configured in realistic geometry, includ-
ing bathymetry, coupled to an energy-moisture balance
model of the atmosphere and a thermodynamic model of
sea ice. We use a priori independent log-normal distribu-
tions for 17 model parameters (Table 7.1). For 12 of the
parameters, we use the distributions derived in an objective
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Table 7.1 Mean value and standard deviation for each model parameter.

Parameter* Mean St. Dev.
Windstress scaling factor 1.734 0.1080
Ocean horizontal diffusivity (m?s~") 4342 437.9
Ocean vertical diffusivity (m?s~!) 5.811e—05 1.428e—06
Ocean drag coefficient (107351 3.625 0.3841
Atmospheric heat diffusivity (m?s~") 3.898e+06 2.705e+05
Atmospheric moisture diffusivity (m?s~") 1.631e+06 7.904e+04
‘Width’ of atmospheric heat diffusivity profile (radians) 1.347 0.1086
Slope (south-to-north) of atmospheric heat diffusivity profile 0.2178 0.04215
Zonal heat advection factor 0.1594 0.02254
Zonal moisture advection factor 0.1594 0.02254
Sea ice diffusivity (m?s™!) 6786.0 831.6
Scaling factor for Atlantic-Pacific moisture flux (x 0.32 Sv) 0.9208 0.05056
Threshold humidity, for precipitation (%) 0.8511 0.01342
‘Climate sensitivity’f (CO, radiative forcing, Wm™?) 6.000 5.000
Solar constant (Wm™?) 1368 3.755
Carbon removal e-folding time (years) 1114 15.10
Greenland melt rate due to global warming? 0.01(Low) 0.005793

(Sv/°C)

0.03617 (High)

*The first 15 parameters control the background model state. The first 12 of these have been objectively tuned in a previous
study, while the last three (threshold humidity, climate sensitivity and solar output) are specified according to expert elicitation.
The last two parameters control transient forcing (CO, concentration and ice sheet melting). Italics show the parameters that exert
particular control on the strength of the overturning and which we varied in our experiment. For these parameters, the standard

deviation was doubled in the cases with high uncertainty.

T The climate sensitivity parameter, AF,,, determines an additional component in the outgoing planetary long-wave radiation
according to AF,,In(C/350), where C is the atmospheric concentration of CO, (units ppm). Values for AF,, of 1, 6 and 11 Wm ™2
yield ‘orthodox’ climate sensitivities of global-mean temperature rise under doubled CO, of around 0.5, 3.0 and 5.5K,

respectively.

¥ We used two mean values of the Greenland melt rate parameter (see main text).

tuning exercise (Hargreaves et al., 2004). For the others
we elicited values from one of the model authors (Marsh)
using the method described above. We specify particu-
larly high variance for climate sensitivity, in line with
recent results (Stainforth et al., 2005). We thus account for
uncertainty in the model parameters, but not in the model
physics (so called ‘structural’” uncertainty).

To generate our emulator as described above we need
an ensemble of model runs to act as our ‘training set’. We
use an ensemble of 100 members in a latin hypercube
design. We first ‘spin up’ the climate model for 4000
years to the present day (the year 2000, henceforth ‘pre-
sent day’) in an ensemble of 100 members that coarsely
samples from a range of values for fifteen key model
parameters (see Table 7.1); the remaining two parameters
are only used for simulations beyond the present day.
Following 3800 years of spin-up under pre-industrial
CO, concentration, the overturning reaches a near-
equilibrium state in all ensemble members (see Figure 7.1).
For the last 200 years of the spin-up, we specify histori-
cal CO, concentrations (Johnston, 2004), leading to slight
(up to 5%) weakening in the overturning circulation. After
the complete 4000-year spin-up we have 100 simulations
of the current climate and the thermohaline circulation.
Figure 7.2 shows fields of mean and standard deviation in
surface temperature. The mean temperature field is

similar to the ensemble-mean obtained by Hargreaves
et al. (2005). The standard deviations reveal highest sen-
sitivity to model parameters at high latitudes, especially
in the northern hemisphere, principally due to differences
(between ensemble members) in Arctic sea ice extent.
We obtain an ensemble of present day overturning states,
with {5, in the plausible range 12-23 Sv for 91 of the
ensemble members (see Figure 7.1). The overturning cir-
culation collapsed in the remaining nine members after
the first 1000 years. Since we know that the overturning
is not currently collapsed, we remove these from further
analysis. This is a controversial point that we will return
to in the discussion. We then specify future anthro-
pogenic CO, emissions according to each of the six illus-
trative SRES scenarios (Nakicenovic and Swart, 2000)
(A1B, A2, B1, B2, AI1FI, A1T), to extend those simula-
tions with a plausible overturning to the year 2100.

In extending the simulations over 2000-2100, we spe-
cify the SRES CO, emissions scenarios and introduce two
further parameters (the last two parameters in Table 7.1)
that relate to future melting of the Greenland ice sheet
and the rate at which natural processes remove anthro-
pogenic CO, from the atmosphere. The rate of CO, uptake
is parameterised according to an e-folding timescale that
represents the background absorption of excess CO, into
marine and terrestrial reservoirs. This timescale can be
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Spin-up and CO, forcing of 100-member ensemble:
Maximum Atlantic Overturning Circulation (Sverdrups)
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Figure 7.1 Spin-up of the Atlantic MOC, including CO, forcing from 1800.
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Figure 7.2 Mean and standard deviation of surface air temperature at year 2000.
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Figure 7.3 Time series of emitted CO, uptake, atmospheric CO, concentration and temperature rise over 2000-2100, under

scenarios B1 and A1FI.

roughly equated with a fractional annual uptake of emis-
sions. Timescales of 50, 100 and 300 years equate to
fractional uptakes of around 50%, 30% and 10% respec-
tively (see Figure 7.3, top panel), spanning the range of
uncertainty in present and future uptake (Prentice et al.,
2001). For each emissions scenario, a wide range of CO,
rise is obtained, according to the uptake timescale (see
Figure 7.3, middle panel). This in turn leads to a wide
range of global-mean temperature rise, which is further
broadened by the uncertainty in climate sensitivity (see
Figure 7.3, bottom panel). The freshwater flux due to melt-
ing of the Greenland ice sheet is linearly proportional to

the air temperature anomaly relative to 2000 (Rahmstorf
and Ganopolski, 1999). This is consistent with evidence
that the Greenland mass balance has only recently started
changing (Bgggild et al. 2004). Over the range chosen for
this parameter (combined with the uncertainty in emis-
sions and climate sensitivity), the resultant melting equates
to sea level rise by 2100 mostly in the range 0-30 cm (see
Figure 7.4), consistent with predictions obtained with a
complex ice sheet model (Huybrechts and de Wolde,
1999).

As a consequence of the applied forcing, {5, declines
to varying degrees, in the range 10-90% in the case of the
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Figure 7.4 Sea level rise due to Greenland melting over
2000-2100, under scenarios B1 and A1FI.

AlFI scenario (see Figure 7.1). The range of MOC weak-
ening is compatible with that suggested by IPCC (2001)
AOGCM results. At 2100, the IPCC AOGCMs cover a
range of +2 to —14 Sv with 9 model runs. The range for
our 91 run ensemble is —1 to —17 with 90% between —2
and —15. Under the B1 scenario, the regional impact of
this MOC slow-down is a local cooling in the Atlantic
(see Figure 7.5, upper panel), also the location of highest
standard deviation (Figure 7.5, lower panel), due to wide
variation in the extent of slow-down. In several extreme
cases (not clear from the ensemble-mean temperature
change) of substantial slow-down, North Atlantic cooling
under B1 exceeds 5°C. Under the A1FI scenario, global
warming is amplified and the effect of MOC slow-down
is to locally cancel warming (Figure 7.6, upper panel),
and highest standard deviations are found in the Arctic
(Figure 7.6, lower panel) due to disappearance of Atlantic
sector Arctic sea ice cover in some ensemble members.
Using the model results for each SRES scenario at
2100, we build a statistical model (emulator) of {5, as a
function of the model parameters. A separate emulator is
built for each emissions scenario. We then use these six
emulators, coupled with probability densities of param-
eter uncertainty, to calculate the probability that {s,,, falls
below 5 Sv by 2100 using Monte Carlo methods. We use
a sample size of 20,000 for all our Monte Carlo calcula-
tions. An initial, one-at-a-time, sensitivity analysis shows
that the four most important parameters are: (1) sensitiv-
ity to global warming of the Greenland Ice Sheet melt
rate, providing a fresh water influx to the mid-latitude
North Atlantic that tends to suppress the overturning;
(2) the rate at which anthropogenic CO, is removed from
the atmosphere; (3) climate sensitivity (i.e., the global
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warming per CO, forcing); (4) a specified Atlantic-to-
Pacific net moisture flux which increases Atlantic surface
salinity and helps to support strong overturning. We per-
form a number of experiments calculating the probability
of substantial slow-down of the overturning under varia-
tions in the values of these parameters and their uncer-
tainties.

For each SRES scenario, we show in Table 7.2 the prob-
ability of substantial reduction in Atlantic overturning for
five uncertainty cases. Each case is split into low and high
mean Greenland melt rate, as this has been previously iden-
tified as a particularly crucial factor in the thermohaline
circulation response to CO, forcing (Rahmstorf and
Ganopolski, 1999). The probabilities in Table 7.2 are much
higher than expected: substantial weakening of the over-
turning circulation is generally assumed to be a ‘low prob-
ability, high impact’ event, although ‘low probability’ tends
not to be defined in numerical terms. Our results show that
the probability is in the range 0.30-0.46 (depending on the
SRES scenario adopted and the uncertainty case): this
could not reasonably be described as ‘low’. Even with the
relatively benign B2 scenario we obtain probabilities of
order 0.30, while with the fossil fuel intensive A1FI we
obtain even higher probabilities, up to a maximum of 0.46.

Our probabilities are clearly less sensitive to the uncer-
tainty case than to the SRES scenario. Increasing the
mean Greenland melt rate from ‘low’ to ‘high’ increases
only slightly the chance of shutdown in the circulation,
probably because even the low melt rate already exceeds
a threshold value (for substantial weakening of the over-
turning rate). The dependence of probability on parameter
uncertainty is unclear, but any increase in uncertainty will
broaden the distribution of the overturning strength and
should theoretically lead to a higher proportion less than
5Sv. While in some cases this is reflected in a slightly
higher probability under higher parameter uncertainty (as
expected), in other cases the probabilities are slightly
lower. By comparing estimates from our sample of 20,000
between sub-samples of size 1,000 we estimate the stand-
ard error of our probability estimates to be about 0.01. If
we had simple binomial sampling we would expect a
standard error of about 0.05. We believe this difference in
error comes from the correlation between estimates of the
output. How much of this correlation comes from
C-GOLDSTEIN and how much from the emulation process
needs to be investigated. These error estimates imply that
most of the random variation in our estimates is due to
uncertainty coming from the fact that our emulation is not
perfect, although some may also be caused by complex
positive and negative feedbacks in the climate model.

7.4 Conclusions and Discussion

We have described a method that can be used to estimate
the probability of a substantial slow-down in the Atlantic
thermohaline circulation and a consequent rapid climate
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SRES scenario B1, 100-member ensemble:
2000-2100 increase in annual-mean air temperature (deg C)
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Figure 7.5 Mean and standard deviation of air temperature change in 2100 (relative to 2000) under scenario B1.

change. To illustrate the method we have applied it to an
intermediate complexity climate model, C-GOLDSTEIN.
The results we obtained were surprising. The probabili-
ties we estimate are much higher than our expectations. A
priori we expected to obtain probabilities of the order of
a few percent or less. The probabilities in Table 7.2 are
order 30-40%. There are a number of possible explana-
tions for these differences. Our statistical methodology
may be somewhat flawed, the model we have used could
be showing unusual behaviour or our a priori ideas (and
the current consensus) could be wrong. Let us consider
each in turn.

The first possibility is that there is a problem with our
statistical methodology. The basic method is sound but in
our implementation we have made some assumptions
and compromises that may influence our results. For
example, we have assumed that the input distributions for
our parameters are independent of each other and we
have discarded the nine runs where the circulation col-
lapsed during spin up. Both of these decisions could have
altered our estimated probabilities of collapse. A more

thorough elicitation of the input distributions and better
sensitivity analysis will enable us to address the prob-
lems of specifying input distributions in future work.
Moving on to the nine runs that collapsed during the spin
up: from measurements we know that the current strength
of the Atlantic overturning circulation is in the range
15-20 Sv. When we performed the spin-up, nine of our
runs produced current day climates with the overturning
circulation approximately zero. We therefore infer that
the parameter values used in these runs are not possible.
We simply ignored these runs when we built the emula-
tor. This is not correct. When we perform our Monte
Carlo simulation we will still be sampling from these
regions with parameter sets that we know do not generate
the present day climate. Because we discarded those
runs, the emulator will interpolate across this region from
adjacent parts of parameter space. It is likely that these
will themselves have collapsed in 2100 so we may well
be overestimating the probability of collapse by includ-
ing this region. A better procedure would be to build an
emulator for the present day and to map out those parts of
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SRES scenario A1FI, 100-member ensemble:
2000-2100 increase in annual-mean air temperature (deg C)
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Figure 7.6 As Figure 7.5, under scenario A1FL.

parameter space that result in a collapsed present day cir-
culation. This region could then be set to have zero prob-
ability in the input distribution before carrying out the
Monte Carlo simulations. This discussion leads us to
consider more widely how we might include data in our
procedure. The methodology for doing this is explained
in Kennedy and O’Hagan (2001).

The second possibility is that the circulation in
C-GOLDSTEIN is much more prone to collapse than real-
ity. An intermediate complexity model must by necessity
include many assumptions and compromises. A consensus
view is that, compared to AOGCMs, the overturning circu-
lation in such models is generally considered more prone
to the collapse. However, no one has yet managed to fully
explore the behaviour of the overturning circulation across
the parameter space of an AOGCM. As discussed above,
the spread of our ensemble is not dissimilar to the variation
across the set of AOGCMs used by the IPCC. This gives us
some confidence that the response of C-GOLDSTEIN’s
overturning is not very different from the AOGCMs.

The final possibility is that the current consensus is
wrong and that the probability of a collapse in the over-
turning circulation is much higher than believed. There has
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been little previous work attempting to quantify the prob-
ability. Schaeffer et al. (2002) using ECBilt-CLIO, a dif-
ferent intermediate complexity model, state that ‘for a high
IPCC non-mitigation emission scenario the transition has a
high probability’, but they do not quantify what they mean
by ‘high’. Most model runs investigating the collapse of
the overturning circulation, such as CMIP, are run at the
most likely value for the parameters and therefore approxi-
mately at the 50% probability level so would not detect
probabilities of collapse of less than 50%. We should,
therefore, at least consider the possibility that the current
consensus is wrong and that the probability of a shutdown
in the overturning circulation is higher than presently
believed. However, the most likely reason for our high
probabilities is the model we have used is too simple and
has omitted important aspects of the climate system. We
caution against giving our results too much credence at this
stage. However, we believe that our results do show that it
is important that quantitative estimates of dangerous, even
if unlikely, climate changes can be made. Our calculations
need to be repeated with other models and in particular our
statistical methodology needs to be extended to make it
viable for use with AOGCMs.
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Table 7.2 Probability of Atlantic overturning falling below
5Sv by 2100.

SRES scenario

Uncertainty

Case AlB A2 Bl B2 AIFI  AIT
default uncertainty

Case la 037 038 031 032 043 0.32
Case 1b 038 040 030 031 046 0.31
doubled uncertainty in climate sensitivity

Case 2a 037 038 033 033 043 0.33
Case 2b 039 040 031 032 046 0.32
doubled uncertainty in Atlantic-Pacific moisture flux

Case 3a 037 038 032 033 043 0.33
Case 3b 040 040 030 030 046 0.32
doubled uncertainty in CO, uptake

Case 4a 038 038 031 032 044 0.33
Case 4b 038 039 031 031 044 0.32
doubled uncertainty in Greenland melt rate

Case 5a 037 038 031 032 043 0.32
Case 5b 038 039 030 032 045 0.32

In Case 1, ‘default uncertainty’ refers to the standard deviations for all
17 parameters in Table 7.1. In Cases 25, ‘doubled uncertainty’ refers
to twice the standard deviation on an individual parameter (italics in
Table 7.1). In each case, ‘a’ (‘b’) indicates low (high) mean Greenland
melt rate.
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CHAPTER 8

Reviewing the Impact of Increased Atmospheric CO, on Oceanic pH and the
Marine Ecosystem

C. Turley, J.C. Blackford, S. Widdicombe, D. Lowe, P.D. Nightingale and A.P. Rees
Plymouth Marine Laboratory, Prospect Place, Plymouth

ABSTRACT: The world’s oceans contain an enormous reservoir of carbon, greater than either the terrestrial or
atmospheric systems. The fluxes between these reservoirs are relatively rapid such that the oceans have taken up
around 50% of the total carbon dioxide (CO,) released to the atmosphere via fossil fuel emissions and other human
activities in the last 200 years. Whilst this has slowed the progress of climate change, CO, ultimately results in acid-
ification of the marine environment. Ocean pH has already fallen and will continue to do so with certainty as the oceans
take up more anthropogenic CO,. Acidification has only recently emerged as a serious issue and it has the potential to
affect a wide range of marine biogeochemical and ecological processes. Based on theory and an emerging body of
research, many of these effects may be non-linear and some potentially complex. Both positive and negative feedback
mechanisms exist, making prediction of the consequences of changing CO, levels difficult. Integrating the net effect
of acidification on marine processes at regional and basin scales is an outstanding challenge that must be addressed via
integrated programs of experimentation and modelling. Ocean acidification is another argument, alongside that of cli-

mate change, for the mitigation of anthropogenic CO, emissions.

8.1 Introduction

The 1999 EU Energy Outlook to 2020 suggests that, despite
anticipated increases in energy generation from renewable
sources, up to 80% will still be accounted for by fossil
fuels. On current trends, CO, emissions could easily be
50% higher by 2030. Already about 50% of anthropogenic
CO, has been taken up by the oceans [1] and thus the
oceans have been acting as a buffer, limiting atmospheric
CO, concentrations. CO, in the atmosphere is relatively
inert but when dissolved in seawater it becomes highly
reactive and takes part in a range of chemical, physical,
biological and geological reactions, some of which are
predictable while some are more complex. Warming of the
oceans will only have a small direct impact on the rate of
oceanic uptake via changes in the solubility of CO,. How-
ever, the oceans’ capacity to absorb more CO, decreases as
they take up CO,.

Of all the predicted impacts attributed to this inevitable
rise in atmospheric CO, and the associated rise in tem-
perature (e.g. large-scale melting of ice sheets, destabil-
isation of methane hydrates, sea level rise, slowdown in
the North Atlantic thermohaline circulation) one of the
most pressing is the acidification of surface waters through
the absorption of atmospheric CO, and its reaction with
seawater to form carbonic acid [2, 3].

Predictions of atmospheric CO, concentrations, due to
the unrestricted release of fossil fuel CO,, by 2100 are
700 ppm [4] and by 2300 are 1900 ppm [3, 5] (based on
median scenarios). This would equate to a decrease in sur-
face ocean pH of 0.3 and 0.8 pH units from pre-industrial

levels respectively [2, 3]. The top-end prediction of
1000 ppm CO, by 2100 would equate to a pH decrease of
0.5 units which is equivalent to a threefold increase in the
concentration of hydrogen ions [5]. While climate change
has uncertainty, these geochemical changes are highly pre-
dictable. Only the timescale and thus mixing scale length
are really under debate Such dramatic changes in ocean
pH have probably not been seen for millions of years of
the Earth’s history [6, Figure 8.1].

8.2 Global Air-Sea Fluxes of Carbon Dioxide

There has been an increase in atmospheric carbon diox-
ide from 280 ppm in AD1800 to 380 ppm at the present
day. This increase is due to a supply of anthropogenic
CO, to the atmosphere which is currently estimated at
7GtC yr*1 [4]. The observed annual increase in atmos-
pheric CO, represents 3.2GtC yr~!, the balance being
removed from the atmosphere and taken up by the oceans
and land. There is now generally good agreement that the
ocean absorbs 1.7 = 0.5 GtC yr*1 [4]. Note that the rate-
limiting step in the long-term oceanic uptake of anthro-
pogenic CO, is not air-sea gas exchange, but the mixing
of the surface waters with the deep ocean [7]. Whilst the
ocean can theoretically absorb 70-80% of the projected
production of anthropogenic CO,, it would take many
centuries to do so [8].

There is also a large natural annual flux of CO, between
the ocean and the atmosphere of almost 90 GtC yr~! that,
pre-1800, was believed to be almost in balance. This
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Figure 8.1 The past and projected change in atmospheric CO, and seawater pH assuming anthropogenic emissions are
maintained at current predictions (redrawn from Zeebe and Wolf-Gladrow 2001).

huge influx and efflux is due to a combination of marine
productivity and particle sinking (the biological pump)
and ocean circulation and mixing (the solubility pump).
Phytoplankton growth consumes dissolved inorganic car-
bon (DIC) in the surface seawater causing an undersatu-
ration of dissolved CO, and uptake from the atmosphere.
The re-equilibration time for CO, is slow (typically sev-
eral months) due to the dissociation of CO, in seawater
(see below). Ocean circulation also results in air-sea
exchange of CO, as the solubility of CO, is temperature
dependent. Warming decreases the solubility of CO, and
promotes a net transfer of CO, to the atmosphere,
whereas cooling results in a flux from the atmosphere to
the ocean. Anthropogenic CO, modifies the flux from the
solubility pump as CO, availability does not normally
limit biological productivity in the world’s oceans.

However, the observation that the net oceanic uptake
of anthropogenic CO, is only about 2% of the total CO,
cycled annually across the air-sea interface ought to be of
major concern. The significant perturbations arising from
this small change in flux imply that the system is
extremely sensitive. Any resulting changes in the biogeo-
chemistry of the mixed layer could have a major impact
on the magnitude (or even sign) of the total CO, flux and
hence on the Earth’s climate [9].

8.3 The Carbonate System

The chemistry of carbon dioxide in seawater has been the
subject of considerable research and has been summar-
ized by Zeebe and Wolf-Gladrow [2]. Dissolved inorganic
carbon can be present in any of 4 forms, dissolved carbon
dioxide (CO,), carbonic acid (H,CO3), bicarbonate ions
(HCO7) and carbonate ions (CO3"). Addition of CO, to
seawater, by air—sea gas exchange due to increasing CO,

in the atmosphere, leads initially to an increase in dis-
solved CO, (equation 8.1). This dissolved carbon dioxide
reacts with seawater to form carbonic acid (equation 8.2).
Carbonic acid is not particularly stable in seawater and
rapidly dissociates to form bicarbonate ions (equation 8.3),
which can themselves further dissociate to form carbon-
ate ions (equation 8.4). At a typical seawater pH of 8.1
and salinity of 35, the dominant DIC species is HCO3
with only 1% in the form of dissolved CO,. It is the rela-
tive proportions of the DIC species that control the pH of
seawater on short to medium timescales.

COxatmos) < COxag) 8.1
CO, + H,0 < H,COs (8.2)
H,CO; < H' + HCOj3 8.3)
HCO; < H' + CO5~ (3.4)

It is also important to consider the interaction of calcium
carbonate with the inorganic carbon system. Calcium
carbonate (CaCOs;) is usually found in the environment
either as calcite or less commonly aragonite. Calcium
carbonate dissolves in seawater forming carbonate ions
(CO% ~) which react with carbon dioxide as follows:

CaCO; + CO, + H,0 & Ca*>" + CO; + CO, + H,0
& Ca’t + 2HCO5 (8.5)

This reaction represents a useful summary of what happens
when anthropogenic carbon dioxide dissolves in seawater.
The net effect is removal of carbonate ions and production
of bicarbonate ions and a lowering in pH. This in turn will
encourage the dissolution of more calcium carbonate.
Indeed, the long-term sink for anthropogenic CO, is dilu-
tion in the oceans and reaction with carbonate sediments.
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Figure 8.2 Past (white diamonds, data from Pearson and Palmer, 2000) and contemporary variability of marine pH (grey
diamonds with dates). Future predictions are model derived values based on [IPCC mean scenarios.

As can clearly be seen above, formation of calcite (the
reverse of equation 8.5) actually produces CO,.

Seawater at current pH levels is highly buffered with
respect to carbon dioxide and has a great capacity to
absorb carbon dioxide, as most of the CO, added will
rapidly be converted to bicarbonate ions. It can be shown
that if the atmospheric CO, levels doubled, dissolved
CO, would only rise by 10%, with most of the remaining
90% being converted to bicarbonate ions. However, if
bicarbonate ions increase, then the equilibrium of reac-
tion 3 will be forced forwards and hence the pH of the
seawater will be reduced. This is of great importance
both for seawater chemistry and for the buffering cap-
acity of seawater as it reduces the ability of seawater to
buffer further CO, increases [2]: i.e. as the partial pres-
sure of carbon dioxide increases the buffering capacity of
seawater decreases.

The mean pH of seawater has probably changed by less
than 0.1 units over the last several million years [6, Figure
8.2]. Since the start of the Industrial Revolution (circa
1800), the release of anthropogenic CO, to the atmos-
phere and subsequent flux into the surface oceans has
already led to a decrease in the pH of oceanic surface
waters of 0.1 unit [10, 5]. The same calculations show that
the current rate of increase in atmospheric CO, concentra-
tion (15 ppm/decade) will cause a decrease in pH of 0.015
units/decade [11]. Globally, oceanic surface water pH
varies over a range of 0.3 pH units, due to changes in tem-
perature and seasonal CO, uptake and release by biota.
However, the current surface ocean pH range is nearly
distinct from that assumed for the inter-glacial period and
the predicted pH for 2100 is clearly distinct from that of the
pre-industrial period (Figure 8. 2). In some sense therefore
the marine system is accelerating its entry into uncharted
territory. Whilst species shifts and adaptation of physiol-
ogy and community structure might maintain the system’s
gross functionality over longer timescales, the current
rates of environmental change are far more rapid than pre-
viously experienced. We do not know if marine organisms
and ecosystems will be able to adapt at these timescales.

8.4 Ecosystem Impacts

Although studies looking at ecosystem response are in their
infancy, reduced pH is a potent mechanism by which high
CO, could affect marine biogeochemistry [5, 12, 13].
The changes to the carbonate chemistry of the system
[14, 15] may affect plankton species composition and their
spatial or geographical distribution [16], principally by
inhibiting calcifying organisms such as coccolithophores,
pteropods, gastropods, foraminifera and corals in waters
with high CO, [5]. Reduced calcification in cultures of
two species of coccolithophores has been observed when
grown at 750 ppm CO, [17]. Other non-calcifying organ-
isms may grow in their place and impact the structure and
processes occurring in the whole ecosystem. The main
calcifiers in the ocean are the planktonic microalgae, coc-
colithophores [18], which secrete calcite platelets called
liths. These organisms can form massive blooms, often of
100,000s km?. They play an important role in the global
carbon cycle through the transport of calcium carbonate to
the marine sediments. Coccolithophores are also a major
producer of dimethyl sulphide (DMS) which may have a
role in climate regulation via the production of cloud
condensation nuclei [19]. A reduction in the occurrence
of the coccolithophore blooms that occur in large areas of
the global oceans could lead to a reduced flux of DMS from
the oceans to the atmosphere and hence further increases
in global temperatures via cloud changes. International
efforts to examine the impacts of high CO, in more nat-
ural enclosed seawater systems (mesocosms) with blooms
of coccolithophores shows that calcification, growth
rates and exudation can be affected by high CO, and this
has implications on biogeochemical cycling, carbon export
and food web dynamics [20, 21]. Over long timescales
calcium carbonate is the major form in which carbon is
buried in marine sediments, hence species composition is
intimately linked to the strength of the biological pump
and carbon burial in sediments [22, 23].

The effect of high CO, on tropical coral reefs has received
particular attention [24, 25, 26] because calcification
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rates in corals (which secrete a more thermodynamically
stable form of CaCQO;, aragonite) decline under elevated
CO, conditions. Predictions are that coral calcification
rates may decrease by 21-40% over the period 1880-2065
in response to changes in atmospheric CO, concentrations
[27, 28, 29]. Reduction in coral calcification can result in
declining coral cover and loss of the reef environments
[25]. Coral reefs are essentially oases of high productivity
such that they produce 10-12% of the fish caught in the
tropics and 20-25% of the fish caught by developing
nations [30]. The sea contributes about 90% of the animal
protein consumed by many Pacific Island countries.

Calcification rates respond not only to carbonate sat-
uration state, but also to temperature, nutrients, and light.
It has been argued that increasing temperature, at least in
corals, may invoke a biological response that leads to
higher calcification rates in the short term. This might
offset the impact of declining carbonate ion concentra-
tions [31]. Although there is concern over these studies
[5, 25] they do show the importance of looking at the
impacts synergistically.

Extensive cold water corals have been discovered in the
last decade in many of the world’s oceans that may equal
or even exceed the coverage of the tropical coral reefs
[32]. A decrease in the depth below which aragonite dis-
solves, due to reduced carbonate ion concentrations, may
make these ecosystems particularly vulnerable [33]. This
effect will be greatest in the higher latitudes and impact
calcifying organisms that live there [5]. For instance,
pteropods are the dominant calcifiers in the Southern
Ocean and are an important part of the Antarctic food web
and ecosystem [33].

The availability of marine nutrients, necessary for pri-
mary production, is affected by pH. The form of both
phosphorus and nitrogen, the key macro nutrients, are pH
sensitive; acidification provoking a reduction in the avail-
able form of phosphate (PO; ) and a decrease in ammonia
(NH;) with respect to ammonium (NHJ), changing the
energetics of cellular acquisition. A second consequence
of low pH may be the inhibition of microbial nitrification
[34] with a resulting decrease in the oxidised forms of
nitrogen (e.g. NO3). As a result we may see a decrease in
the NO3 dependant denitrification process which removes
nitrogen from the marine system in the form of nitrogen
gas. The resulting build-up of marine nitrogen (mainly as
NH;) may trigger eutrophication effects.

The solubility (and availability) of iron, an important
micro-nutrient, is likely to increase with acidification,
perhaps increasing productivity in some remote ocean
basins that are currently iron limited. The net effect of
these processes is likely to change the nutrient availabil-
ity to phytoplankton, impacting species composition and
distribution and consequently the rate of carbon cycling
in the marine system. Changes to the phytoplankton com-
munity structure are likely to affect the organisms that
prey on phytoplankton, including economically important
species [35, 36, 37].

If the environmental CO, concentration is high (equiva-
lent to three-fold increases in atmospheric CO, relative to
pre-industrial), fish and other complex animals are likely
to have difficulty reducing internal CO, concentrations,
resulting in accumulation of CO, and acidification of
body tissues and fluids (hypercapnia) [38]. The effects of
lower level, long term increases in CO, on reproduction
and development of marine animals is unknown and of
concern. High sensitivity to CO, is shown by squid
(Cephalopods), because of their high energy and oxygen
demand for jet propulsion, with a relatively small decrease
in pH of 0.25 having drastic effects (reduction of c. 50%)
on their oxygen carrying capacity [39].

Experiments, using CO, concentration beyond that
expected to be seen in the next few hundred years, have
shown that decreased motility, inhibition of feeding,
reduced growth, reduced recruitment, respiratory distress,
decrease in population size, increased susceptibility to
infection, shell dissolution, destruction of chemosensory
systems and mortality can occur in high CO,/low pH waters
in the small range of higher organisms tested to date, many
of which are shellfish [5]. However, further experiments
are required to investigate the impacts of the CO, and pH
levels relevant to ocean uptake of anthropogenic CO,.

Juvenile forms of shellfish may be less tolerant to
changes in pH than adults. Indeed, greater than 98% of
the mortality of settling marine bivalves occurs within
the first few days or weeks after settling. This is thought
to be in part due to their sensitivity to the carbonate satur-
ation state at the sediment-water interface [40]. The
higher seawater CO, concentrations that will occur in the
future may therefore enhance shell dissolution and impact
recruitment success and juvenile survival.

The average carbonate saturation state of benthic sedi-
ment pore waters could decline significantly, inducing
dissolution of carbonate phases within the pore-water-
sediment system [14]. Further, the benthic sediment chem-
istry of shallow coastal seas exhibits a delicate balance
between aerobic and anaerobic activity which may be
sensitive to varying pelagic CO, loads. In short, marine
productivity, biodiversity and biogeochemistry may change
considerably as oceanic pH is reduced through oceanic
uptake of anthropogenic CO,.

Changes that may occur in the same time frame as
increased seawater CO, and reduced pH, include increased
seawater temperature, changes in the supply of nutrients to
the euphotic zone through stronger water column stratifi-
cation, changes in salinity, and sea-level rise. There are
likely to be synergistic impacts on marine organisms and
ecosystems. There is surprisingly little research on the
potential impact of a high CO, ocean on marine organisms
and ecosystems let alone the impact this might have when
combined with other climate-induced changes. This needs
to be redressed. Whilst about 28 million people are
employed in fishing and aquaculture with a global fish
trade of US$53,000 million [30], the marine environment
provides other valuable services [41] and its existence and
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diversity is treasured. As the oceans play a key role in the
Earth’s life support system, it would seem that a better
understanding of the impacts of high CO, on the marine
environment and consideration of mitigation and stabiliza-
tion choices is worthy of substantial investment.

8.5 International Recognition

The global scientific community is increasingly concerned
about the impacts of a high CO, ocean. This community
includes the International Global Biosphere Programme
(IGBP), the Scientific Committee on Oceanic Research
(SCOR), the Commission on Atmospheric Chemistry and
Global Pollution (CACGP) and the International Council
for Science (ICSU). A SCOR and IOC-funded Inter-
national Science Symposium held at UNESCO, Paris on
10-12 May 2004, Symposium on the Ocean in a High-
CO, World, brought together scientists working in this
area for the first time. The scientific consensus has been
summarised in the report Priorities for Research on the
Ocean in a High-CO, World [42] and the overwhelming
conclusion was that there is an urgent need for more
research in this area. The Royal Society formed an inter-
national working group to report on ocean acidification
and published on 30 June 2005 [5]. Commissions and
conventions that are policy instruments for the protection
of our seas (such as the OSPAR (Oslo—Paris) Commis-
sion and the London Convention) have held workshops
on the environmental impact of placement of CO, in geo-
logical structures in the maritime area and recognise the
significance of ocean acidification caused by uptake of
anthropogenic CO, as a strong argument, along with cli-
mate change, for global mitigation of CO, emission. A
report to Defra, summarising the current knowledge of the
potential impact of ocean acidification (by direct uptake
or by release from sub-seabed geological sequestration)
concluded that there was a need for urgent research to
help inform government of the potential impact of both
ocean uptake of anthropogenic CO, and its release from
maritime sea bed geological structures [43].

8.6 Conclusions

This paper outlines only a few of the potential effects that
higher CO, may have on the marine system. Many other
processes are pH sensitive: for example, changes in pH
also have the potential to disrupt metal ion uptake caus-
ing symptoms of toxicity, and intra-cellular enzymatic
reactions are also pH sensitive [5]. Given continued CO,
emissions, further marine acidification is inevitable and
effects on the marine ecosystem are likely to be measurable.
Whilst many of the effects are nominally negative, some
could be considered positive. How these may balance out
is unknown. The scientific community is far from being

able to predict accurately the impact of acidification on
the oceans and whether an appreciable decline in resource
base may occur. We also need to address the key question
of whether marine organisms and ecosystems have the
ability to adapt to the predicted changes in CO, and pH.
Ocean acidification will occur within the same time scales
as other global changes associated with climate impacts.
These also have much potential to alter marine biogeo-
chemical cycling.

Modelling techniques provide an important mechan-
ism for resolving whole system impact. Indeed, several
researchers cite the need for integrated modelling studies
[e.g. 35]. The problem is multi-disciplinary. We need to
integrate atmosphere, hydrodynamic and ecosystem mod-
ellers, to build on experimental knowledge, and require
significantly more system measurements in order to val-
idate models. UK and international momentum is build-
ing towards this challenge and many of the required
collaborations are being forged. However, the provision
of manpower, computer, experimental and observational
resources still needs to be addressed. Mitigation of CO,
emissions will decrease the rate and extent of ocean acid-
ification [5]. This is another powerful argument to add to
that of climate change for reduction of global anthro-
pogenic CO, emissions.
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SECTION II

General Perspectives on Dangerous Impacts

INTRODUCTION

There are evidently different approaches towards a com-
mon scientific understanding of the notion ‘dangerous
climate change’. The approach highlighted in Section I
tries to identify key elements of the Earth System
that might be altered (‘activated’, ‘switched’, ‘tipped’) —
possibly abruptly and irreversibly — by anthropogenic global
warming. In a sense, this is the search for potential ‘knock-
out criteria’ inspiring the public debate on climate pro-
tection. The approach introduced in this section is less
elegant but certainly not less relevant: instead of focussing
on one or two geophysical watershed events (like the col-
lapse of the West Antarctic Ice Sheet), the entire range
and diversity of potential climate change impacts on nat-
ural and human systems is considered. This exercise is
driven by the hope that, for all the complexities involved,
certain structures might emerge in impact space that allow
telling ‘dangerous’ from ‘innocuous’. For instance, going
along the global mean temperatures axis, there may be sec-
tions where individual negative impacts tend to cluster or
change character collectively.

The section presents several general perspectives on this
very approach that will be underpinned by a wealth of con-
crete and detailed studies as presented in Chapters 9-11.

Izrael and Semenov develop some fundamental thoughts
on the various quantitative components that should be taken
into account when addressing the ‘D Question’. They refer,
on the one hand, to critical thresholds and vulnerabilities of
the planetary system as discussed in Section I, yet under-
line, on the other hand, the importance of calculating the
residual damages associated with any given stabilization
level. The paper argues that humankind’s burning of the
entire fossil fuel pool would not cause dramatic atmos-
pheric changes in the very long run (ten thousand of years),
yet would bring about pernicious interference with civiliza-
tion at the secular/millennium scale. The authors propose
tentative limits of temperature rise, namely 2.5°C above
pre-industrial level for the globe and 4°C for the Arctic.
Sea-level rise should be limited to 1m overall.

By way of contrast, Yamin et al. suggest that there are
many levels of potentially dangerous anthropogenic inter-
ference, given the complexity of climate change impacts
and the multiple scales at which they are felt. It may be

desirable to establish a goal which stabilises concentrations
at as low a level as feasible and which can be revisited in
the light of improvements in scientific understanding, the
capacity to reduce emissions or as values change. This
should recognise that impacts below the goal may still be
dangerous and will need to be the focus of adaptation. To be
broadly accepted and meaningful, any process to determine
a target should be as transparent as possible and incorpo-
rate public values and perceptions. The authors conclude
their discourse by musing on an alternative approach
to UNFCCC-Article 2, which would re-direct the debate
away from ‘dangerous’ climate change in favour of identi-
fying ‘tolerable’ levels.

The Warren contribution, finally, is an heroic effort of
aggregating all possible impacts information from the per-
tinent literature. This paper may be seen as the bottom-up
counterpart to the top-down approach adopted by Izrael
and Semenov. Through several tables and appendices, a
general (but, of course, preliminary) picture is constructed
that sketches the distribution of impacts in response to
increasing levels of global warming. The emerging pattern
is still far too weak to be conclusive, yet confirms the IPCC
TAR assessment that a multitude of damaging effects will
be triggered by a 2-3°C temperature increase.

Several additional points worth mentioning in this
introduction are either made in the section papers or were
raised in the pertinent plenary discussions at the Exeter
conference. First, the scientific assessment of climate
change risks needs to take into account both gradual and
discontinuous processes, the interactions between them,
and the synergistic effects of climate change and other
human-induced stresses. Second, as the planet warms,
societies will also be changing. New technologies will
emerge, ground-breaking discoveries will be made and
population structures and distributions will alter. These
dynamics will, in turn, transform the adaptive capacities
of communities at all scales and, thereby, the character of
dangers faced. Third, the notion of resilience is a key
element of the analysis. For instance, climate change will
expose more people to infection by malaria, but the incre-
ment is probably small in relation to the total number at
risk. A resilient society, with excellent public health
measures containing malaria, will be able to cope.






CHAPTER 9

Critical Levels of Greenhouse Gases, Stabilization Scenarios, and Implications
for the Global Decisions
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ABSTRACT: Critical values for greenhouse gas concentrations and global surface temperature can be obtained
through either cost-benefit analysis of mitigation cost and residual damage to climate and socio-economic systems, or
investigations of critical thresholds for climate change for key vulnerable elements of the systems. The scientific basis
for the estimation of such critical values has not yet been completely developed, although intensive studies in this field
are being carried out worldwide. The Earth’s climate system has natural variations observed on millennium and cen-
tury scales. They are driven, in particular, by solar and orbital factors interacting with the climate system of the Earth.
Anthropogenic perturbations of the climate system are to be assessed against this baseline. The ability of humans to
influence the CO, amount in the atmosphere in the long-term perspective is very limited, because the world ocean has
a huge capacity to accumulate carbon, As follows from calculations with a simple linear model, even if all the known
commercially-efficient resources of fossil fuels are used, the associated asymptotic CO, level will be substantially
lower than at present. However, transition values may be much higher and cause serious damage to vulnerable earth
systems and socio-economic systems. A set of concentration trajectories to be assessed in the analysis of ‘safe’ global
stabilization scenarios for emissions should not only include monotonic ones, but also so-called ‘overshoot’ trajector-
ies allowing concentrations to exceed the target value for a while. Analysis of uncertainties is absolutely crucial for

correct establishment of critical values for greenhouse gas concentrations and global surface temperature.

The global CO, concentration ranged from 180 to 300 ppmv
over the past 400,000 years (Barnola et al., 2003). It var-
ied roughly within a 270-290 ppmv interval over the last
1000 years in the pre-industrial era to 1860 and thus was
practically stable (Climate Change 2001, 2001a, p. 185).
Since the middle of the 19th century, CO, concentration
has been increasing rapidly (Climate Change 2001, 2001a,
p- 201) and exceeds 370 ppmv at present.

Regional natural variations of surface temperature are
large on a century scale. For example, as paleodata from
Vostok station (Antarctica) show, in the last millennium
200 and 400 years ago, a temperature rise of roughly
0.5-1.5°C emerged, developed, and ended within approxi-
mately 100 years (Petit et al., 2000; Semenov, 2004b).
These events were caused by natural factors, most probably
by solar and orbital factors interacting with the non-
linear climate system of the Earth. Anthropogenic emis-
sions of greenhouse gases raising their concentrations in
the atmosphere undoubtedly lead to the enhancement of
the greenhouse effect and a respective increase in global
mean surface temperature. However, this increase will be
against the baseline determined by natural variations of
global climate, which is not completely understood yet.

The unprecedented (for the last 400,000 years) rise in
atmospheric CO, since the 1850s and a discernible increase
in global surface temperature (0.6 = 0.2°C) in the 20th
century, usually associated with the anthropogenic enhance-
ment of the greenhouse effect, were the major reasons for
the development and adoption of the United Nations

Framework Convention on Climate Change (UNFCCC) in
1992 aiming at stabilization, i.e. keeping greenhouse gas
concentrations below a certain constant ‘not dangerous’
level. However, until now no inter-governmental decision
on a particular level has been taken, and its nature still
remains unclear. Working group II of the IPCC has
included the investigation of such potential levels in its out-
line for the Fourth Assessment Report (to be issued in
2007).

The economic analysis of stabilization scenarios for
1000, 750, 650, 550 and 450 ppmv of CO, as stabiliza-
tion targets showed that stabilization is not free of charge
for the world community. In particular, for 450 ppmv, this
may cost as much as $3.5-17.5 trillion in 1990 prices over
100 years (Climate Change 2001, 2001c, p. 119). Although
some publications have shown that this level of spending
will have little effect on worldwide GDP growth over a
100-year timescale (Azar and Schneider, 2002), the poten-
tial efficiency of such non-negligible ‘investments’ should
be properly analysed using the cost-benefit approach. The
framework could be outlined as follows.

It is usually assumed that with no emission control,
certain climate-change damage to the Earth’s systems
and socio-economic systems will occur. The likely extent
of the damage appears to be substantial, at least compar-
able to the mitigation costs. Otherwise, there would be no
reason for any control measures. In this connection, one
can consider emission reduction scenarios, the implemen-
tation of which prevents a certain part of the damage.
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However, some residual part remains. If a special set of
emission control scenarios is considered, namely stabil-
ization scenarios (where CO, concentration approaches a
certain target level), this residual part is probably monot-
onically increasing with the stabilization level.

A reasonable stabilization target value could be found
by ensuring equilibrium between the marginal STABI-
LIZATION COST and the climate-change caused RESID-
UAL DAMAGE associated with a given stabilization level
(adaptations are taken into account). In other words, the
following criterion can be employed:

{STABILIZATION COST + RESIDUAL DAMAGE}

should be minimal. Of course, discounting coefficients
are to be applied as needed in calculating both components
of the criterion. This approach is illustrated in Figure 9.1.
A value ¢ is the lowest stabilization level under consid-
eration. A function characterizing RESIDUAL DAMAGE
is the sum of partial damage functions characterizing
climate-change caused damage for different recipients.
A partial damage function is just a respective response func-
tion if the response is expressed in monetary equivalent.
While costing methodologies for emission control pro-
grams are available (although some refinements are evi-
dently needed), less attention has been paid to the
assessment of residual damage. The IPCC TAR (Climate
Change 2001, 2001b) characterized major actual and
potential effects of climate change. This was made for cer-
tain sectors and regions. Unfortunately, the global estimate
has not been obtained even for the globally-aggregated
metrics/numeraires proposed in (Schneider et al., 2000),
namely, for market impacts, human lives lost, bio-
diversity loss, distributional impacts, and quality of life.
Thus, at present the information on actual stabilization
costs is much more certain than on residual damage, and

Costs

L’

v
Co CO, stabilization Copt Cihr
levels, ppmv

Figure 9.1 Stabilization target value for CO,: (1) stabilization
cost as a function of stabilization level; (2) residual climate-
change caused damage increasing with the level; (3) — their
sum {STABILIZATION COST + RESIDUAL DAMAGE} as
a function of the level; (4) — residual damage associated with
a key vulnerable element of the Earth’s system or the socio-
economic system.

assessing the latter in aggregated terms and finally in
monetary equivalent is still a priority research task.

The stabilization cost and residual damage can be
assumed to be concave functions of the stabilization level,
monotonically decreasing and monotonically increasing
with the level, respectively (Semenov, 2004b, pp. 122—
124). This ensures, in particular, that their sum reaches a
unique minimum. In our illustrative example this point is
Copt- If @ component of residual damage was missing in
the analysis (e.g. the component associated with some ele-
ment of the socio-economic system) and it can also be
described by a monotonically increasing partial damage
function, the actual point of minimum will shift to the left
of that found using incomplete information on the com-
ponents of the total damage (to the left of c,, ppmv in our
example). Thus, ‘optimal’ values for the stabilization
level produced by the proposed procedure are to be con-
sidered as majorizing (upper) estimates of actual optimal
values. This estimate will decrease as the new compo-
nents of the damage are involved in the analysis.

While assessing different damage functions, it is expe-
dient to investigate carefully those associated with large-
scale key vulnerabilities (Patwardhan et al., 2003), i.e.
the large-scale key elements of the Earth’s system or
socio-economic systems that are both highly sensitive to
climate change and have a limited adaptation capacity
(like some physical elements of the climate system, for
example, West Antarctic and Greenland Ice Sheets,
Thermohaline Circulation (O’Neill and Oppenheimer,
2002, etc.)). Their damage functions have the potential
for a strong non-linear behaviour, namely, the abrupt rise
near a certain threshold cy,, (like line 4 in Figure 9.1). In this
case, the optimal stabilization level should not exceed the
threshold, otherwise such an interference with the climate
system may result in a nearly-infinite magnitude of the
damage. Thus, thresholds of this kind could also serve as
the majorizing estimates of and temporary upper limits
for the optimal stabilization level. Recently, a set of such
thresholds for global surface temperature has been pre-
sented in (Corfee-Morlot and Hohne, 2003). The concept
of critical thresholds for the anthropogenic impact on the
climate system and biosphere was initially proposed in
(Izrael, 1983) and recently developed in (Izrael, 2004).

Since the [PCC began, (IPCC XVIII Session, Wembley,
UK, 24-29 September, 2001) its deliberations of key vul-
nerabilities in connection with the scientific basis of
UNFCCC Article 2, many potential stabilization levels
for atmospheric CO, concentration associated with dif-
ferent critical thresholds for climatic parameters have
been investigated in the scientific literature. They vary
widely, mostly from 450 to 700 ppmv of CO, (see e.g.
(Swart et al., 2002; Izrael and Semenov, 2003; O’Neill
and Oppenheimer, 2002, 2004)). However, it should be
emphasized that such levels are to be considered as
medium-term target values for CO, concentration (over
centuries) rather than actual asymptotic levels (over mil-
lennia). Indeed, the current amount of carbon available
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for fossil fuel combustion is estimated at 1643 Gt(C)
(Putilov, pp. 61-65; Semenov, 2004b, p. 113). This includes
oil, gas, and coal (commercially efficient coal fields
only). According to (Brovkin et al., 2002, pp. 86-9), in
the pre-industrial time when a distribution of carbon
among the atmosphere, terrestrial reservoirs, and the ocean
was near equilibrium, the total amount of exchangeable
C was 40,851 Gt(C), while the atmosphere contained
600 Gt(C). If for a rough estimate the non-linearity of the
global carbon cycle is ignored, the immediate burning of
all current resources of fossil fuels (1643 Gt(C)) will lead
asymptotically to the enrichment of the atmosphere with
1643 - (600/40,851) = 24 Gt(C). This corresponds to about
11 ppmv of carbon dioxide.

CO, concentration has been varying within a 270-
290 ppmv interval over the past 1000 years (Climate
Change 2001, 2001a, p. 185), which gives a range for the
‘pre-industrial equilibrium value’. The additional 11 ppmv
of CO, may shift the equilibrium concentration to 281—
301 ppmv. Such values were typical of the first decade of
the 20th century, and from the authors’ point of view they
cannot be qualified as ‘dangerous’.

However, transition values may have such a potential.
To illustrate this, the transition curve and respective per-
turbation of global surface temperature are plotted in
Figure 9.2 (all resources of fossil fuels are used at the
beginning of 2000, and then anthropogenic emissions of
all types are stopped). This figure and the next one are
drawn using results of calculations made with a model of
minimal complexity. The model allows the computation
of anthropogenic perturbations of the global CO, cycle
and respective perturbations of global surface tempera-
ture (Izrael and Semenov, 2003; Semenov, 2004a, 2004b;
Izrael and Semenov, 2005). As can be seen from Figure 9.2,
the global mean surface temperature will in this case

exceed the pre-industrial value by 3°C over 2050-2200
and 1°C over 2050-3000. Many recent studies have quali-
fied such exceedances as at least ‘suspicious’ with respect
to risks of large-scale singularities, the increasing fre-
quency of extreme weather events, monetary or economic
welfare losses for some regions, and so forth (see, for
example, (Corfee-Morlot and Hohne, 2003)). This also
appears to be true for the rates of temperature increase
by 2100.

Once a stabilization level for greenhouse gas concentra-
tion in the atmosphere (i.e., the target value for the next
few centuries) is adopted, one should investigate oppor-
tunities to reach it. A first attempt to develop pathways
from the present CO, concentration to different constant
future levels was undertaken in (Enting et al., 1994,
pp. 75-76). Polynomial approximation was used to con-
struct so-called S350 and S750 profiles. Later on, this
approach was developed in (Wigley et al., 1996) where
the well-known WRE-profiles were proposed. These
concentration profiles were then transformed into respect-
ive stabilization scenarios through inverse modelling
using the Bern-CC (Joos et al., 1996, 2001) and ISAM
(Kheshgi, 2004) models. The major limitation of these
profiles is their monotonic behaviour, i.e. stabilization
level is reached through a monotonic increase in CO,
concentration starting from the present one.

Actually, monotonic behaviour is not a necessary
assumption, and the concentration may exceed the target
value for a while. Such ‘overshoot’ concentration trajec-
tories have been recently investigated in a series of publi-
cations (Kheshgi, 2004; O’Neill and Oppenheimer, 2004;
Wigley, 2004; Semenov, 2004b; Izrael and Semenov, 2005;
Kheshgi et al., 2005). They may give additional, somewhat
more realistic, stabilization scenarios to be considered in
the development of climate policy.

Exceedance of CO, concentration from
its pre-industrial level, ppmv

N
Exceedance of global surface temperature
from its pre-industrial value, °C

o)

0

Years

Figure 9.2 Changes in CO, concentration (thick line) and global mean surface temperature (thin line) under a hypothetical
scenario: all known resources of gas, oil, and coal (commercially-efficient coal fields only) are used at once at the beginning of
2000, and then anthropogenic emissions of all types are stopped (Izrael and Semenov, 2005, p.10).
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Perhaps the simplest type of stabilization scenarios
could be associated with the implementation of two pro-
grams for the reduction in global CO, emissions. They
are labelled as BC_T; _Tiy,, and LU_T _Tyyp. Letters BC
and LU indicate which type of CO, emissions is reduced,
namely, emissions associated with fuel burning and
cement production or with changes in land use and land
management, respectively. Each of them is characterized
by a certain year Ty at which a stabilization program
begins and by a certain characteristic time Tjy,, (years) for
the implementation of the program; ‘st” and ‘imp’ are the
abbreviations for ‘start’ and ‘implementation’, respect-
ively. No emission control measures are taken before 7.
In each year beyond T, the total amount of emissions
is reduced by a certain factor, namely, by a factor of
exp(1/Tiyyp ). Thus, the initial emission rate (i.e., in year
T) will decrease by factor of e = 2.71 over Tjy,, years.

In applications, the efficiency of a stabilization pro-
gram with respect to its effect on the climate system is to
be evaluated quantitatively. The means for such an analy-
sis have not yet been completely developed, although
many in-depth studies in this field have already been car-
ried out, e.g. (Toth et al., 2002). In this paper, for a pre-
liminary analysis, we will use the following criterion:
a given exceedance of atmospheric CO, concentration from
its pre-industrial level is considered undesirable (‘danger-
ous’) if it is greater than 300 ppm in 2000-3000 on aver-
age. The rationales for such a criterion are as follows.
A long-term increase by 300 ppm in CO, concentration
above the pre-industrial level leads to a long-term increase
in mean surface temperature of about 3.0°C above the
pre-industrial value (Izrael and Semenov 2003, p. 613).
Such an increase, if it takes place during a period longer
than that over which the Earth’s climate system can reach
the equilibrium (1000 years or more), leads to undoubt-
edly negative outcomes, in particular, to the complete
melting of the Greenland ice sheet (Climate Change
2001, 2001a, p.17) with multiple regional climatic and
ecological consequences.

The numbers characterising the temperature change in
response to CO, increase given above require a short
explanation. A long-term increase in surface temperature
T caused by a given increase in the long-term CO, con-
centration is most commonly described through the
so-called ‘equilibrium climate sensitivity’. This parameter
is defined as a change AT from the pre-industrial value
associated with a doubling of the pre-industrial CO, level
in equilibrium (Climate Change 2001, 2001a, p. 789).
This parameter is produced by mathematical models of
the climate system. Since the model constants are not
known precisely and the climate system itself has a sto-
chastic component in its evolution in time, the model
estimates of climate sensitivity have uncertainties. A range
from 1.5 to 4.5°C is commonly used for quantifying the
climate sensitivity: see, for example, (Kheshgi et al., 2005,
p- 219). The value ‘3°C/300 ppmv (CO,)’ mentioned in
the previous paragraph corresponds to about 2.8°C for a

doubling of the pre-industrial CO, level and thus is prac-
tically at the center of the range. The latter estimate was
produced by a highly aggregated model of the green-
house effect (Izrael and Semenov, 2003) based upon the
IPCC data on the Earth’s energy budget and radiative
forcing.

Using the minimal complexity model described in
(Izrael and Semenov, 2003; Semenov, 2004a; 2004b;
Izrael and Semenov, 2005), we have calculated atmos-
pheric CO, concentrations in 2000-3000 corresponding
to the simultaneous implementation of stabilization pro-
grams BC_T _Tiy, and LU_T _Ti,. The year T was
chosen identical for both programs, while 7j,, might be
different. A series of values were considered for T,
namely, from 2012 to 2112 with a 10 year time step; Ty,
varied from 100 to 1000, and a 20 year time step was
applied, which corresponds to an annual reduction in
CO, emissions from 0.1 to 1%. For each Ty, Figure 9.3
shows maximum permissible values for the implementa-
tion time 7y, for programs of reduction in industrial emis-
sions (i.e., BC-emissions) and respective rates of its annual
reduction (%). In the calculations, the land-atmosphere
net flux of CO, associated with changes in land use and
land management was assumed to be annually reduced
by 0.1%.

Results of computations of atmospheric CO, concen-
tration and global surface temperature (exceedance from
the pre-industrial values) in 2000-3000 under two ‘oppos-
ite’ scenarios of those described above are presented in
Figure 9.4:

1. the simultaneous implementation of programs BC_
2012_340 and LU_2012_1000, which implies the
annual reduction of 0.29% and 0.1% in both types of
emissions, respectively, starting from 2012;

2. the simultaneous implementation of programs BC_
2112 _120 and LU_2112_1000, which implies that
both types of emissions are reduced annually by
0.83% and 0.1%, respectively, starting from 2112.

What is actually more expedient, namely, to postpone the
reduction in emissions for 100 years (and then reduce
them more rapidly as compared with lower rates of emis-
sion reduction required if the reduction programs were
started immediately) or to start reductions in 2012, should
be properly investigated using, in particular, the tempera-
ture magnitudes and rates of its change shown in Figure 9.4.
Key vulnerabilities of a geophysical, ecological, social, and
economic nature should be widely involved in such an
analysis. The analysis has also to include the estimation
of uncertainties.

It should be emphasized that ‘knowing’ the uncer-
tainty is absolutely crucial for the establishment of criti-
cal limits for climate change and for long-term greenhouse
gas concentration levels (Patwardhan et al., 2003).
Assume that the upper limit for an increase above the
pre-industrial value in long-term mean surface tempera-
ture for a region is estimated at AyT" (see illustrative
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Figure 9.3 Maximum permissible values for the implementation time Tjy,, (curve 1) and corresponding minimum permissible
values for annual reduction in global industrial emission (curve 2) for different initial years of the implementation of stabilization
programs; T, for the global land-atmosphere net flux associated with changes in land use and land management is 1000 years
(corresponds to the 0.1% annual reduction in emissions) (Izrael and Semenov, 2005, p. 11).
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Figure 9.4 Changes in CO, concentration (thick lines 1c and 2c) and global mean surface temperature (thin lines 1t and 2t)
under two scenarios: (1) annual, starting from 2012, reduction of 0.29% in global emission associated with fuel burning and
cement production, while the land-atmosphere net-flux associated with changes in land use and land management is annually
reduced by 0.1%; (2) annual, starting from 2112, reduction by 0.83% in global emission associated with fuel burning and cement
production, while the land-atmosphere net-flux associated with changes in land use and land management is annually reduced by

0.1% (Izrael and Semenov, 2005, p. 12).

Figure 9.5). Keeping the actual rise in long-term mean
temperature below this limit implies a high confidence in
the stability of some key element of the climate system,
for example, the Greenland ice sheet. In this case, AT is
approximately 3°C according to the [PCC TAR (Climate
Change 2001, 2001a, p. 17). This deterministic case is
shown by the ‘step-like’ curve 1 in Figure 9.5. However,
any models used in such assessments cannot be
absolutely precise. This inevitably results in the uncer-
tainty of AyT quantified by probability P of the event: if
the long-term increase in mean temperature exceeds A7,

the chosen key element is assumed losing stability with a
probability greater than P(AT). This stochastic case is
shown by the ‘smooth’ curve 2 in Figure 9.5. Assume that
AT = 1°C and A,T = 5°C are the lower and upper 90%
confidence limits for AgT. If AT < AT, the critical
threshold will not be exceeded with probability 0.9. If
AT > A,T, the critical threshold will be exceeded with
probability 0.9. In this example, the range from about 1 to
5°C is a zone of uncertainty (see Figure 9.5).

The size of such a zone of uncertainty can be reduced
through obtaining new knowledge and data only. This
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Figure 9.5 The long-term increase in surface temperature and probability of an ‘undesirable’ event: (1) deterministic case;

(2) stochastic case (Semenov, 2004b, p. 139).

requires more assessments, research, monitoring and mod-
elling activity. However, which value is to be chosen in
this example — the lower or the upper one? Those who
prefer a precautionary approach will choose the lower
one, while the upper value is to be chosen by sceptics.
Actually the whole probabilistic distribution should be
investigated and ultimately taken into account in the
establishment of the critical limit.

Concluding remarks

For the achievement of the main goal of the UN FCCC, a
wide range of stabilization emission scenarios should be
explored, and those ensuring that the concentration tra-
jectory is kept within the safe corridor should be selected
for ultimate adoption by policy-makers. This scientific
work is in progress. The authors hope that some thoughts
presented above will be useful in this connection. The
work may be finished by 2007 when the Fourth Assess-
ment Report (AR4) of the IPCC is issued. The AR4 has
the analysis of key vulnerabilities and risks to the climate
system among its major topics.

However, along with this scientific process, the stabil-
ization target values for greenhouse gas concentrations
and scenarios for achieving them have already become a
subject of vigorous discussions by policy-makers and the
public. In this connection it would be expedient to have
some tentative limits for climate change for the 21st cen-
tury proposed by scientists and based upon scientific
expertise even if the studies are still in progress and num-
bers are very preliminary. This may help to discuss the
issue in a more balanced manner.

The numbers below present the authors’ expert opinion
on the upper limits (majorizing estimates) for permissible
values of some climate parameters for the 21st century:

® CO, concentration: 550 ppmv;

® A rise in surface temperature above the pre-industrial
level: 2.5°C for the globe and 4°C for the Arctic;

® Sea level rise (above the pre-industrial level): 1 m.

We hope that in the very near future the world research
community will produce scientifically-based levels for
greenhouse gas concentrations in the atmosphere which
could be presented to policy-makers for further deliber-
ations. This will allow different countries to advance their
national expertise for climate policy and to develop rea-
sonable actions in the implementation of the UN FCCC
and protocols to it.
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CHAPTER 10

Perspectives on ‘Dangerous Anthropogenic Interference’; or How to Operationalize
Article 2 of the UN Framework Convention on Climate Change

Farhana Yamin, Joel B. Smith and Ian Burton'

10.1 Introduction

Science forms the backbone of the international climate
change regime. The negotiation and entry into force of
the 1992 UN Framework Convention on Climate Change
(UNFCCC) in only four years, was due, in large part, to the
strong international scientific consensus on the need for a
convention — the draft elements of which were appended
to the first scientific assessment report produced by the
Intergovernmental Panel on Climate Change (IPCC) in
1990 (Bodansky, 1993). Although more circumspect in
terms of policy recommendations, the IPCC’s Second and
Third Assessment Reports generated significant momen-
tum for the negotiations leading to the 1997 Kyoto Protocol
and decisions subsequently adopted by the UNFCCC
Conference of the Parties (COP) in 2001, the Marrakesh
Accords, that enabled the Protocol’s entry into force in
February 2005.

What contribution will the Exeter conference and the
Fourth Assessment Report (FAR), scheduled for comple-
tion in 2007, make to future climate policy? An impor-
tant focus of attention for scientists and policy makers in
the coming decade will most likely be on making opera-
tional sense of Article 2 of the Convention: avoidance of
dangerous anthropogenic interference with the climate sys-
tem. The crucial science/policy issues would thus be how
Article 2 relates to future efforts (under the UNFCCC,
Kyoto and/or a new legal instrument) to prevent climate
change (mitigation) as well as how it provides policy
guidance for dealing with adverse impacts and potential
beneficial opportunities (adaptation).

This paper does not attempt to provide an answer to
what constitutes dangerous anthropogenic interference
with the climate system. Instead, it reviews some of the
various perspectives on Article 2 that have emerged over
the last 15 years of negotiations, as ways have been sought
to arrive at a common understanding. It then offers an
assessment of the current situation of a dangerous change
in climate. The paper aims to catalyze future science/pol-
icy discussions by providing an overview of the main
approaches to Article 2 and some sense of history about
how changing science/policy considerations have created
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challenges for climate science and policy. It then focuses
on three issues germane to the evolution and operation of
Article 2 that have been, in our view, relatively neglected
in climate literature related to Article 2, namely: the cat-
egorization of climate change in terms of timing, scale and
types of impacts; the role of adaptation; and the develop-
ment of a new process of global decision-making or nego-
tiations that can accommodate divergent human values.

We conclude by suggesting that the categorization of
climate impacts (geophysical, biophysical, human health
and wellbeing) and the scale at which impacts are assessed
are critical for determining what may be a ‘dangerous’
level of climate change. To date, the scientific community
has been given insufficient guidance about scale and cate-
gorization issues in policy processes. Unless remedied, the
resulting lacunae will, by default, be filled by scientists
resorting to familiar mental frameworks and unexplained
values and preferences which may or may not accord with
the perception, values and framework of policy-makers or
broader publics. This would not likely lead to effective
implementation of Article 2 given that a number of levels
of dangerous anthropogenic interference (DAI) can legiti-
mately be chosen for the purposes of climate policy.

Our conclusions about the way in which values are
interlaced with ‘technical’ issues in a unique way in climate
change suggest that process issues are of critical concern,
particularly in terms of who makes decisions and the values
embedded in those decisions. The setting of any climate
goal or target, long or short term, should be the result of
informed dialogue between researchers, negotiators, and
the public. Thus, a crucial part of the next phase of the
climate science/policy nexus is development of a process
which can enable a full and open discussion on Article 2
and lead to a consensus and resolution on shorter term
aspects of climate policy such as targets and timetables.

10.2 Perspectives on Article 2

The definition or framing of a problem plays an impor-
tant part in shaping subsequent institutional and political
responses, including which kind of knowledge will be con-
sidered relevant for devising solutions. Climate change was
identified as a problem by scientists and came to be framed
as an international environmental problem. Even though
climate change profoundly implicates economic, social
and political developments which are the responsibility
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of treasuries and economic and planning ministries, the
initial framing meant ministries of the environment were
typically given lead responsibilities over climate change.

10.2.1 Environmental Standard Approaches

Although core economic and development actors are now
beginning to take a more active interest in climate change,
the basic architecture of the climate regime reflects and
shapes institutional and policy responses most familiar to
those engaged in environmental science and policy. The
underlying framework of Article 2, for example, draws
on an environmental standards-based approach to setting
a long-term goal for stabilization of atmospheric green-
house gas concentrations. It also draws on approaches to
the setting of environmental and health safety standards,
as the three criteria mentioned in Article 2 — food secu-
rity, sustainable development and ecosystem adaptation —
aim to protect and promote human wellbeing.

The environmental standards approach typically involves
the specification of a standard based on certain policy
goals and criteria that are accepted as worthy of protection.
In the case of contaminants such as toxic substances, car-
cinogens or bacteria the maximum level or amounts of the
contaminants in air, water, or food is specified. Emissions
that result in exposures at or above these maximum levels
are typically prohibited. The standards are based on evi-
dence based on scientific studies and often interpreted by
expert advisory bodies, who often relate the amount of
the contaminant to the impact or the response as in dose-
response curves for example. The criteria enable decisions
to be made about acceptable levels of risk. The actual
choice of acceptable levels can involve comparative risk
information (how high is this risk compared with other
socially accepted risks?), and risk-benefit information
(how much benefit is being gained and would be fore-
gone if regulations were to be imposed that limited use or
access?). The standards are periodically reviewed and
revised in the light of new scientific evidence.

10.2.2 Acid Rain and Ozone: Precedents or Problems?

The environmental standards approach features in many
domestic and international environmental regimes. Impor-
tantly for climate change, this approach had been suc-
cessfully deployed in two international environmental
regimes dealing with the atmosphere that were influential
precedents or models for those negotiating the UNFCCC
and later on, Kyoto itself. The two regimes were the acid
rain regime, comprising the 1972 Long Range Trans-
boundary Air Pollution Convention and now eight proto-
cols dealing with specific air pollutants, and the ozone
regime, comprising the 1985 Vienna Convention for the
Protection of the Ozone Layer and the 1987 Montreal
Protocol on Substances that Deplete the Ozone Layer
(Andersen and Madhava Sarma, 2002; Benedict, 1991;
Sands, 1991). An important feature of both regimes is
that the long-term goal of protecting the atmosphere is to
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be reached through the adoption of short-term, legally
binding quantitative targets that are reviewed and revised
in response to changing scientific, technical and other
relevant information.

The acid rain, ozone and climate change regime also
share the ‘framework convention/protocol’ approach to
standard setting. The basic feature of this is to institution-
alize an iterative policy cycle presided over by a confer-
ence or meeting of the parties, which is able to promulgate
more detailed rules through the adoption of decisions or
other legal instruments negotiated periodically in the light
of evolving scientific information provided by independent
scientists. This means decisions do not have to be made
in an all-or-nothing fashion that might bog down things
for decades or else result in bad decisions being made
that cannot easily be reversed. In combination, these fac-
tors help explain why Article 2 of the UNFCCC was
drafted in a way which provides less guidance than both
policy makers and scientists now want. They also explain
why it has not been further elaborated as originally
intended by climate negotiators, with the focus shifting
instead to the more manageable task of agreeing short-term
emission reductions targets of the kind set out in Kyoto.

The success of the environmental standards approach
rests, however, on a number of characteristics of the
issues in question that are arguably not applicable to cli-
mate change. First, an environmental standards approach
is typically based on the determination of a level of expo-
sure to a pollutant above which would cause injury or
mortality. The level of danger can be based on testing
how animals or humans react when exposed to different
levels of pollutants. Once such a relationship is estab-
lished, it can be applied anywhere geographically. Climate
change is more complex, partly because the exposure is
not to a pollutant but to a characteristic of the environ-
ment, namely the climate itself. Different people, societies,
and ecosystems will not be affected in the same way by
the same change in climate. A 1°C increase in tempera-
ture could be harmful to some species and societies and
could benefit others. Furthermore, it is difficult to pre-
scribe diverse climate impacts with the same degree of
detail and confidence. By setting up a framework that
requires a large amount of impacts knowledge to be well
circumscribed and certain before preventative or even pre-
cautionary action can be justified, the environmental stan-
dards approach may have set up more unhelpful obstacles
for climate policy than might otherwise have existed.

Second, environmental standards approaches tend not
to have to grapple with the issue of adaptation. For exam-
ple, the adaptation options in the face of the impacts of
acid rain are very limited. Some liming of lakes to reduce
their acidity has been tried but this addresses only a small
part of the impacts of acid rain so was not seen as a large
part of the solution. Some suggested that staying out of
the sun, wearing a hat and sunscreen lotion would be suf-
ficient to offset much of the risk related to ozone deple-
tion before acceptance that such adaptations would not
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solve the problem. Although complex issues of equity
and of capacity may arise, in the case of climate change
the opportunities for adaptation measures to reduce
impacts are potentially much larger, and in many cases
could prove effective in shifting the level that might be
considered dangerous. For other cases, such as impacts
on ecosystems and on the poor, the limited capacity for
adaptation would result in little or no change to the level
of climate change that might be considered dangerous.

Third, the environmental standards approach works
well when the scope and size of the decision-making
process is limited and well circumscribed. The major
source of acid rain is the power generation sector which
is clearly under national jurisdiction. Likewise, the pro-
duction of ozone-depleting substances which in any case
is confined to a handful of countries. By contrast, the
sources of climate ‘pollutants’ are virtually all of human-
ity. These sources are spread across virtually all sectors
of economic activity and are widely distributed across the
planet. The challenge of then deciding which sectors and
sources to regulate, how to do so, and then enforcing reg-
ulations over millions of sources for the next 50-100
years is frankly unprecedented — not just in the arena of
environmental but of international affairs. The hugely
complex, multi-level decision-making processes emerg-
ing under climate change are justifiably regarded as
groundbreaking in international affairs.

10.2.3 Values, Science and Politics

Fourth, whilst value judgments are ultimately always
implicated in the setting of standards, in most domestic
and international environmental policy-making to date,
controversy over values has tended to be relatively limited
in scope and/or has been settled fairly early on as part and
parcel of the conditions of regulatory action being under-
taken. In the international arena, defining values is com-
plex given the sovereign equality of states and the lack
of a central authority to force closure over value-related
disputes and to compel enforcement over agreed ones.
Because value disputes could lead to negotiating impasse,
negotiators often take great care to frame disagreements in
technical, more issue-specific neutral terms. More often
than not in the international environmental context, closure
over diverging values is reached by a powerful nation or
group of nations showing moral leadership through imple-
mentation of significant domestic action — as happened in
the case of acid rain by the ‘30 per cent club’ countries and
in the case of the ozone regime by the USA. Other coun-
tries are then compelled to follow suit for a mix of reasons:
they want to do the right thing (or at least not lose face),
switch out of obsolete technologies and/or fear incurring
the wrath of the more powerful states.

In spite of the intractable nature of diverging values,
priorities and perspectives, the ratification of the Conven-
tion by 189 countries and of the Kyoto Protocol by 155
countries highlights the fact that a measure of consensus
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exists among states as regards basic values, the nature of
the problem structure and practical responses to climate
change. This favors an iterative cycle of policy focused on
emission reductions targets, led in the early stages by devel-
oped countries, with technological and financial assistance
for needy developing countries to decarbonize develop-
ment and also to cope with climate impacts. Nevertheless,
it remains the case that values and approaches differ
markedly on many issues germane to future climate pol-
icy, including what future action (if any) should be taken,
by whom and how short term efforts to mitigate and
adapt to climate change relate to the ultimate objective
set out in Article 2. On these issues, the guidance that is
provided by Article 2 and other existing principles and
rules is indeterminate.

Thus, an environmental standards approach, as embod-
ied in Article 2, poses challenges for implementation. The
remainder of the paper addresses how these challenges
can be overcome.

10.3 Categorization of Climate Change: Impacts,
Scale and Timing

For future discussions of Article 2, we believe it would
be useful to separate out the three fundamental elements
to determining a dangerous level of climate change: what
is dangerous, to whom is it dangerous and how much is
dangerous? These elements raise questions about values
that determine the types of impacts selected as relevant
for policy. They also raise questions about the extent to
which it is possible or desirable to aggregate different
kinds of impacts under a common metric in terms of
deciding what is deemed to be significant in policy terms.

10.3.1 What is Dangerous?

Three broad types of adverse impacts can be identified
that can be used to define what is a ‘dangerous’ level of
climate change: geophysical impacts, biophysical impacts,
and impacts on human health and wellbeing.

Geophysical impacts could be large-scale change in
the Earth’s physical processes such as breakdown of the
Thermohaline Circulation or disintegration of the Green-
land or West Antarctic Ice Sheets. Essentially these are
impacts that either have widespread implications for
society or nature, or are so valued that their occurrence is
deemed unacceptable.

Biophysical impacts could be loss of valuable ecosys-
tems such as coral reefs or arctic ecosystems, or loss of
valuable species. The loss of ecosystems or species falls
into the latter category (noting that they can have socio-
economic impacts as well). This category can be linked
to the ecosystems clause in Article 2, but also to sustain-
able development.

Human health and wellbeing addresses direct impacts
to humanity. It includes impacts on individual and public
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health (e.g. heat waves, floods, infectious diseases),
impacts on key sectors of the economy such as agriculture
(which is the only specific societal impact mentioned in
Article 2) as well as on the economy as a whole. Net eco-
nomic impacts, e.g. retarding development, would also be
within the economics category, as would inundation of
low-lying coastal communities or small island states by
sea-level rise, flooding, drought, loss of cultures, loss of
sovereignty, or increased displacement leading to inter-
nal and external refugees.

10.3.2 To Whom is it Dangerous?

One aspect of Article 2 that is not clear from the literature
and has received less attention is at what scale Article 2 is
to be interpreted. Is it to be interpreted to apply only to
impacts that are global in nature, such as disintegration of
the WAIS? Does it apply to impacts that while more lim-
ited in immediate effect, might have global importance,
such as destruction of a valuable ecosystem? Alternatively,
could Article 2 be applied at a finer scale, perhaps to limited
geographic impacts which may only be of high impor-
tance to a region, country, province, or even a village? (see
e.g. Dessai et al., 2004).

Defining dangerous at the global scale implies that
there is a process for achieving a global consensus on
what is dangerous. This process could be based on avoid-
ing impacts that are widespread, such as a collapse of the
WALIS or a runaway greenhouse effect. Alternatively, it
could be the development of a consensus on avoiding
impacts that while perhaps not directly affecting all or
even many, are deemed unacceptable. Severe harm to coral
reefs, loss of arctic ecosystems, and loss of some small
island states may be examples.

The global scale implies that we collectively reach an
agreement on defining such a level of danger. The ‘burn-
ing embers’ diagram from the IPCC TAR (Smith et al.,
2001) was an approach to define options for identifying
globally unacceptable outcomes.

Use of a global scale approach might imply, however,
that adverse impacts at less than a global scale may not be
deemed to be dangerous. For example, loss of species or
reduction in agricultural production in some regions may
be not found to be dangerous for the planet as a whole. Or
it might be considered not dangerous if the losses to one
region are offset by the gains to another.

The second option or scale is at the regional level. The
concept is generally meant to apply to nations with com-
mon vulnerabilities, such as small island nation states or
sub-Saharan African states. They are likely to face com-
mon adverse impacts of climate change such as inunda-
tion of low lying areas and possible loss of existence in
the case of small island states, or increased drought, famine,
or spread of infectious disease in the case of sub-Saharan
African states. Their specific vulnerabilities may be masked
in an assessment of impacts carried out at the global
scale.
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Likewise, for the third option of scale which concerns
the level of governance: the nation-state. Each country
would determine what level of adverse impacts would be
considered dangerous. This could be based on impacts
within its territory or other impacts outside its territory
that it considers particularly important or valuable. So, a
reduction in a nation’s agricultural production or ability
to be self-sufficient in food production could be deemed
dangerous — even if net global agricultural production is
rising. It also could mean that a change that is judged
globally to be dangerous at a particular level of climate
change, such as rapid sea level rise or loss of ecosystems,
might be judged to be dangerous within the state at a
lower level of climate change.

The fourth scale option for the determination of what
is dangerous is at a local (e.g. village) or even individual
level. A shift in agricultural competitiveness could under-
mine a village’s livelihood. So too, a small rise in sea
level might threaten existence of the village.

It is most likely that the use of a framework that has a
finer scale of decision making, e.g. national rather global
or local/individual rather than national, would imply the
definition of dangerous at a lower level of climate change.
Indeed it may be that at finer scales, almost any change in
climate would be determined to be dangerous. That is
because even small changes in climate can be or already
may be dangerous at the village or individual level. For
example, warming of the Arctic has already adversely
affected some indigenous communities (ACIA, 2004).
Application of a governance scale approach to determin-
ing what is dangerous may well result in selection of dif-
ferent levels of climate change being deemed dangerous.
Some countries may find that a very small change in cli-
mate results in adverse outcomes that are determined to
be dangerous. Others may find it takes a higher level of
change in climate to result in what is deemed to be a dan-
gerous outcome. The existence of other stressors may
mean that some villages or communities would probably
find an even smaller level of climate change to be dan-
gerous. We expect such differences to arise not just from
differences in impacts within different countries but also
differences in how impacts are perceived or valued.

The issue of scale highlights that the process of agree-
ing on what is dangerous is not clear from Article 2. It is
very likely that individual countries or communities will
determine what they regard as ‘dangerous’ before the
UNFCCC COP does. Because the application of scale and
process could result in very different outcomes for different
countries and communities, the salient issue will be decid-
ing how to deal with this diversity in policy terms which we
discuss below under the section on decision-making.

10.3.3 How Much is Dangerous?

Article 2 implies that a dangerous level of climate change
will be determined based on definition of an unacceptable
outcome, i.e., a ‘dangerous’ outcome. This may be best
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met if climate change results in the crossing of a threshold
which is widely perceived as unacceptable. Thresholds
may be associated with discrete events such as destruction
of an ecosystem, extinction of a species, decline in eco-
nomic production, or state change in the climate system.
Some of the impact categories are quite consistent with
thresholds, particularly the geophysical and biophysical
categories, whereas human health and wellbeing may face
a steady increase in many adverse impacts with higher
concentrations of greenhouse gases. Some impacts, such
as global agricultural production, may be marginal or pos-
itive at a relatively small level of climate change and neg-
ative at larger levels (Gitay et al., 2001; ECF/Potsdam
Report, 2004). For continuous impacts such as sea level
rise, where adverse impacts increase monotonically with
the level of climate change, it may be difficult to discern
an unambiguous threshold.

It should also be noted that, as applied in numerous
cases of controlled substances such as DDT and CFCs,
the impact on ecosystems, and indirectly on human health,
has been considered sufficiently risky that a standard of
zero tolerance has been adopted. National governments and
in some cases the international community have decided
that no amount of these substance can be tolerated, and
total bans have been enacted and enforced. If greenhouse
gases are viewed in this light then the zero tolerance level
would be that at which no new adverse effects occur
above the baseline level. This might be the natural back-
ground level of GHGs or the pre-industrial level.

An important issue in climate science/policy is how
scientists can provide objective, value-free information
to policy makers about the myriad impacts climate change
may bring. A crucial issue here is whether relevant infor-
mation about different kinds of impacts can be usefully
aggregated for the purposes of policy. This means decid-
ing on how impacts will be categorized and how they can
be counted. Conventional cost-benefit analysis (CBA)
approaches aim to provide information by quantifying
different impacts in monetary terms and comparing these
with the costs of taking action to prevent climate change
impacts (e.g. Nordhaus and Boyer, 2001; Tol, 2003).
Alternative approaches, termed ‘sustainability’ or ‘tolera-
ble windows’ approaches, highlight the incommensurate
nature of climate change impacts (e.g. numbers of people
at risk, ecosystems put under stress and welfare losses)
and insist that attempts by scientists to aggregate impacts
under a common metric can be difficult for policy purposes
(Parry, 1996; Bruckner et al., 1999; Azar and Schneider,
2001; Patwardhan, Schneider and Semenov, 2003; Grassl
et al., 2003; Leemans and Eickout, 2004; Jacoby, 2004).
Both types of approaches have in common an attempt to
separate issues of value from the purposes of scientific
assessment: in the tolerable windows approach it is up to
policy-makers to assign value to different types of impacts
to be avoided whilst in CBA the values are embedded in
a host of assumptions made about how and which things
are counted, compared and discounted.
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Although the application of approaches such as CBA
or tolerable windows do not to us appear to have gener-
ated a consensus on what is a dangerous level of climate
change, it is also becoming clear there is a desire to move
beyond the ‘impacts are incommensurable and it is up to
policy-makers, not scientists, to decide how which are
important’” type approach. Prime Minister Blair’s exhor-
tation to the Exeter Conference that scientists should
identify a level that is ‘self-evidently too much’ is a clear
challenge to scientists to say something more than climate
impacts are like apples and oranges and it is up to policy
makers to choose between them. The attention recently
accorded to the adaptation needs of least developed coun-
tries (LDCs) within the UNFCCC also signals growing
sophistication of the international process in being able to
move beyond a ‘one size fits all” approach to climate policy.
Moving beyond this point will require policy-makers to
consider what weight they may wish to give to particular
types of impacts and to select scales that merit particular
attention in terms of scientific assessments. In turn, this
will require scientists to better explain the relationships
between different kinds of impacts, scale and their timing.

10.4 Adaptation

Article 2 focuses on preventing dangerous interference
but within a timeframe that allows ecosystems to adapt
naturally, and food production and economic development
not to be threatened or disrupted. The Convention also
contains extensive provisions on adaptation. These provi-
sions reflect the fact that climate change differs from other
environmental problems in that there may be much room
for adaptation. This means the calculus of ‘dangerous’
cannot be made simply on the grounds of impacts and their
consequences. There are the ‘gross impacts’ that have been
the subject of much research and comment as reported in
successive IPCC reports. Then there are the ‘net impacts’
which are the impacts that will remain after adaptation.
The term ‘vulnerability’ encompasses consideration of the
capacity of a system to adapt to climate change (Smit et al.,
2001). But there are few studies that examine what might
be achieved by adaptation or that estimate the limits to or
costs of adaptation. It has been widely assumed that the
impacts of climate change in the absence of mitigation
will be so great that adaptation will be of no avail. While
this is probably true at the more extreme levels of climate
change, it is also clear that for at least some sectors and
countries a moderate degree of warming, adaptation, if
effectively deployed, can substantially reduce impacts. In
other cases, by increasing resilience, adaptation can ‘buy
time’ so that there will be a delay in reaching any level that
might be considered to be dangerous.

As touched upon earlier, adaptation has not received as
much attention in the UNFCCC process as mitigation in
the early years of the climate regime (Yamin and Depledge,
2004). During the Kyoto negotiations, many viewed
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focusing on adaptation as a response strategy as simply a
way out for rich developed countries to avoid making
politically difficult decisions about mitigation. While in
economic theory it is possible to construct graphs which
suggest that adaptation and mitigation are alternatives and
that a balance of the two would form an optimum strategy
(e.g. Fankhauser, 1996; Wilbanks et al., 2003), the practi-
calities are different. The decisions about adaptation and
mitigation are made by different players in different juris-
dictions, and there is no authority that can choose how
much of each is to be deployed. The likelihood is that for
the foreseeable future, not enough will be done on the
mitigation side nor on the adaptation side.

Perspectives on adaptation are now shifting. With the
Kyoto architecture firmly, if not universally, in place until
2012, the consensus is shifting towards giving greater
attention to the role of adaptation (Yamin, 2005). But it
should be noted that many developed and developing
countries remain somewhat wary of adaptation being
a focal point of the climate policy, although for quite dif-
ferent reasons than in the past: the costs and effectiveness
of adaptation have not been established (Hitz and Smith,
2004; Corfee-Morlot and Agrawala, 2004). Moreover,
there are bigger knowledge gaps about future climate
impacts than about patterns of current emissions, and adap-
tation options are highly localized and solutions more
deeply context-specific. Additionally, unlike mitigation
efforts that can be focused on large emitter or upstream
activities that can be easily regulated, to be effective, an
adaptation instrument would have to engage the agency
of billions of individuals and thousands of communities —
something which international processes are not good at
doing. All these considerations make forging an interna-
tional agreement on adaptation as difficult, if not more so,
than negotiating mitigation commitments. Because adap-
tation will play a more central role in increasing resilience
to climate variability, climate change science will have to
do far more work on defining what impacts can be
avoided or reduced through adaptation and which cannot.

10.5 The Process of Decision-Making

In this section we focus on the elaboration of Article 2,
the framing of climate change as an environmental prob-
lem and climate related decision-making processes.

10.5.1 The Role of UNFCCC Institutions and
the IPCC

In traditional standard setting, the experts or scientists
have often played a major role, and while the final choice
of standard has been made at the political level, the author-
ity of science has been such that it has substantially con-
tributed to the development of standards. This pattern,
followed to a large extent in the acid rain and ozone
regimes, has only been partly possible in the climate regime

Perspectives on ‘Dangerous Anthropogenic Interference’

for two reasons; one of relevance to science-based policy
processes generally, and the second related to considera-
tions specific to the climate regime. The generic factors
are demands by the lay public and stakeholder organiza-
tions for increased accountability and transparency in
scientific research and related processes of standard set-
ting, particularly those dealing with issues of public
health and safety. We address these concerns and possi-
ble ways to meet them in more detail below.

The more specific factors concern the political sensitiv-
ity of UNFCCC Parties: governments do not want inter-
national scientists prescribing policy in areas vital to
national security and development such as energy, food and
transport, all of which are implicated in climate change.
These sensitivities explain why international decision-
making processes related to the scientific and technical
aspects of the climate regime are uniquely structured and
function very differently to those found in the acid rain
and ozone regimes — even if at first sight they appear in
name to be quite similar.

The political and legal authority to interpret and fur-
ther elaborate the provisions of the Convention rests with
its supreme decision-making body, the Conference of the
Parties — and no one else. The COP cannot, of course, stop
individual or groups of countries or others from coming
up with their own interpretations of what counts as dan-
gerous. If they have scientific credibility and engage politi-
cal imaginations, these views may, over time, influence and
guid