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Preface

There is much confusion attached to the term “carbon cycle.” It has been
applied to different time scales ranging from hours in biological systems,
to decades in future global warming, to millennia and hundreds of mil-
lennia in climate history. Much neglected is the cycling of carbon over
longer time scales, and the purpose of this book is to alleviate this situ-
ation. What I call the “long-term carbon cycle” involves the exchange
of carbon between rocks and the various reservoirs near the earth’s sur-
face, the latter including the atmosphere, hydrosphere, biosphere, and
soils. Exchange with the surface involves such processes as chemical
weathering of silicate minerals, burial of organic matter in sediments,
and volcanic degassing of CO,. I have spent much time worrying about
such processes and feel that it is time to show how the long-term cycle
works and how to use it in deducing factors affecting the evolution of
atmospheric CO, and O, over the past 550 million years (Phanerozoic
time). This is a new world to most people studying the “carbon cycle,”
especially as it relates to future global warming. It is not generally real-
ized that global warming due to the burning of fossil fuels is simply a
large acceleration of one of the major processes of the long-term carbon
cycle, the oxidative weathering of sedimentary organic matter.
Descriptive discussion of the long-term carbon cycle is not enough.
The other role of this book is to show how one can make quantitative
estimates of rates of carbon flux between rocks and the earth’s surface
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and how these fluxes can be used to estimate past levels of atmospheric
CO, and O,. In this way, I introduce the reader to a much needed
multidisciplinary quantitative approach to earth history, which is some-
times referred to as “earth system science.” I, and other workers, have
published a number of papers on modeling of the long-term cycle, but
there is no central place one can go to get the fundamentals of this cycle.
This book is hopefully that place.

I am indebted to the many discussions of the long-term cycle with
earth scientists, which are too numerous to list here. However, discus-
sions with Klaus Wallmann, David Beerling, Dana Royer, Tom Crowley,
Steve Petsch, Derrill Kerrick, Ken Caldeira, Leo Hickey, Dick Holland,
Bill Hay, Fred Mackenzie, Bette Otto-Bliesner, Betty Berner, John
Hedges, John Hayes, Lee Kump, and Tony Lasaga at various times over
the past 20 years have been unusually helpful. Several of these people
will recognize their contribution to the GEOCARB modeling discussed
in this book. Special acknowledgment goes to the late Bob Garrels, who
introduced me to geochemical cycle modeling in general. Without his
influence this book would never have been written. Also, the book would
probably not have been written now if editor Cliff Mills, at the sugges-
tion of Brian Skinner, hadn’t suggested doing so.
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Introduction

The cycle of carbon is essential to the maintenance of life, to climate,
and to the composition of the atmosphere and oceans. What is normally
thought of as the “carbon cycle” is the transfer of carbon between the
atmosphere, the oceans, and life. This is not the subject of interest of
this book. To understand this apparently confusing statement, it is nec-
essary to separate the carbon cycle into two cycles: the short-term cycle
and the long-term cycle.

The Short-Term Carbon Cycle

The “carbon cycle,” as most people understand it, is represented in
figure 1.1. Carbon dioxide is taken up via photosynthesis by green plants
on the continents or phytoplankton in the ocean. On land carbon is trans-
ferred to soils by the dropping of leaves, root growth, and respiration,
the death of plants, and the development of soil biota. Land herbivores
eat the plants, and carnivores eat the herbivores. In the oceans the phy-
toplankton are eaten by zooplankton that are in turn eaten by larger and
larger organisms. The plants, plankton, and animals respire CO,. Upon
death the plants and animals are decomposed by microorganisms with
the ultimate production of CO,. Carbon dioxide is exchanged between
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Marine photosynthesis
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Figure 1.1. The short-term carbon cycle. (Adapted from Berner, 1999.)

the oceans and atmosphere, and dissolved organic matter is carried in
solution by rivers from soils to the sea. This all constitutes the short-
term carbon cycle. The word “short-term” is used because the charac-
teristic times for transferring carbon between reservoirs range from days
to tens of thousands of years. Because the earth is more than four bil-
lion years old, this is short on a geological time scale.

As the short-term cycle proceeds, concentrations of the two princi-
pal atmospheric gases, CO, and CH,, can change as a result of perturba-
tions of the cycle. Because these two are both greenhouse gases—in other
words, they adsorb outgoing infrared radiation from the earth surface—
changes in their concentrations can involve global warming and cool-
ing over centuries and many millennia. Such changes have accompanied
global climate change over the Quaternary period (past 2 million years),
although other factors, such as variations in the receipt of solar radia-
tion due to changes in characteristics of the earth’s orbit, have also con-
tributed to climate change. Over the past century human perturbation
of the short-term carbon cycle, from activities such as deforestation and
biomass burning (for CO,), and rice cultivation and cattle raising (for
CH,), have contributed to a rise in atmospheric levels of these gases.
However, the major perturbation of the level of atmospheric CO,, and
consequently an overall rise in global temperature over the past cen-
tury, is due to a process of the long-term carbon cycle. This is the burn-
ing of fossil fuels. Organic matter in sedimentary rocks, which would
otherwise be slowly exposed to the atmosphere by erosion and oxidized
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by weathering, is instead being rapidly removed from the ground, oxi-
dized by burning, and given off to the atmosphere as CO,.

The Long-Term Carbon Cycle

Over millions of years carbon still undergoes constant cycling and re-
cycling via the short-term cycle, but added to this is a new set of pro-
cesses affecting carbon. This is the long-term carbon cycle, the subject
of this book. What distinguishes the long-term carbon cycle from the
short-term cycle is the transfer of carbon to and from rocks. This is il-
lustrated in figure 1.2. Over millions of years carbon transfers to and
from rocks can result in changes in atmospheric CO, that cannot be at-
tained via the short-term carbon cycle. This is because there is so much
more carbon in rocks than there is in the oceans, atmosphere, biosphere,
and soils combined (table 1.1). The maximum change in atmospheric
CO, that could be obtained, for example by burning all terrestrial life
and equilibrating the resulting CO, with the oceans, would be less than
a 25% increase from the present level (Berner, 1989). In contrast, changes
in the long-term carbon cycle have likely resulted in past increases in
atmospheric CO, to levels more than 10 times the present levels, result-
ing in intense global warming (Crowley and Berner, 2001).

Let us go for a tour through the long-term cycle. As one will see, vari-
ous aspects of the short-term cycle are components of the long-term

Conversion of CO5 to dissolved HCO3" by Volcanic
Ca-Mg silicate weathering CO»

CO7 from sedimentary Organic C weathering

C0O» and CHy4 from
Metamorphism &
Deep Diagenesis

Burial T

Subduction
of CaCO3
& Organic C \

Figure 1.2. The long-term carbon cycle. (After Berner, 1999.)
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Table 1.1. Masses of carbon involved in both the short-term (prehuman) and
long-term carbon cycles compared with some fluxes in the long-term cycle.

Substance or flux Mass (10 mol)  Flux (10'® mol/my)
Carbonate C in rocks 5000

Organic C in rocks 1250

Oceanic dissolved inorganic carbon 2.8

Soil carbon (including caliche) 0.3

Atmospheric CO, 0.06

Terrestrial biosphere 0.05

Marine biosphere 0.0005

Organic C burial in sediments 5
CO, uptake by Ca and Mg silicate weathering 7
CO, release by volcanic degassing 3-9

Modified from Berner (1989, 1991).

cycle, but it is the participation of rocks that is critical. Atmospheric
carbon dioxide is taken up by plant photosynthesis, and organic matter
builds up in soils. Microbial decomposition in the soil leads to a buildup
of organic acids and CO, in the soil. The organic acids and carbonic acid
formed from CO, react with minerals in rocks to liberate cations and
acid anions to solution, and the organic acid anions are oxidized to bi-
carbonate. Of special interest is reaction with calcium- and magnesium-
containing silicate minerals. A representative overall reaction for a
generalized calcium silicate is

2C0O, + 3H,0 + CaSiO; — Ca** + 2HCO,+ H,SiO, (1.1)
The dissolved species are carried by groundwater to rivers and by riv-
ers to the sea. In the oceans the Ca** and HCO,~ are precipitated, mostly
biogenically, as calcium carbonate:
Ca** + 2HCO;~ — CaCO; + CO, + H,0 (1.2)
and the silicic acid as biogenic silica:
H,SiO, — SiO, + 2H,0 (1.3)
The calcium carbonate and biogenic silica are then buried in marine
sediments and eventually into the geological record. Adding reactions
(1.1), (1.2), and (1.3), we obtain the overall reaction:

CO, + CaSiO; — CaCO, + SiO, (1.4)

This is a key reaction of the long-term carbon cycle and represents the
transfer of carbon from the atmosphere to the rock record by means of
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weathering and marine carbonate sedimentation. The reaction was first
deduced by Ebelmen (1845)' and much later by Urey (1952). It can just as
well be written in terms of Mg and Ca-Mg silicates and carbonates. In this
book the reaction will be referred to as the Ebelmen-Urey reaction. Only
the weathering of Ca and Mg silicates is important; weathering of Na and
K silicates does not lead to loss of CO, because these elements do not form
common carbonate minerals in sediments. (The CO, consumed during
Na and K silicate weathering is returned to the atmosphere during the
formation of new Na and K silicates in sediments; see Mackenzie and
Garrels, 1966). Also, weathering of Mg silicates does not necessitate the
formation of Mg-containing carbonates. The dissolved Mg from silicate
weathering, when delivered to the oceans, is well known to undergo a
series of different reactions with submarine basalts that results in the lib-
eration of Ca that is precipitated as CaCO; (Berner and Berner, 1996).

If reaction (1.4) were to continue alone, all atmospheric CO, would
be removed in only about 10,000 years or, with resupply of CO, from
the oceans, in about 300, 000 years (Sundquist, 1991). Over millions of
years there must be a restoring process, and the principal one is the
degassing of CO, to the atmosphere and oceans via the opposite of reac-
tion (1.4). In other words, for our reference Ca silicate,

CaCO, + SiO, — CO, + CaSiO, (1.5)

Reaction (1.5) represents decarbonation via volcanism, metamorphism,
and diagenesis, and together reactions (1.4) and (1.5) and their magne-
sium silicate and carbonate analogues constitute the silicate-carbonate
subcycle. This “reverse” reaction was also adduced by Ebelmen and
Urey.

Reactions (1.1) to (1.5) are used to simplify representation of the sili-
cate-carbonate subcycle. In reality weathering involves Ca and Mg alu-
minosilicates, such as calcic plagioclase, with aluminum precipitated
as clay minerals. The clay minerals are then involved in reactions with
calcium carbonate or dolomite to form igneous and metamorphic (and
even diagenetic) silicates. But the overall principal of CO, uptake and
realease is the same as represented by reactions (1.1)—(1.5).

So far the weathering of carbonates has not been mentioned. This is
because, on a million-year time scale, it has little direct effect on atmo-
spheric CO,. This can be seen by the weathering reaction for calcium
carbonate:

CO, + H,0 + CaCO; — Ca*™ + 2HCO4- (1.6)

1. J.J. Ebelmen, more than 100 years ahead of his time, deduced correctly almost all of the major
long-term processes affecting atmospheric CO, and O,, including volcanism, the role of plants in weath-
ering, the weathering and burial of organic matter and pyrite, and the weathering of basalt (Berner
and Maasch, 1996).
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This is the reverse of reaction (1.2) for the precipitation of CaCO; in the
oceans. Thus, the weathering of CaCO,, followed by transport of Ca** and
HCOj;™ to the oceans and the precipitation of new CaCO,, results in no
net change in atmospheric CO,. On shorter time scales (e.g., stages of the
Pleistocene epoch), weathering of carbonates can be greater than, or less
than, their precipitation from the oceans, with the excess carbon stored
in or lost from seawater. However, over millions of years the necessary
storage or loss becomes so excessive (the mean residence time for bicar-
bonate in the oceans is about 100,000 years; see Holland, 1978) that purely
inorganic precipitation will occur or carbonate sediments cannot form.
There is little evidence that such extreme conditions have ever occurred
during the Phanerozoic which is marked by continuous deposition of
limestones rich in biogenic skeletal debris (e.g., Stanley, 1999).

That the weathering of carbonates has no direct effect on atmospheric
CO, does not mean that this process can be ignored in studying the long-
term carbon cycle. This is because it is necessary to account for all sinks
and sources of carbon, and carbonate weathering supplies carbon for trans-
port from minerals to the oceans. (Note that in reaction 1.6 there are two
bicarbonate ions produced from calcium carbonate weathering and that
one of them comes from the carbon contained within the carbonate min-
eral itself.) Modeling of the long-term cycle involves calculation of the
rate of Ca and Mg silicate weathering, and this requires a knowledge of
the rates of Ca and Mg carbonate weathering (F,, in equation 1.13 below).

The long-term carbon cycle has another component, the organic
subcycle. This is represented by the reactions

CO, + H,0 — CH,0 + O, (1.7)
CH,O + 0, — CO, + H,0 (1.8)

Reaction (1.7) is normally thought to represent photosynthesis (short-term
carbon cycle). In the long-term cycle it represents net photosynthesis
(photosynthesis minus respiration) resulting in the burial of organic matter
into sediments. It is the principal process of atmospheric O, production
(Ebelmen, 1845). Reaction (1.8) represents, not respiration as normally
understood, but “georespiration,” the oxidation of old organic carbon in
rocks. This georespiration occurs either by oxidative weathering of or-
ganic matter in shales and other sedimentary rocks uplifted onto the con-
tinents, or by the microbial or thermal decomposition of organic matter
to reduced carbon containing gases, followed by oxidation of the gases
upon emission to the atmosphere. An example of the latter is

2CH,0 — CO, + CH, (1.9a)
CH, + 20, — CO, + 2 H,0 (1.9b)

which together sum to reaction (1.8).



Introduction 9

A special example of reaction (1.8) is the burning of fossil fuels by
humans. Coal and oil are concentrated forms of sedimentary organic
matter. Under natural processes the coal and oil is slowly oxidized by
weathering and thermal degassing of hydrocarbons as mentioned above.
However, humans have extracted these substances from the ground so
quickly, from a geological perspective, that oxidation of the carbon oc-
curs at a rate about 100 times faster than what would occur naturally.
As aresult the long-term carbon cycle impinges on the short-term cycle,
and this has led to an extremely fast historic rise in atmospheric CO,
(IPCC, 2001).

Modeling the Phanerozoic Carbon Cycle

Together the carbonate-silicate and organic long-term subcycles play the
dominant role in controlling the levels of atmospheric CO, and O, over
millions to billions of years. In this book I show how these subcycles
have operated only over the past 550 million years, the Phanerozoic eon.
The Phanerozoic is chosen because of the abundance of critical data such
as abundant multicellular body fossils, relatively noncontroversial pa-
leogeographic reconstructions, and relatively agreed-upon tectonic and
climatic histories. Such a situation is not available for the Precambrian.
The plethora of Phanerozoic geological, biological, and climatic data are
extremely useful in trying to recreate the history of the carbon cycle.
This will be done in the present book. The reader is referred to the books
by Holland (1978, 1984) for discussion of the carbon cycle before the
Phanerozoic.

All Phanerozoic carbon cycle models to date use analogous for-
mulations for the mass balance of carbon added to and from the
Phanerozic rock record (e.g., Budyko and Ronov, 1979; Walker et al.,
1981; Berner et al, 1983; Garrels and Lerman, 1984; Berner, 1991,
1994; Kump and Arthur, 1997; Francois and Godderis, 1998; Tajika,
1998, Berner and Kothavala, 2001; Wallmann, 2001; Kashiwagi and
Shikazono, 2003; Bergman et al., 2003; Mackenzie et al., 2003). The
simplest approach to carbon mass balance modeling is to introduce
the concept of the “surficial system” (Berner, 1994, 1999) consisting
of the oceans + atmosphere + biosphere + soils (the reservoirs of the
short-term cycle). A generalized mass balance expression for the
surficial system is:

dM./dt = Fyg + Fog + Frpg + Frpg = Fipo — Fig (1.10)
where

M, = mass of carbon in the surficial system
F,. = carbon flux from weathering of Ca and Mg carbonates
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F,g = carbon flux from weathering of sedimentary organic matter

F ¢ = degassing flux from volcanism, metamorphism, and diagen-
esis of carbonates

F g = degassing flux from volcanism, metamorphism and diagen-
esis of organic matter

F}. = burial flux of carbonate-C in sediments

Fyg = burial flux of organic-C in sediments.

An additional mass balance expression for *C involving the stable iso-
topes of carbon has been found to be of great help in doing long-term
carbon cycle modeling:

A(BM)/dt = 8, F o + BugFoug + SincFime (1.11)
+ 6IngFmg - 8chbc - 8bngg

where & = [(**C/'2C) / (**C/*2C)stnd — 1] 1000. and stnd represents a ref-
erence standard. Equations (1.10) and (1.11), when combined with as-
sumptions about weathering, burial and degassing, can be used to
calculate the various carbon fluxes as a function of time. More com-
plicated expressions have been used for carbon mass balance in some
models where the surficial system is broken up into its parts and sepa-
rate mass balance expression are used for carbon in the atmosphere,
biosphere, and ocean. However, the simpler approach of equations
(1.10) and (1.11) will be emphasized in the present book. By lumping
the atmosphere, oceans, life and soils together, processes involved in
the short-term carbon cycle are avoided in the modeling, and the use
of steady-state becomes possible. A diagrammatic presentation of this
approach is shown in figure 1.3.

The weathering and degassing fluxes of carbon integrated over mil-
lions of years are much larger than the amount of carbon that can be
stored in the surficial system (table 1.1). Adding excessive dissolved
calcium and bicarbonate to the oceans eventually would result in the
global inorganic precipitation of CaCO,. (Adding too little calcium and
bicarbonate would result eventually in an acid ocean and the inability
to ever form limestones.) The area of land can hold just so much bio-
mass and soil carbon. Too much CO, in the atmosphere leads to exces-
sive warming due to the atmospheric greenhouse effect. Because of the
inability to store much carbon in the surficial system, over millions of
years one can assume that the carbon loss fluxes, due to organic carbon
burial and Ca and Mg silicate weathering followed by Ca and Mg car-
bonate burial, are essentially balanced by degassing fluxes from ther-
mal carbonate decomposition and organic matter oxidation (Berner,
1991, 1994; Tajika, 1998). In other words, there is a quasi steady state
such that:

dM,/dt = 0 and d(8,M,)/dt = 0 (1.12)
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Sedimentary Weathering Sedimentary
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Figure 1.3. Modeling diagram for the long-term carbon cycle. F,,. = carbon flux from
weathering of Ca and Mg carbonates; F,4 = carbon flux from weathering of sedimentary
organic matter; F.,. = degassing flux from volcanism, metamorphism, and diagenesis

of carbonates; F.,, = degassing flux from volcanism, metamorphism, and diagenesis of
organic matter; F,. = burial flux of carbonate-C in sediments; F,q = burial flux or
organic-C in sediments.

This greatly simplifies theoretical modeling of the long-term carbon
cycle. It means that the sum of input fluxes to the surficial system are
essentially equal to the sum of all output fluxes. For each million-year
time step, although input and output fluxes of carbon to the surficial
system may change, they quickly readjust during the time step to a new
steady state, This is known as the quasistatic approximation. Non—
steady-state modeling (Sundquist, 1991) has shown that perturbations
from surficial system steady state, for the long-term carbon cycle, can-
not persist for more than about 500,000 years.

At steady state, the CO, uptake flux to form HCO;~ accompanying the
weathering of Ca and Mg silicates F; is determined from the mass
balance expression for bicarbonate (reactions 1.1, 1.2, and 1.6):

Fwsi = Fbc - ch (113)

Fy. — F,, represents the carbonate that is formed only from the weather-
ing of Ca and Mg silicates, as opposed to that formed from both Ca and
Mg silicate and carbonate weathering (F,.). Equation (1.13) illustrates
the necessity of knowing the rate of carbonate weathering (F,,.) in cal-
culating the rate of silicate weathering.

In GEOCARB (Berner, 1991, 1994; Berner and Kothavala, 2001) and
similar modeling (e.g., Kump and Arthur, 1997; Tajika, 1998; Wallmann,
2001) the weathering and degassing fluxes, F, Fyg, Fue, Frg are ex-
panded in terms of nondimensional parameters representing how a
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variety of processes affect rates of weathering and degassing. The pa-
rameters are multiplied by present fluxes to obtain ancient fluxes. These
non-dimensional parameters are discussed in the next three chapters
and provide a window into the inner workings of the long-term Phan-
erozoic carbon cycle. The last two chapters show how calculations based
on long-term carbon cycle modeling can be used to estimate the Phan-
erozoic evolution of atmospheric CO, and O,. The modeling results are
then compared to independent estimates of paleo-CO, and O, to give
some idea of the accuracy and deficiencies of the modeling.



Processes of the Long-Term
Carbon Cycle: Chemical
Weathering of Silicates

Carbon dioxide is removed from the atmosphere during the weathering
of both silicates and carbonates, but, over multimillion year time scales,
as pointed out in chapter 1, only Ca and Mg silicate weathering has a
direct effect on CO,. Carbon is transferred from CO, to dissolved HCO4~
and then to Ca and Mg carbonate minerals that are buried in sediments
(reaction 1.4). In this chapter the factors that affect the rate of silicate
weathering and how they could have changed over Phanerozoic time
are discussed. Following classical studies (e.g., Jenny, 1941), the fac-
tors discussed include relief, climate (rainfall and temperature), vege-
tation, and lithology. However, over geological time scales, additional
factors come into consideration that are necessarily ignored in study-
ing modern weathering. These include the evolution of the sun and
continental drift. The aim of this book is to consider all factors, whether
occurring at present or manifested only over very long times, that affect
weathering as it relates to the Phanerozoic carbon cycle.

Mountain Uplift, Physical Erosion, and Weathering

Within the past decade much attention has been paid to the effect of
mountain uplift on chemical weathering and its effect on the uptake
of atmospheric CO,, an idea originally espoused by T.C. Chamberlin

13
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(1899). The uplift of the Himalaya Mountains and resulting increased
weathering has been cited as a principal cause of late Cenozoic cool-
ing due to a drop in CO, (Raymo, 1991). Orogenic uplift generally re-
sults in the development of high relief. High relief results in steep
slopes and enhanced erosion, and enhanced erosion results in the
constant uncovering of primary minerals and their exposure to the
atmosphere. In the absence of steep slopes, a thick mantle of clay
weathering product can accumulate and serve to protect the under-
lying primary minerals against further weathering. An excellent
example of this situation is the thick clay-rich soils of the Amazon low-
lands where little silicate weathering occurs (Stallard and Edmond,
1983). In addition, the development of mountain chains often leads
to increased orographic rainfall and, at higher elevations, increased
erosion by glaciers. All these factors should lead to more rapid sili-
cate weathering and faster uptake of atmospheric CO,. Proof of this
contention is the good global correlation of chemical weathering of sili-
cates with physical erosion (Gaillardet et al., 1999).

The idea that past Himalayan uplift resulted in increased weather-
ing on a global scale has been promoted by the study of strontium iso-
topes. Late Cenozoic seawater is notable for a sharp rise in the 87Sr/86Sr
ratio as recorded by dated carbonate rocks. Principal sources of Sr to
the ocean include input from rivers from continental weathering and
deep ocean basalt—seawater reaction. Continental rocks are on the av-
erage higher in 8”Sr/%Sr than are submarine basalts. Thus, it has been
hypothesized that the increase in oceanic ”Sr/#Sr during the late Ceno-
zoic was due to globally increased rates of weathering and input of stron-
tium from the continents due to mountain uplift. Because most Sr occurs
substituted for Ca in minerals, past Sr weathering fluxes presumably
can be related to past Ca fluxes and rates of uptake of CO, via the weath-
ering of Ca silicates.

Quantitative estimates of the increase in silicate weathering rate due
to Himalayan uplift have been made by Richter et al. (1992) based on
the marine Sr isotopic record. However, changes in the 87Sr/%Sr value
for the ocean can also be due to changes in the average 87Sr/86Sr of the
rocks being weathered rather than due to changes in global weather-
ing rate. This latter conclusion has been emphasized by a number of
studies (e.g., Edmond, 1992; Blum et al., 1998; Galy et al., 1999). These
studies found that the rocks of the high Himalayas are exceedingly
radiogenic and that much of the radiogenic Sr, as well as Ca, in Hima-
layan rivers is derived from the weathering of carbonates, not silicates.
Because carbonate weathering, as pointed out in the Introduction, does
not lead to changes in CO, on a multimillion-year time scale, the use
of 87Sr/86Sr to deduce changes in weathering rates has fallen into gen-
eral disfavor, along with the idea that the Himalayas played a role in
bringing about a late Cenozoic drop in CO, (e.g., Blum et al., 1998;
Jacobson et al., 2003).
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However, the Himalayas and other mountain chains still must have
some importance to global weathering and the long-term carbon cycle.
Once corrections for carbonate weathering are made, the chemical
weathering rate of silicates can be deduced, and this has been done
for two small Himalayan watersheds (West et al., 2002). West et al.
found that in the high Himalayas silicate weathering is low and domi-
nated by carbonate weathering, as found by the studies cited above,
but in the Middle Hills and Ganges Basin silicate weathering is rapid
and, on an areal basis, equivalent to other areas noted for their rapid
silicate weathering rates. The high weathering rate is ascribed by West
et al. to the input of fresh eroded material from the high Himalayas to
the hot, wet, and heavily vegetated foothills. Perhaps the major role
of high mountains at low latitudes, such as the Himalayas, is to pro-
vide abundant, physically eroded, fresh bedrock material to weather-
ing at lower elevations.

Another area of the world where mountain uplift during the Miocene
may have had a major effect on atmospheric CO, due to enhanced weath-
ering is the exhumation of the northern New Guinea arc terrain (Reusch
and Maasch, 1998). The uplift of a volcanic arc to become a mountain
belt would result in a change from net CO, release to the atmosphere
via volcanism to net uptake via weathering of the volcanics and associ-
ated sediments. Weathering in this area would have been accelerated
by the warm, wet climate at that time (and at present). Basalts, the major
volcanic rock type in this situation, would weather more rapidly than
the more granitic composition of the Himalayas (see “Lithology and
Weathering” in this chapter).

A more serious problem with strontium isotope modeling, as applied
to the mountain uplift hypothesis for atmospheric CO, control, has been
ignoring mass balance in the carbon cycle. Raymo (1991) and Richter
et al. (1992), based on Sr isotope modeling, call for an increase in rates
of CO, uptake by silicate weathering during a period when there was
no known increase in rates of CO, supply to the atmosphere by volca-
nic/metamorphic degassing. As pointed out by Kump and Arthur (1997)
and Berner and Caldeira (1997), because there is so little CO, in the at-
mosphere (and oceans with which it exchanges carbon), an excess of
atmospheric output over input leads to a rapid drop of CO, to zero in
less than a million years. If mountain uplift leads to increased atmo-
spheric CO, uptake, with no accompanying increased input to the at-
mosphere from volcanism, then another counterbalancing process with
decreased uptake is necessary. The simplest counterbalance is a decel-
eration globally of weathering due to lower temperatures accompany-
ing lower CO, levels. In this way the actual rate of CO, uptake by
weathering does not change; it is controlled by the rate of emission of
CO, to the atmosphere. Instead, acceleration due to uplift is balanced
by deceleration due to global cooling, and atmospheric carbon mass
balance is maintained (Berner, 1991,1994; Kump and Arthur, 1997;
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Francois and Godderis, 1998). In this way the atmospheric greenhouse
effect (see next section) serves as a negative feedback for stabilizing
CO, and climate against possibly large perturbations such as mountain
uplift.

Nonetheless, it is still possible to use strontium isotope in a long-term
carbon cycle model. One approach (Berner and Rye, 1992) is to ensure
carbon mass balance while letting the variation of 87Sr/#Sr be due to
changes in the relative proportions of granite (high 87Sr/#Sr) weather-
ing versus basalt (low 87Sr/®Sr) weathering on the continents. In this
case variations in oceanic #’Sr/#Sr do not represent changes in anything
other than the source of the strontium. This approach has been suggested
recently by studies that emphasize the quantitative importance of ba-
salt weathering over time (Dessert et al., 2003).

Another approach is to assume that the 87Sr/8Sr of rocks undergoing
weathering on the continents varies with time without specifying the
rock types and that higher 87Sr/8Sr implies faster weathering. The idea
is that old, highly radiogenic rocks are characteristic of the cores of oro-
genic mountain belts and that the highly radiogenic signature is a sign
of increased weathering due to mountain uplift and the exposure of the
old radiogenic rocks to weathering. In this way there is a loose connec-
tion between the Sr cycle and the C cycle without imbalances in either.
I adopted this approach (Berner, 1994) in terms of an adjustable corre-
lation parameter between #”Sr/8Sr and the acceleration of weathering.
The appropriate expression derived in that study is:

fR(t) =1-L [(Rocb(t) - Rocm(t))/(Rocb(t) - 0700)] [21)
where

fr(t) = dimensionless parameter expressing the effect of moun-
tain uplift on CO, uptake by the weathering of Ca and Mg
silicates
Roem(t) =measured 87Sr/8Sr value of the oceans as recorded by
limestones
R, (t) = calculated 87Sr/86Sr value for the oceans for submarine
basalt—seawater reaction alone
L =adjustable empirical parameter expressing the effect of
87Sr/8Sr on weathering rate.

The values of R y(t) were calculated from changes in the rates of
basalt—seawater reaction assuming that they directly follow changes in
rates of seafloor production (for a detailed discussion of seafloor pro-
duction and spreading rate, see chapter 4). Excess values of measured
87Sr/86Sr over the calculated R, (t) values are assumed in equation
(2—-1) to reflect increased input of radiogenic St from the continents. The
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parameter L is varied in the GEOCARB carbon cycle model (Berner,
1994) to investigate sensitivity of Sr isotope variation to calculated at-
mospheric CO, level.

A more direct approach to mountain uplift and weathering is to esti-
mate actual rates of continental erosion over geologic time. This has been
done recently and incorporated into long-term carbon cycle models
(Berner and Kothavala, 2001; Wallmann, 2001). A direct measure of
global erosion in the geological past is the global rate by which silic-
iclastic rocks (sandstones and shales) were deposited. Such rocks, by
definition, are derived by physical erosion. The abundance of sandstones
plus shales over the Phanerozoic has been estimated from studies of
thousands of rock occurrences by Ronov (1993). The data, listed for ages
going back every 10-30 million years, has been fitted with an exponen-
tial decay relation representing, as a first-order approximation, the loss
of the rocks as a result of their own erosion (Wold and Hay, 1990). The
proper expression for this is:

AV/At = (AV/At), exp (k1) (2.2)
where

T = mean age of a given volume of rocks deposited over the
time span At
AV = volume of rocks of age span At
(AV/At), = rate of deposition at “present”
k = erosion decay coefficient (assumed constant).

Values of AV/At are determined from the data of Ronov (1993) for 27 age
spans ranging from the Miocene to the lower Cambrian. A plot fitted to
the Ronov data is shown in figure 2.1. To avoid overly biasing the fitted
curve by including excessive erosion accompanying the Plio-Pleistocene
glaciation, “present” is assumed to represent the mid-Miocene (15 Ma).
Also, use of a constant value for k assumes that the probability of erosive
loss does not change with time. Deviations of each time span data point
above and below the exponential curve can then be interpreted as origi-
nal increases or decreases in global sedimentation (i.e., erosion) rate rela-
tive to that at present (Wold and Hay, 1990). In other words,

Rdepn(t) = [AV/Atron/AV/Atexp] Rdepn(o) (23)

where Rgep,(t) = rate of deposition at time t, and the subscripts ron and
exp refer, respectively, to the measured values of Ronov and the expected
values for each time for simple exponential decay. The symbol (o) re-
fers to the Miocene present. This expression can be recast in terms of a
dimensionless parameter:
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Figure 2.1. Exponential fit to the data of Ronov (1993) for the volume of sandstones
and shales per unit time plotted against geological age. (Modified from Berner and
Kothavala, 2001.)

ferosion (t) = Rdepn(t) / Rdepn(o) (24)
= [AV/Aton/AV/Aty, ]

Finally, based on the findings of a log-log linear relation between physi-
cal erosion rate and silicate weathering rate for the world’s major rivers
(Gaillardet et al., 1999), one can express the relative effect of mountain
uplift and erosion on the rate of chemical weathering of Ca and Mg sili-
cates as the dimensionless parameter:

fr(t) = [forosion (D122 (2.5)

Equation (2.5) is another derivation for the parameter f;(t) (see equa-
tion 2.1). A cubic fit to values of fz(t) over Phanerozoic time is shown in
figure 2.2. Included also in figure 2.2 are the results for f3(t) calculated
from strontium isotopes via equation (2.1) using L = 2. It is interesting
that isotope-based fi(t) values are in very good agreement with the curve
fit to the sediment data. This agreement between two independent
methods suggests that the use of Sr isotopes to describe the effect of
mountain uplift on silicate chemical weathering has some validity.

Plants and Weathering
There is little doubt that land plants accelerate the chemical weather-

ing of silicate minerals (for a summary, consult Berner et al., 2003). This
is accomplished in a variety of ways. First, rootlets (+ symbiotic micro-
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Figure 2.2. Plot of fy(t) versus time based on Sr isotope modeling and on the abundance
of Phanerozoic terrigenous sediments (sandstones and shales). The curve is a cubic fit to
the sediment abundance data. The parameter fg(t) is a measure of the effect of physical
erosion on Ca and Mg silicate weathering. (Modified from Berner and Kothavala, 2001.)

flora such as mycorrhizae) secrete organic acids and chelates that attack
primary minerals in order to gain nutrients. The principal weathering-
supplied nutrients are Ca, K, and Mg. The nutrients that are liberated
from minerals can be taken up by the growing plants or lost from the
soil via drainage. When the plants eventually die, part of their nutri-
ents are taken up by new plants, but part is also lost in the drainage.
Over time the biogeochemical cycling of the nutrients results in loss to
streams and eventually to the ocean. As a result, land plants accelerate
the transfer of dissolved Ca and Mg, and associated HCO,~, from the
continents to the oceans, leading to an increased uptake of atmospheric
CO, during weathering (reaction 1.1).

Of special interest is the liberation of nutrients from specific miner-
als. Field observations (April and Keller, 1990; Griffiths et al., 1996;
Berner and Cochran, 1998; van Breeman et al., 2000) show that roots and
the hyphae of mycorrhizae can penetrate into rocks and selectively dis-
solve those minerals rich in Ca and K. This is accomplished by the se-
cretion of organic acids, which supply both hydrogen ions and chelating
agents (such as oxalate) for the complete dissolution of the minerals.
Complete dissolution is shown by molds of preexisting crystals. Selec-
tive biologically induced dissolution of a normally less reactive min-
eral (plagioclase) in a normally more reactive matrix (volcanic glass) is
illustrated in figure 2.3. This shows the importance of vegetation in
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Figure 2.3. Dissolution of a plagioclase phenocryst in basalt by a presumed fungal
hypha. The entry tube formed by the hypha to the phenocryst is open to the outside of
the rock, which was originally connected to a plant root that was accidentally removed
during sample preparation. The plagioclase is preferentially dissolved, presumably
because of its higher Ca content, relative to the surrounding glassy matrix. (Modified
from Berner, 1995.)

bringing about silicate weathering (similar photomicrographs can be
found in Berner and Cochran, 1998).

Land plants can bring about enhanced weathering in additional ways.
Organic litter accumulates in soil and undergoes microbial decomposi-
tion to organic acids and carbonic acids, which provide additional H* and
chelates for mineral dissolution. Plants recirculate water via evapotrans-
piration. For example, much of the rainfall in heavily forested regions,
such as the Amazonian lowlands, is formed from the condensation of
recirculated water transpired from the trees (Shukla and Mintz, 1982). In
this way the trees act as natural soxhlet extractors whereby dilute recir-
culated water is constantly added to the soil for mineral dissolution.

It is often stated that plant roots protect land from erosion, and this
can be interpreted as inhibiting chemical weathering by keeping under-
lying bedrock minerals from being exposed to weathering. However, this
applies only to areas where all primary minerals have been removed
from the soil by weathering and removal of the soil cover is limited. In
areas of moderate slope, plants hold soil against erosion and allow
moisture adsorbed on clays to build up, which enables continued dis-
solution of primary minerals still disseminated in the soil (Drever, 1994).
In the absence of vegetation, rapid erosion can expose bare bedrock,
which holds less moisture, so that less weathering takes place because
of shorter water-rock contact time.
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Although much has been learned about plants and weathering by
studying modern ecosystems (e.g., Likens et al., 1977), what is needed
in studying the Phanerozoic carbon cycle is the quantitative significance
of plants as they affect CO, uptake during weathering. Vascular plants
invaded the continents during the early Paleozoic (Gensel and Edwards,
2001), but it was not until the Devonian that large plants with deep roots,
such as trees, became really important. Large vascular plants must have
weathered rocks faster than the algae, lichens, or bryophytes that pre-
ceded them (Berner, 1998). This is because trees have vast rootlet sys-
tems that expose a large interface between roots and minerals, allowing
for the rapid uptake of nutrients to form large, fast-growing bodies. In
contrast, even though there is evidence that they weather minerals
(Barker and Banfield, 1996; Aghamiri and Schwartzman, 2002), lichens
are small, have a small interface with rocks, and grow very slowly. Thus,
for algae, lichens, and bryophytes there must be slower biogeochemi-
cal nutrient cycling and, thus, slower weathering. The rarity of soils
developed under lichens, as compared to those under trees, attests to
the efficacy of trees in accelerating weathering to a much greater extent.

The quantitative effect of trees, relative to mosses and lichens, on rates
of weathering has been estimated by field experiments (table 2.1). This
is a difficult task because it is necessary to hold constant all other fac-
tors that affect weathering, such as climate, relief, and lithology, to dis-
cern the vegetational effect. As a result there are only a few studies of
this sort. Drever and Zobrist (1992) used water chemical analyses to
examine the rate of release of HCO;~ from watersheds of relatively uni-
form granitic lithology and relief at different elevations in the southern
Swiss Alps. They found that the weathering flux was about 24 times
higher under forested land than that above the tree-line (where lichens
and bryophytes are present). After correcting for the change of tempera-
ture with elevation as it affects weathering rate, their results show that
plants accelerate CO, uptake during weathering by a factor of about 8.

Table 2.1. Ratio of weathering fluxes from vegetated areas versus areas
sporadically covered by mosses and lichens.

HCO; Mg Ca Si Reference
Iceland?
Birch/moss 3 4 3 2 Moulton et al., 2001
Conifer/moss 3 4 3 3 Moulton et al., 2001
Southern Swiss Alpsbc 8 — —_ 8 Drever and Zobrist, 1992
Colorado Rocky Mts.b Na + K + Mg + Ca=4  Arthur and Fahey, 1993

aTree storage plus runoff.

bRunoff only.

¢Corrected for temperature by elevation.
A dash means no data.



22 The Phanerozoic Carbon Cycle

The effect on release rate of total cations in drainage, by the presence
and absence of forests on adjacent land areas, has been studied by Arthur
and Fahey (1993) at a high-elevation granitic site in Colorado, USA, and
their results indicate acceleration by the trees of a factor of about 4.

The effect of trees versus mosses and lichens during basalt weather-
ing has been studied by Moulton et al. (2000) in Iceland. Iceland was
chosen for this work because small areas of forested and nonforested
land were found adjacent to one another on the same rock type under
the same relief, elevation, and microclimate. Also, Iceland receives no
anthropogenic acid rain, and basalt weathering is especially important
to the long-term carbon cycle because it consists of highly weatherable
Ca and Mg silicate minerals (Dessert et al., 2001). Moulton et al. looked
at the drainage release and storage in trees of Ca and Mg and found an
acceleration of weathering by a factor of 3—4 over the adjacent moss-
and lichen-covered ground (table 2.1).

The data of Millot et al. (2003) suggest that there is an enhancement
of silicate weathering rate by vegetation in the Mackenzie River basin
of Canada. They found that the composition of stream waters from the
lowland plains are enriched in dissolved organic matter compared to
the mountainous headwaters and that the silicate weathering rates of
the plains rivers are 3—4 times faster than the mountain rivers. (Because
both areas are forested, their results are not listed in table 2.1.) Millot
et al. explain this difference by weathering rates to the higher content
of chelating organic compounds in the less well-drained organic-rich
soils of the plains. The results of Millot et al. are of special interest to
the study of the effect of plants on weathering because they show that
differences in vegetation can complicate any simple correlation between
relief and silicate weathering rate.

A criticism is sometimes offered that weathering studies of young grow-
ing forests, as listed in table 2.1, do not take into consideration the ulti-
mate attainment of thoroughly leached soils under old forests. Chadwick
et al. (1999) have shown that after about 20,000 years of weathering, ba-
saltic rocks in the Hawaiian Islands are leached of all nutrients, with the
result that trees no longer weather bedrock and become dependent on
rainfall and atmospheric dust for a continued supply of nutrients. Like-
wise, in the Amazonian lowlands, soils are so thick and thoroughly
leached that bedrock weathering has essentially ceased, and the only
supply of nutrients is that derived from the recycling of forest litter and
dead trees (Stallard and Edmond, 1983). These are valid criticisms, but
they only apply to flat ground. (The Hawaiian study examined only soils
on areas with low slopes.) Most weathering takes place on hillslopes where
there is sufficient gradient for removal of clay weathering products by
physical erosion. In areas of high rainfall and high slope, landsliding is
frequent and common (Stallard, 1995; Hovius et al., 1997), and this re-
sults in the uprooting and destruction of vegetation as well as the uncov-
ering of fresh bedrock for continued weathering. Following landslides new
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trees are reestablished, and if the landsliding is frequent enough, the state
of old forests with completely leached soils is never attained.

It is often misconstrued that an increase in the rate of silicate weath-
ering brought about by the rise of large vascular plants must have led to
the production globally of greater quantities of soil clays and that this
hypothesis could be checked by examining how the composition and
abundance of clay minerals may have varied over the Phanerozoic (e.g.,
Algeo and Scheckler, 1998). This reasoning is incorrect because of the
necessity of balancing the carbon cycle. The increased uptake of atmo-
spheric CO, by vegetation-assisted weathering must have been balanced
either by greater inputs of CO, to the atmosphere from volcanic/meta-
morphic degassing and/or by other counterbalancing processes that
decelerate the rate of weathering. As pointed out earlier, there is very
little CO, in the atmosphere—ocean system, and a small imbalance in
the rates of CO, removal and addition can lead to loss of all atmospheric
CO, in less than 1 million years (Berner and Caldeira, 1997). There is
no evidence of an increase in degassing during the rise of the large vas-
cular plants, so there must have been a deceleration of weathering due
to another process or processes. The likely deceleration process was a
drop in CO, leading to a cooler earth via the atmospheric greenhouse
effect. In this way the acceleration of weathering by plants was almost
totally balanced by the deceleration of weathering by a drop in global
mean temperature. The drop in CO, was brought about by plant-assisted
weathering, but it occurred only as a small leak in an otherwise well-
balanced carbon cycle. After the rise of the large plants, a new steady
state between atmospheric CO, inputs and outputs was achieved at a
lower CO, level, but during the drop in CO, the actual rate of weather-
ing could have remained almost constant.

Of further interest to the Phanerozoic carbon cycle is the rise of an-
giosperms during the Cretaceous. How did this affect rates of plant-
assisted weathering? Studies of modern ecosystems do not provide a
clear answer. Moulton et al. (2000) found that in Iceland, the weather-
ing of basalt was 50% faster for angiosperms (dwarf birch) than for
gymnosperms (conifers) when normalized to biomass. Red alder (an-
giosperm) forest in the western Washington Cascade Mountain foothills
loses Ca and Mg eight times faster than adjacent Douglas-fir forest (gym-
nosperms) of similar age and biomass (Homann et al., 1992). In contrast,
Quideau et al. (1996), studying two experimental ecosystems in south-
ern California, concluded that gymnosperms (pine) release Ca and Mg
from primary minerals faster than angiosperms (scrub oak). In an area
of northern Minnesota, Bouabid et al. (1995) found that plagioclase, of
fixed Ca/Na composition, exhibited approximately equal degrees of
surface etch pitting in soils underneath stands of pine and oak-basswood.
Augusto et al. (2000) inserted weighed mineral samples under a vari-
ety of stands of confers and hardwoods of northern France and found
that after 9 years there was a distinctly greater mass loss of plagioclase
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under the conifers relative to the hardwoods. These results point to a
need for further study using carefully defined experiments before any-
thing can be said about how the rise of angiosperms may have affected
the long-term carbon cycle.

In GEOCARB long-term carbon cycle modeling (Berner, 1991, 1994;
Berner and Kothavala, 2001), the effect of plant evolution is expressed in
terms of the dimensionless parameter f;(t). The value of fi(t) is set equal
to 1 for the present, representing angiosperm-dominated weathering. For
the prevascular land-plant surface, a value <1 is chosen based on the field
studies discussed above (for example, an acceleration of weathering of a
factor of 8 would be expressed by fi;(t) = 0.125). For the transition from a
lichen/bryophyte world to that dominated by large vascular plants, the
value of fi(t) is assumed to rise linearly with time for about 30 million
years (380—350 Ma), reaching a new value at 350 Ma, characteristic of
weathering by gymnosperms (plus more primitive vascular plants). Dur-
ing the Cretaceous, a 50 million-year transition (130-80 Ma) from the
gymnosperm f(t) value to f5(t) = 1 for a angiosperm-dominated world is
assumed. After 80 Ma, fi(t) is assumed to stay constant at 1 (these ages
are in agreement with the latest paleobotanical literature; see Willis and
McElwain, 2002).

Plant-assisted weathering can respond to changes in atmospheric CO,
because plants grow faster at higher CO, levels. Many laboratory experi-
ments (e.g., Bazzaz, 1990) have shown that plants fix more carbon at
elevated CO, if growth is not limited by water, nutrients, or light. If plants
grow faster, they must take up nutrients faster, and, thus, weather rocks
faster. In this way there exists a biological negative feedback effect of
changes in CO, on weathering rate. Evaluation of this effect for a natu-
ral forest has been done by Andrews and Schlesinger (2001). They irri-
gated portions of a North Carolina pine forest with elevated levels of
CO, and compared the flux of dissolved bicarbonate in soil waters un-
der the irrigated and nonirrigated pine trees. They found a 33% increase
in HCO4 release (in other words, weathering rate) for a change of atmo-
spheric CO, from 360 ppm to 570 ppm.

This biological negative feedback effect has been parameterized in
GEOCARB modeling (Berner, 1994; Berner and Kothavala, 2001) by the
dimensionless parameter f5,(CO,) expressed as the Michaelis-Menton
equation:

f5,(CO,) = [2RCO,/(1 + RCO,)]" (2.6)
where

RCO, = mass of carbon dioxide in the atmosphere at some past time

divided by the mass at the preindustrial present (280 ppm)

n = exponent representing the efficacy of CO, in fertilizing
plant growth globally.
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The exponent n is used to indicate that plant growth at many localities
is not affected by changes in CO, because of limitation of growth by
nutrients, water, or light. The value n = 0 means no fertilization globally,
whereas a value of n =1 means that all plants globally respond to CO,
fertilization. A big problem, affecting both the modelling of the long-
term carbon cycle and future predictions of rises in atmospheric CO,,
is the value of n. A Michaelis-Menton formulation is used to express
that there is a limit to plant productivity, and thus a response to increas-
ing CO,, on land. Other more complex formulations have been offered
(e.g., Volk, 1989), but equation (2.6) is used as a simple first approxi-
mation for a process that is poorly understood.

Before the rise of large vascular land plants, there still must have been
a negative feedback for stabilizing atmospheric CO,. One such feedback
is the atmospheric greenhouse effect discussed in the next section. The
other is the direct effect of atmospheric CO, on weathering. In the ab-
sence of plants, increases in atmospheric CO, would still result in faster
weathering as CO,-enriched rain fell onto the land and additional CO,
diffused from the atmosphere into the soil. The principal weathering
agent in both cases would be carbonic acid. The buildup of high levels
of CO, and carbonic acid in soils at present, with diffusion out to the
atmosphere, is due to root respiration and the microbial decomposition
of organic matter. This would not happen on a biota-free land surface.
Such a simple situation of CO,-rich rain falling on the land or CO, dif-
fusing from the atmosphere into the soil and reacting with silicate min-
erals is represented by laboratory mineral dissolution experiments (e.g.,
see Lasaga, 1998, for a summary). If the kinetics of these experiments
are assumed for the biota-free situation, then an appropriate dimension-
less weathering rate expression is (see Berner, 1994, for further details):

fmy (CO,) = [RCO,]*5 (2.7)

where £ 5,(CO,) is the weathering rate for a biota-free land surface divided
by the same rate for a biota-free surface with the present level of atmo-
spheric CO,. The subscript nBb refers to no biology. The question remains
as to the applicability of equation (2.7) to a land surface populated by algae,
lichens, and/or bryophytes. More experimental work is needed to discern
the response of weathering brought about by these primitive organisms
to changes in CO,. In the absence of such data, GEOCARB modeling as-
sumes, as a first-order approximation, equation (2.7).

Atmospheric Greenhouse Effect and Weathering
Changes in the concentration of greenhouse gases affect both the tem-

perature and the hydrology of the continents, which in turn affect the
rate of uptake of CO, via silicate mineral weathering. The principal
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greenhouse gases of interest are CO, and CH,. (Although H,O is the stron-
gest greenhouse gas, it is buffered by evaporation and condensation that
is driven by external factors such as solar radiation and the CO, green-
house effect.) The buildup of CO, in the atmosphere can lead to higher
temperatures, more rain on the continents, more runoff, and thus faster
weathering. It is well established that minerals dissolve faster at higher
temperatures and with greater rainfall (e.g., Jenny, 1941). Thus, changes
in weathering rate induced by variations in CO, can serve as a negative
feedback for stabilizing global temperature (Walker et al., 1981; Berner
et al., 1983). This is illustrated in figure 2.4 in terms of a simple sys-
tems analysis feedback diagram.

The effect of changes in concentrations of methane can be important
to weathering only when it becomes the dominant greenhouse gas. This
was probably the case for the Archean (Pavlov et al., 2000) and possi-
bly much of the Proterozoic (Schrag et al., 2002; Pavlov et al., 2003).
However, for the Phanerozoic this was unlikely because of the presence
of relatively high levels of O, (compared to the Precambrian). Because
CH, is rapidly oxidized to CO, in the atmosphere (residence time of
atmospheric CH, is only about 10 years), Phanerozoic levels of CH, prob-
ably never were high enough over sufficiently long periods to act as the
dominant greenhouse gas.

Results of general circulation models (GCMs) for global mean surface
temperature versus CO, concentration can be represented rather well
by the simple expression (Berner, 1991):

Weathering
Ca-Mg
Silicates

Rainfall
Runoff

Temperature |

Figure 2.4. Systems analysis diagram for the greenhouse-silicate weathering feedback.
In such diagrams arrows with bullseyes represent negative response; without arrows
positive response. A complete cycle with an odd numbers of bullseyes means negative
feedback and stabilization; a complete cycle with an even number of bullseyes, or no
bullseyes, means positive feedback and (normally) destabilization.
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T(t) — T(0) = T In RCO, (2.8)
where

T (t) = global mean surface temperature at some past time
T(0) = global mean surface temperature for the present
RCO, =ratio of mass of CO, in the atmosphere at time t to that at
present
I' = coefficient derived from GCM modeling.

For the purpose of studying the carbon cycle on a Phanerozoic time scale,
the “present” can be assumed to be preindustrial with a CO, concentra-
tion of 280 ppm and a global mean temperature of 15°C.

The effect of temperature on the rate of primary mineral dissolution
during weathering can be deduced both from laboratory and field stud-
ies. To represent the temperature effect, it is common to employ the
“activation energy,” which practically is a measured temperature coef-
ficient. The so-called Arrhenius expression used for this purpose is:

In (J /],) = (AE/R)(1/T, — 1/T) (2.9)
where

T = absolute temperature in degrees K
T, = absolute temperature for some standard state (here assumed
to be 288°C the present global mean surface temperature
AE = activation energy
R = gas constant
] = dissolution rate in terms of an equivalent weathering uptake
of CO, to form dissolved HCO;~. Units are mass per unit vol-
ume of soil (regolith) water per unit time
J, = dissolution rate for the standard state.

The results of laboratory studies on silicate dissolution (Brady, 1991;
Blum and Stillings, 1995; White et al., 1999), in terms of activation en-
ergy, are shown in table 2.2. For mathematical convenience equation
(2.9) can be rewritten as:

In (J/J,) = (AE/R) (T = T,)/TT, (2.10)
Because T and T, are large numbers that are rather close to one another
at earth surface temperatures, their product can be considered as essen-

tially constant, so that, solving for J,

J /], =exp [Z(T - T,)] (2.11)
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Table 2.2. Activation energies for silicate rock and mineral
dissolution.

Rock or mineral AE (kJ/mol) Reference

Laboratory experiments

Olivine 38-86 Brady, 1991 (compilation)
Enstatite 41-80 Brantley and Chen, 1995
Diopside 50-150 Brady, 1991 (compilation)
Wollastonite 72 Brady, 1991 (compilation)
Na-plagioclase 60 Blum and Stillings, 1995
K-feldspar 52 Blum and Stillings, 1995
Granite/granodiorite 47-60° White et al., 1999
Granite/granodiorite 53-71b White et al., 1999

Field studies

Plagioclase 77 Velbel, 1993
Plagioclase 97 Brady et al., 1999
Plagioclase 55¢ Brady et al., 1999
Olivine 89 Brady et al., 1999
Olivine 48 Brady et al., 1999
Granite/granodiorite 512 White et al., 1999
Basalt 42 Dessert et al., 2001

@Based on silica dissolution.
bBased on Na dissolution.
°Mediated by lichens.

where Z is equal to AE/RTT, (symbolized as ACT in Berner and
Kothavala, 2001). Equation (2.11) is a form that is especially useful in
carbon cycle modeling.

Field studies (Velbel, 1993; Brady et al., 1999; White et al., 1999;
Dessert et al., 2001) have shown that for a given rock type one can dis-
cern a temperature effect on weathering rate providing that variations
in relief and other factors are limited. Results of these studies have been
summarized in terms of activation energies and are also shown in
table 2.2. In general there is agreement between field studies and ex-
perimental studies indicating that the rate-limiting step in the dissolu-
tion of the primary minerals is the same in the field as in the lab. Judging
by the rather high values for AE, this must involve reactions at the min-
eral surface and not diffusion of dissolved species to and from the sur-
faces. (For a detailed discussion of mineral dissolution mechanisms, see
Lasaga, 1998.)

To convert weathering fluxes ] to riverine fluxes of HCO;~ to the
oceans, some additional calculations are necessary. First, we need to
know the global mean concentration of dissolved HCO,~ in river water
derived from Ca and Mg silicate weathering. Following Berner (1994),
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we assume, as a first approximation, that for a “global regolith” at steady
state,

J=(rA/V)C (2.12)
where

C = global average concentration of dissolved HCO;~ from silicate
weathering, in mass per unit volume, in the regolith pore so-
lution and eventually in river water

r = global mean runoff (volume per unit time per unit area)

A = surface area of that portion of the continents undergoing sili-
cate weathering

V = volume of water contained in the global regolith.

Now
V = hA® (2.13)

where h is the mean thickness of the global regolith, and @ is its mean
porosity. Combining (2.12) and (2.13) and solving for C,

C = hoj/r (2.14)

Now, it has been shown (Berner, 1994) from a variety of field studies of
rivers that

C =kr 0% (2.15)

This demonstrates the effect of dilution as a result of increasing runoff.
The same form of this expression can be independently derived from
equation (2.14) (Berner, 1994), resulting in

C=®KkJ 03 (2.16)

where k' is a parameter expressing the relation between the mean thick-
ness of the global regolith and runoff. Equation (2.16) is used to convert
J to C to determine the global flux of HCO;~ from silicate weathering.

In doing carbon cycle modeling, it is important to remember that it
is the temperature of the land actually undergoing weathering that is
relevant. Thus, the use of global mean temperature (which includes the
oceans) as it relates to CO, level (equation 2.8) is an oversimplification.
However, in the absence of available paleo-land temperature versus CO,
data, modeling to date has been forced to use this simplification (e.g.,
Walker et al., 1981; Berner, 1994; Wallmann, 2001). Furthermore, the
mean temperature of the land is inappropriate because it includes areas
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of glaciers or deserts where there is virtually no chemical weathering.
An attempt to apply a more rigorous approach, by looking at the rela-
tion between CO, and the temperature of land with precipitation
>25 cm/year (no deserts) and a mean yearly temperature >—5°C (no gla-
ciers), has been applied to a GCM study of weathering during the Creta-
ceous (80 Ma) by Kothavala, Grocke, and Berner (unpublished ms).

Besides temperature, rainfall and the flushing of the regolith is also
important in weathering. With all other factors held constant, flushing
can be represented by runoff from the land. Runoff is affected by changes
in both local and global climate. Local climate is a function, on a geo-
logical time scale, of continental drift as land areas pass from dry to wet
climatic zones. This effect of paleogeography on runoff will be discussed
in the next section. Concern here is with the effect of changes in global
mean temperatute, due to the greenhouse effect, on runoff. The relation
between global mean temperature and runoff can be deduced from GCM
models, but to my knowledge this relation has not been calculated for
the distant past with paleogeographies different from that at present.
Using present geography, Berner and Kothavala (2001) deduced, on the
basis of GCM modeling, the expression:

r(T)/x(T,) = 1 + Y(T = T,) (2.17)

where r represents runoff, T is global mean temperature at some past
time, and T, is that for the preindustrial present. Y is an empirical pa-
rameter fit to the GCM results (symbolized as RUN in Berner and
Kothavala, 2001).

Calculation of the global weathering uptake of atmospheric CO, and
riverine flux of HCO;~ to the oceans is done according to

Flux = C(T) r(T) (2.18)

where flux is in mass per unit of land area. To normalize weathering to
that at present, we have

t3(T) = [C(T)/C(T,)] [x(T)/x(T,)] (2.19)

where f3(T) equals flux (T)/flux (T,), the dimensionless parameter ex-
pressing the effect of global mean temperature on the uptake of CO, to
form dissolved HCO;~ via the weathering of silicates. Assuming that the
parameters @ and k' do not change with temperature, we obtain from
equations (2.16) and (2.19):

f5(T) = [J(TY/J(T,)] [x(T)/x(T,)1%% (2.20)

To combine the effects of temperature on runoff with that on dissolu-
tion rate, we obtain from equations (2.17) and (2.20):
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£5(T) = [J(T)/J(T)] [1 + Y(T — T,)1°% (2.21)

which on substituting equation (2.11) yields
f5(T) = explZ(T - To)l [1 + Y(T - T,)]>% (2.22)

Finally, to obtain the greenhouse effect of CO, on the rate of silicate
weathering uptake of CO, to form HCO;~, we combine equation (2.22)
with the GCM greenhouse equation (2.8) to obtain the nondimensional
greenhouse parameter f5,(CO2) (subscript g stands for greenhouse):

£3,(CO,) = (RCO,?) (1 + YT In RCO,)0 (2.23)

A plot of equation (2.23), which represents the greenhouse-caused
negative feedback response to changes in atmospheric CO,, is shown
in figure 2.5.

Solar Radiation, Cosmic Rays, and Weathering

As emphasized in the previous section, the rate of mineral dissolution
during weathering is a function of the temperature of the land. Besides
the atmospheric greenhouse effect, there is also the effect of changes in
solar radiation on both global and land surface temperature. It is well
documented by solar physicists (Endal and Sofia, 1981; Gough, 1981)
that the gradual evolution of the sun over geologic time has resulted in
increasing levels of radiation reaching the earth. On a geologic time scale
the effect has been dramatic. At 4 Ga the level of radiation is estimated
to have been 30% less than today, which means that the oceans should
have been completely frozen. However, the presence of water-lain sedi-
ments at that time indicates that some other warming process must have
been present to avoid global oceanic freezing. The generally agreed upon
culprit is a very strong atmospheric greenhouse effect due either to very
high levels of CO, (e.g., Kasting and Ackerman, 1986) or of CH, (e.g.,
Pavlov et al., 2000).

Over the Phanerozoic solar evolution has continued to increase lin-
early, starting at a level of about 6% less than now at the start of the
Cambrian. This is still a dramatic effect. The level of elevated atmo-
spheric CO, necessary to counter this reduced radiation, in order to
attain a global mean surface temperature the same as at present, can be
calculated simply via a modification of equation (2.8):

T(t) — T(0) =T In RCO, — Ws(t /570) (2.24)

where Ws expresses the effect on temperature of the linear increase in
solar radiation with time. Using the values for Ws (7.4) and T (3.3°C)
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Figure 2.5. Plot of fz,(CO,) versus RCO,. The variable fg5(CO,) is the nondimensional
factor expressing the effect of temperature, as controlled by the atmospheric greenhouse
effect, on silicate weathering. RCO, is the ratio of CO, concentration at some past time
to that at present. The relation between the two parameters is given by equation (2.23)
with Z = 0.09, Ws = 7.4, and T’ = 4°C. The reduction in slope of the curve with increasing
RCO, reflects the fact that with increasing CO, levels the atmospheric greenhouse effect,
per unit change in CO,, diminishes.

for the Cambrian, based on the NCAR CCM-3 GCM model (Berner and
Kothavala, 2001) indicates that to maintain the same global mean sur-
face temperature at the beginning of the Cambrian (550 Ma) as at present
would require a value of RCO, of 8.7, or about nine times higher than
today. This illustrates the importance of including variations in solar
radiation in carbon cycle modeling over long geologic times. A plot of
RCO, versus time necessary for the temperature to be the same as at
present is shown in figure 2.6.

Recently it has been suggested that the passage of the solar system
through arms of the Milky Way galaxy results in increased fluxes of
cosmic rays toward the earth because of a greater density of supernovas
in the spiral arms (Shaviv, 2002). Reactions of atmospheric gases with
cosmic rays produce ions that can serve as cloud condensation nuclei.
Thus, an increase in cosmic ray bombardment of the earth could lead
to greater cloudiness and global cooling. Shaviv states that the major
glaciations of the Phanerozoic can be explained as occurring during
periods of spiral arm passages (although his predicted large Jurassic
glaciation does not exist). If this hypothesis has merit and (it needs more
verification), then an additional mechanism can be called upon to af-
fect the rate of silicate weathering. However, greater cloudiness, while
leading to cooling and slower mineral weathering, could also lead to
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Figure 2.6. RCO, versus time for the situation where the increase of solar radiation with
time is balanced by a diminishing CO, greenhouse effect to maintain mean annual
surface temperature at all times to be the same as at present. Deviations from a smooth
curve are due to changes in the value of the greenhouse coefficient T" over time.

greater rainfall and faster weathering. Thus, it is not clear what the ef-
fect of changes in cosmic ray flux could have had on weathering rate.

Continental Drift: Effect on Climate and Weathering

The actual site where weathering occurs depends on the local climate.
I have already shown how local climate may vary with time due to
changes in global climate as a result of changes in greenhouse gas con-
centration, solar radiation, and so on. However, local climate can also
vary because of changes in the position and size of the continents as a
result of continental drift. This is a unique feature of the long-term car-
bon cycle. A simple argument, whereby a land mass is moved from the
pole to the equator, illustrates how change in location can lead to great
changes in temperature, rainfall, and the rate of CO, uptake by silicate
weathering (Worsley and Kidder, 1991).

One approach to the problem of climate change due to changing pa-
leogeography is to assume the same latitudinal climate zones in the past
as exist at present. Then, by moving the continents across paleolatitudes,
one can sum up the total evaporation and rainfall for each zonal land
segment and add those for all segments to obtain total global river dis-
charge. This has been done by Tardy et al. (1989). (A more up-to-date
review of the effects of paleogography on chemical weathering is given
by Tardy, 1997.)
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Although the Tardy (1989) approach is a useful first-order attack on
the problem of paleogeography, climate, and weathering, it misses effects
due to changes in continental size and topography. Larger continents,
especially those with coastal mountains, should experience more exten-
sive monsoonal climate and have very dry interiors (rain shadows) with
wet margins (orographic rainfall). This is exemplified especially by the
supercontinent Pangea (e.g., Kutzbach and Gallimore, 1989). To approach
all aspects of the effect of changing paleogeography on climate and weath-
ering, it is necessary to combine paleogeographic reconstructions (e.g.,
Scotese and Golonka, 1995) with paleoclimate modeling (e.g., Otto-
Bliesner, 1993; Barron et al., 1995; Hyde et al., 1999; Gibbs et al., 2002).
For the entire Phanerozoic it would be useful to have quantitative
paleoclimatic reconstructions covering most of this period, but so far this
has not been done. Attention has been focused on glaciations, the Creta-
ceous, and the Permian and Triassic, when Pangaea was at its largest size.

Parrish et al. (1982) has attempted to estimate rainfall patterns at
various times during the Phanerozoic, based on geological indicators
such as coals and evaporites. However, these results cannot be used to
estimate mean global runoff over time. Only a few attempts have neen
made to calculate runoff (as the difference between precipitation and
evporation) over appreciable portions of Phanerozoic time (Otto-Bliesner
1993, 1995; Fawcett and Barron, 1998; Gibbs et al., 1999). Only Otto-
Bliesner has considered the entire Phanerozoic. She used GCM modeling
and the paleogeographic reconstructions of Scotese and Golonka (1995)
to calculate global mean land temperatures and mean runoff for 13 times
spanning the Phanerozoic. Unfortunately, because of inadequate knowl-
edge of paleotopography over such a long time, Otto-Bliesner was forced
to assume flat, ice-free continents at sea level. Her results, as they af-
fect the rate of chemical weathering of silicates, have been incorporated
into GEOCARB modeling (Berner, 1994; Berner and Kothavala, 2001)
in terms of the dimensionless parameter:

fp(t) = runoff(t)/runoff(0) (2.25)

A plot of fy(t) versus time is shown in figure 2.7. To actually apply fy(t)
to the global rate of weathering, two modifications of equation (2.25)
are needed. First, the total riverine discharge of water from the conti-
nents is what is desired, and this is obtained from runnoff (which is
expressed per unit land area) by f,p(t) = fp(t)fs(t) where

fo(t) = land area(t)/land area(0) (2.26)

Second, for silicate weathering, to express the effect of dilution of dis-
solved HCO;~ at elevated runoff (see equation 2.20), one should use
fp(t)°%5. Thus, the proper term to be applied to the global weathering
flux would be
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Figure 2.7. Plot of fp(t) versus time. The parameter fp(t) represents the effect of
changes in paleogeography on global river runoff. Runoff is a major factor affecting
silicate weathering. The variable fp(t) is defined as global river runoff at a given past time
divided by that at present. High values of fy(t) represent times when a large proportion
of land area was in humid belts and low f(t) values when a large proportion was in dry
belts. Data based on the GCM model of Otto-Bliesner (1995).

fAp(t)265 = [(fp(t)fA(t)]0-65 (2.27)

In considering all factors affecting temperature as they relate to the
rate of weathering, one should add the change in land temperature, due
to changes in paleogeography, to the effects of the atmospheric green-
house effect and solar evolution. Thus, equation (2.24) is modified to

T(t) — T(0) =T In RCO, — Ws(t /570) + GEOG(t) (2.28)

where GEOG(t) = mean land temperature at a past time minus mean land
temperature at present, due solely to changes in paleogeography (in other
words, for constant solar radiation and constant atmospheric CO, con-
centration). The land temperature data of Otto-Bliesner (1995) can be
used for this purpose (Berner and Kothavala, 2001). As pointed out ear-
lier, the value of GEOG(t) should be based only on land where appre-
ciable chemical weathering can take place, which excludes deserts and
areas covered by glaciers. So far this has not been done.

Equation (2.28) can be substituted in equation (2.22) to consider all
factors that affect global mean temperature as it relates to weathering.
This results in a more complete nondimensional expression for the ef-
fect of atmospheric CO, level on the rate of silicate weathering and is
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represented by f3,CO, (subscript t stands for temperature). By substitut-
ing equation (2.28) in (2.22), we obtain:

£,,(CO,) = (RCO,)Z exp[ZGEOG(Y) — ZWs(t/570)] (2.29)
x {1 + Y[InRCO, — Ws(t/570) + GEOG(t)]}0-65

This is the complete expression used in GEOCARB modeling to express
the effect of changes in temperature on silicate weathering.

Another aspect of paleogeography, as it has affected weathering in
the past, is change in the area of land exposed to weathering, inde-
pendent of climate. The original approach to carbon cycle modeling
was simply that weathering rate is directly proportional to land area
(Berner et al., 1983; Fischer, 1983) through the use of equation (2.26).
However, this does not distinguish mountainous areas where fresh,
easily weathered Ca and Mg silicate minerals are constantly exposed
to weathering, from lowland areas where there is an extensive cover
of relatively unreactive secondary minerals. Changes in land area over
the Phanerozoic have been due largely to the transgression and regres-
sion of continental seas, and during sea-level low stands, the extra land
area is underlain largely by clay weathering products (shales) and
detrital primary minerals (sandstones), both of which are relatively
resistant to further chemical weathering. An exception to this gener-
alization is areas at the foot of high mountains, where rapidly eroded,
unweathered debris is delivered to nearby lowlands. An outstanding
modern example is the Himalayan foothills and the Indo-Gangetic
plain, which receive large amounts of freshly eroded material from the
Himalayas. Here, due to the presence of the unweathered primary
minerals, along with warmth and high rainfall, extensive weathering
takes place (e.g., West et al., 2002).

These observations make it difficult to decide whether to include
change in total land area (equation 2.24) directly in carbon cycle mod-
eling. Also, there is the problem that changes in large portions of land,
present as deserts and areas covered by glaciers, should not be included
in fs(t). The approach I have used so far is to exclude total land area
from the expression for the rate of CO, uptake by the weathering of sili-
cates (but not carbonates; see chapter 3) and to focus instead on the
importance of continental relief (Berner, 1994; Berner and Kothavala,
2001).

Lithology and Weathering

The dominant source of dissolved Ca and Mg during silicate weather-
ing is Ca contained in plagioclase (Mackenzie and Garrels, 1966; Garrels,
1967), Mg in ferromagnesian minerals such as pyroxenes, amphiboles,
and biotite, and both Ca and Mg in volcanic glass. Field studies of the
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rate of weathering of small areas of relatively uniform rock type, sub-
ject to similar climates and relief (Meybeck, 1987; Taylor and Lasaga,
1999), have shown that basalts weather faster then granites or other
acidic igneous and metamorphic rocks. This is mainly because of the
presence of highly calcic plagioclase, pyroxenes, and volcanic glass in
basalts, which dissolve more rapidly than the characteristic weatherable
minerals of granites and gneisses, sodic/calcic plagioclase, potassic feld-
spars, and micas (Goldich, 1938). As pointed out in the Introduction,
the weathering of Ca and Mg silicate minerals is of primary interest in
the long-term carbon cycle because the released Ca and Mg ions even-
tually are precipitated as carbonates in the oceans, whereas Na and K
do not form carbonates. Thus, basalt weathering is an important factor
in controlling atmospheric CO,. Gaillardet et al. (1999) and Dessert et al.
(2003) estimate that at present 25—-35% of total CO, uptake by silicate
weathering is accounted for by basalt weathering. In addition, episodes
of intense basaltic volcanism in the past could have resulted in net
atmospheric CO, removal, rather than CO, addition, as normally thought
(Dessert et al., 2003). This is because the consumption of CO, by the
subsequent weathering of the basaltic minerals can be greater than
the amount of CO, degassing accompanying the original extrusion of
the basalt.

Wallmann (2001) has emphasized the importance of subaerial ba-
salt weathering at subducting plate boundaries. There is a great de-
gree of volcanism there, and one can assume that the degree of eruption
varies in tandem with rates of subduction over geologic time. From
estimates of present-day subduction-zone volcanism, the assumption
that basalt weathering constitutes 25% of total CO, uptake by silicate
weathering (Gaillardet et al., 1999), and estimates of changes over time
in rates of seafloor spreading, Wallman calculated that there is an
overall enhanced uptake of CO, by adding this process to a long-term
carbon cycle model. A similar result, but of lesser magnitude, was
obtained by performing the same calculation with the GEOCARB model
(Berner and Kothavala, 2001).

Because calcite dissolves so much faster than any silicate mineral
(White et al., 1999) and because traces of it are common in crystalline
silicate rocks, such as veins and interlayers in metamorphic rocks (Ague,
2002) and inclusions in granite (White et al., 1999), chemical analyses
of waters draining crystalline rocks can lead to erroneous conclusions
about the source of solutes. Weathering in silicate terrains can produce
riverine water chemistry dominated by calcite and dolomite dissolution.
This is especially true of high mountain areas, such as the Himalayas
and the New Zealand Alps, where rapid erosion constantly exposes fresh
traces of calcite to dissolution (Blum et al., 1998; Jacobson et al., 2001).
Failure to correct for the calcite source of dissolved Ca in rivers drain-
ing silicate terrains has led to erroneous reasoning as to factors affect-
ing global chemical weathering (e.g., Raymo, 1991; Huh et al., 1998).
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Submarine Weathering of Basalt

The reaction of CO, dissolved in seawater with Ca and Mg silicate min-
erals in basalt can result in the formation of calcium and magnesium
carbonates within the basalt (Staudigal et al., 1989). This is an additional
process that could affect atmospheric CO,, because oceanic and atmo-
spheric CO, are in exchange contact. Some carbon cycle models include
this process as a major control on CO, (Brady and Gislason, 1997; Sleep
and Zahnle, 2001; Wallmann, 2001). The idea is simply that if atmospheric
CO, rises, the concentration in the ocean rises, and there is enhanced
uptake by submarine basalt weathering. In this way the process serves as
a negative feedback for stabilizing atmospheric CO,, and, in combination
with silicate weathering on the continents, this would lead to greater
dampening of CO, fluctuations over time. This process would have pro-
vided a more important feedback during the Precambrian (Sleep and
Zahnle, 2001) because of a thermally enhanced mantle-crust-ocean-
atmosphere carbon cycle in the early earth. Furthermore, Brady and
Gislason (1997) have suggested that increases in deep sea temperature,
due to the greenhouse effect of elevated CO,, could lead to increased
submarine basalt weathering and thereby act as an additional negative
feedback.

The impact of the process of submarine weathering on atmospheric
CO, over the Phanerozoic has been suggested to be minor to negligible
(Berner, 1991; Berner and Kothavala, 2001). Reasons for this conclusion
are as follows: (1) If the process is driven by changes in basaltic seafloor
creation (spreading) rate, as is assumed in all models treating this phe-
nomenon, then increased CO, uptake by faster seafloor spreading should
be counterbalanced by faster CO, emission due to thermal degassing at
mid-oceanic rises and subduction zones. (2) Caldeira (1995) demon-
strated that basalt weathering to CaCO; cannot respond appreciably to
changes in atmospheric and oceanic CO, because the pH of the intersti-
tial water in contact with the basalt is buffered to a high value, and basalt
dissolution is thereby greatly impeded. (3) Caldeira (1995) also showed
that the thermal feedback mechanism of Brady and Gislason (1997) is
untenable based on thermal gradients within oceanic crust. (4) Based
on strontium isotope analyses, Alt and Teagle (1999) stated that 70—
100% of the calcium in CaCO, found in altered submarine basalts is
derived from seawater, not from the basaltic minerals. This means that
most of the basalt is not actually being weathered but is simply provid-
ing a place for the interstitial precipitation of Ca** and HCO4~ from sea-
water. The neutral-to-alkaline interstitial seawater environment, due to
hydrolysis of the basalt (Caldeira, 1995), may serve to raise pH and in-
duce CaCOj precipitation. (5) Most Ca release from basalt is not due to
dissolution by CO, (as carbonic acid) but by exchange with dissolved
Mg in seawater (Alt and Teagle, 1999). (6) Assuming as a maximum that
30% of Ca is derived from basalt, and using the total formation rate of
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CaCOy in submarine basalts given by Alt and Teagle, insertion of this
degree of submarine weathering in the GEOCARB model (Berner and
Kothavala, 2001) results in a very minor change in calculated CO, levels.

During the distant geologic past, submarine basalt weathering may
have been more important than at present. In the present oceans more
carbonate is deposited in deep sea sediments than in submarine basalts,
and the carbonates later join in contributing to CO, degassing during
subduction, but with basaltic carbonate being a lesser contributor. Dur-
ing the period before 150 Ma when there is little evidence for deep sea
carbonate deposition (see chapters 3 and 4), it is possible that the sub-
duction of basaltic carbonate could have been a more important factor
in global degassing and in changes of atmospheric CO, level.

Summary

Much attention has been paid to the subject of silicate mineral weath-
ering and how it relates to the evolution of atmospheric CO,. As a re-
sult, the overall rate of uptake of atmospheric CO, over time is much
better understood than the rate of release of CO, via degassing (see chap-
ter 4). In the present chapter all of the major factors affecting silicate
weathering have been examined. This includes (1) physical erosion as
affected by mean continental relief; (2) temperature, as affected by the
atmospheric greenhouse effect; solar evolution, and continental drift;
(3) rainfall and runoff as affected by the greenhouse effect and conti-
nental drift; (4) land vegetation, as it evolved over time, and (5) lithology,
especially the difference in weathering rates between carbonates and
silicates and granites and basalts. Rate expressions for all these factors
were derived in this chapter and presented in terms of nondimensional
factors which can be applied to carbon fluxes involved in the long-term
carbon cycle.

Although weathering is better understood than degassing, there are
still some outstanding problems: (1) Is there a better method for quanti-
fying the role of physical erosion over time as it has affected chemical
weathering? (2) How have changes in the size and distribution of the
continents affected the temperature of rocks undergoing weathering and
the degree of flushing of these rocks by rainfall? (3) How did the rise of
large vascular land plants affect weathering rate? There have been only
a limited number of studies on this topic. (4) How did the rise of angio-
sperms affect weathering rate? This subject is poorly understood at
present. (5) What is the quantitative effect of cosmic ray fluxes on cli-
mate and weathering? (6) How has the abundance of basaltic rocks ex-
posed to weathering varied over time, and can the ratio of strontium
isotopes in the oceans be used as a measure of basalt weathering? This
all shows that there is still plenty to learn about silicate weathering and
it how it affects atmospheric CO, over geologic time.



Processes of the Long-Term
Carbon Cycle: Organic
Matter and Carbonate
Burial and Weathering

The organic subcycle of the long-term carbon cycle, where organic matter
burial and weathering are involved, constitutes the major control on the
evolution of atmospheric oxygen. It is also important as a secondary
factor affecting atmospheric CO,. Thus, it is important to better under-
stand the processes whereby organic matter is buried in sediments and
oxidized upon subsequent exposure to weathering during uplift onto
the continents. This is especially true of the Paleozoic rise of land plants,
which had a large effect on atmospheric CO, because of increased glo-
bal organic burial due to the addition of plant debris to sediments. The
burial of organic matter in marine sediments is impacted strongly by
the availability of the nutrient elements, phosphorus and nitrogen, so a
complete discussion of the cycling of organic carbon should involve
some discussion of the cycles of these elements.

Carbonate burial is the ultimate sink for CO, derived from the atmo-
sphere via the weathering of Ca and Mg silicates. The location of this
burial, shallow water shelves versus the deep sea floor, is important
because it affects the probability that the carbonate will be eventually
thermally recycled and the carbon returned to the atmosphere. Carbon-
ate weathering is the dominant process affecting river water composi-
tion and is a key component of the cycling of carbon. Its importance to
the long-term carbon cycle is that, in order to calculate the removal of
CO, from the atmosphere via Ca and Mg silicate weathering, it is neces-

40
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sary to correct total carbonate burial for that derived from carbonate
weathering.

Organic Matter Burial in Sediments

At present, sedimentary organic matter burial occurs in swamps, lakes,
reservoirs, estuaries, and in the open marine environment. The ultimate
sources of the organics are land vegetation and marine phytoplankton.
Also, soil organic matter, which is intimately associated with clay min-
erals, is eroded and transported to the sea by rivers (Hedges et al., 1994).
A major question is how much of the total global burial is of marine or
nonmarine origin. Recent work has shown that organic burial on land
is much higher than previously recognized, especially as a result of
human activities (Dean and Gorham, 1998; Stallard, 1998). In marine
sediments, quantitatively separating marine from terrrestrial origin is
difficult, but qualitative methods are available (e.g., Prahl et al., 1994).
There is no doubt that more organic matter is carried to the sea than is
buried there (Berner, 1982), which means that an appreciable propor-
tion of terrestrially derived organics are destroyed in seawater (Hedges
et al., 1997).

Within the oceans the locus of organic matter deposition and burial
has been shown to be mainly in river deltas and on other areas of the
continental shelves (Berner, 1982). Although sediments under areas of
upwelling and high productivity are very rich in organic matter, the total
burial in these areas is small compared to that in the organic-poor sedi-
ments of deltas and other near-shore depositional areas. Rates of sedi-
ment deposition in deltas, such as those of the Ganges/Brahmaputra and
Amazon rivers, are so large that, even with low organic carbon concen-
trations, the global deltaic and shelf burial flux of carbon is more than
80% of all marine burial (table 3.1).

A major question is how the rates of global organic matter burial have
varied in the geologic past. Knowledge of past global organic burial rates
is essential for modeling the evolution of both atmospheric oxygen and
carbon dioxide (see chapters 5 and 6). A key question is what were the
factors that brought about increased or decreased organic matter sedi-
mentation and preservation, the two steps leading to organic burial. For
the nonmarine environment, there is no doubt that the rise and evolu-
tion of land plants brought about greater organic sedimentation (see next
section). For the marine environment, there is some disagreement con-
cerning the relative roles of sedimentation and preservation, both at
present and in the past. There is no doubt that in the present ocean, more
than 99% of organic matter sedimented to the sea floor becomes
reoxidized, and not buried (Holland, 1978; Berner, 1989). However, it
is the small fraction that becomes buried that controls O, production
and CO, consumption, and this proportion could have varied in the past.
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Table 3.1. Present (prehuman) burial fluxes of organic carbon
in marine sediments.

Sediment type Flux (102 mol/year)
Deltaic-shelf sediments 4.4
Biogenous sediments underlying regions

of high productivity 0.5
Shallow-water carbonate sediments 0.2
Pelagic sediments (not overlain by regions

of high productivity) 0.2

Total 5.3

Values represent modern surface sedimentation rates and are corrected for 20%
loss of carbon during early diagenesis and an anthropogenic contribution of about
50%. Data from Berner (1982).

Increased burial over geologic time could have been brought about by
(1) increased global sedimentation of total solids (e.g., Berner and
Canfield, 1989); (2) increased global biological productivity and in-
creased organic sedimentation due to higher levels of dissolved phos-
phorus added to the oceans by weathering (e.g., Holland, 1994; Guidry
and Mackenzie, 2000); (3) increased preservation due to development
of anoxic bottom waters in a highly stratified ocean (Van Cappellen and
Ingall, 1996); and (4) increased preservation due to a low oxygen con-
tent of the atmosphere and the oceans (Lasaga and Ohmoto, 2002). As
with all other geologic phenomena, a combination of these factors could
have been operative. For example, Van Cappellen and Ingall (1996) call
for both increased preservation and increased productivity by the pref-
erential release to seawater of phosphorus from sediments buried in
anoxic bottom waters.

Organic production via photosynthesis in the present ocean is nu-
trient limited, and the principal nutrients are nitrogen and phospho-
rus, although iron may be limiting in some polar waters (Falkowski
and Raven, 1997). Over geologic time there is disagreement whether
phosphorus (e.g., Holland, 1978, 1994) or nitrogen (Falkowski, 1997)
is the principal limiting nutrient. Settling this issue is important be-
cause the concentrations of the two elements in seawater are controlled
by different processes. Nitrogen levels reflect a balance between ni-
trogen fixation, the conversion of atmospheric N, to nitrogen com-
pounds accessible to organisms, and denitrification, the reduction of
dissolved nitrate (the principal form of nitrogen in seawater) back to
N,. Weathering of rocks is unimportant in the nitrogen cycle. Phos-
phorus, in contrast, is minimally involved in atmospheric cycling, and
the overall level of phosphorus in the ocean is a function of the river-
ine input from weathering of phosphate minerals and output by the
burial of organic and inorganic phosphorus in sediments (Holland,
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1978). An important additional factor is that photosynthesis can
occur only in water shallow enough for the penetration of light. Fall-
ing dead organic debris is broken down to dissolved N and P via mi-
crobial respiration at depth and this, along with photosynthesis in
shallow waters, leads to gradients in N and P with lower values at the
surface and higher values at depth (Falkowski and Raven, 1997). Thus,
vertical oceanic circulation, such as coastal upwelling, plays a role in
supplying nutrients to shallow waters and fueling organic production
and eventually burial in bottom sediments.

Because organic matter burial involves the production of oxygen and
the consumption of CO,, and marine organic burial is controlled largely
by nutrient availability, considerable attention has been given to the
cycles of phosphorus and nitrogen as to how they could have affected
the burial of organic matter over geologic time (Holland, 1994; Van
Cappellen and Ingall, 1996; Falkowski, 1997; Lenton and Watson, 2000;
Wallmann, 2001). All of the P and N cycle hypotheses call for negative
feedback mechanisms that limit fluctuations in the rates of organic
burial. For Wallmann (2001), CO, consumption via organic burial is tied
directly to the supply of phosphate to the oceans from the weathering
of silicate, carbonate, and organic matter because phosphorus is asso-
ciated with all three groups.

The various proposed nutrient feedback mechanisms can be repre-
sented in terms of a systems analysis diagram (figure 3.1). Positive re-
sponses are represented by plain arrows; negative responses are
represented by arrows with bullseyes. Any loop with an odd number of
bullseyes represents negative feedback or stabilization. Consider feedback
loop A, one favored by Wallmann (2001) and Hansen and Wallmann
(2003). Global warming due to elevated CO, brings about accelerated
phosphate weathering and transport of P to the sea, leading to an in-
crease in aqueous nutrient P. This in turn leads to greater organic carbon
burial and greater CO, consumption, with the overall process produc-
ing negative feedback. The phosphorus-controlled feedback of Holland
(1994), Colman and Holland (2000), and Van Cappellen and Ingall (1996)
is shown by feedback loop B. An increase in atmospheric and oceanic
0, leads to greater burial of phosphorus adsorbed on ferric oxides (FeP),
which reduces the amount of aqueous nutrient P available for organic
production. The lower concentration of nutrient P leads to less organic
burial and a diminution in O, production, thus completing the feedback
cycle. Then there is cycle C, favored by Falkowski (1997). Higher O, leads
to diminished nitrogen fixation, leading to less organic matter produc-
tion and burial and less O, production. Finally, there is an indirect in-
teraction between atmospheric O, and CO,. For example, a decrease in
nutrient P in seawater, due to a rise in O,, leads to decreased organic
burial and higher CO,.

There are periods of time during the Phanerozoic when it is believed
that large portions of seawater became anoxic. Short-term (few million
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Figure 3.1. Systems analysis diagram for the effects of nutrients on O,, CO,, and the
organic subcycle. Arrows with bullseyes represent negative response; arrows without
bullseyes represent positive response. A complete cycle (loop) with an odd numbers
of bullseyes means negative feedback and stabilization; a complete cycle with an
even number of bullseyes, or no bullseyes, means positive feedback and (normally)
destabilization. The three loops shown are all for negative feedback and stabilization
of the atmospheric gases.

year) anoxic ocean events (AOEs) during the Mesozoic have been well
documented (Arthur et al., 1985; Jenkyns, 1988; Arthur and Sageman,
1994). A much longer anoxic period occurred during the early Paleo-
zoic, when the black shales of the graptolite facies were deposited (Berry
and Wilde, 1978; Wilde, 1987) and the average ratio of organic carbon
to pyrite sulfur buried in sediments globally was unusually low (Berner
and Raiswell, 1983). This is shown in figure 3.2. Low organic C/pyrite S
is characteristic of deposition in anoxic bottom waters—in other words,
in euxinic environments characterized by the pyrite-rich present day
deep Black Sea sediments (Berner and Raiswell, 1983). (The prominent
maximum in C/S of figure 3.2 is discussed below in “Land Plant Evolu-
tion.”) If euxinic conditions lead to greater preservation of organic
matter, then increased global anoxicity could have led to greater organic
burial rates during these anoxic periods. Greater burial during the AOEs
is suggested by increases in 8'3C of seawater indicating greater removal
of light carbon in organic matter (e.g., Arthur et al., 1985). Also, there is
a good correlation between high global organic burial rate and times of
formation of oil-source rocks (Berner, 2003).

There is an argument concerning whether anoxic waters preserve
organic matter better than oxic waters. Pederson and Calvert (1990) have
claimed that greater burial of organic matter is due more to higher pro-
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Figure 3.2. Plot of the rate of burial of organic carbon divided by the rate of burial of
pyrite sulfur (C/S) over Phanerozoic time. Low C/S ratios are characteristic of organic
burial in euxinic (anoxic bottom water) basins, high values in terrestrial fresh water
swamps, and intermediate values in normal marine (noneuxinic) sediments (Berner and
Raiswell, 1983). The very low values during the early Paleozoic (550-400 Ma) suggest
appreciable burial in global-scale anoxic bottom waters. The large maximum centered
around 300 Ma represents a shift of major deposition from the marine to the terrestrial
environment due to the rise of vascular land plants. Deposition on land results in high
C/S because of the much lower sulfur content of fresh water compared to seawater.

ductivity, with a consequent higher flux of organics to the bottom, than
to better preservation in anoxic bottom waters. However, this idea is
opposed by many authors. For example, Canfield (1994) has shown that
the fraction of sedimenting organic matter buried and preserved is usu-
ally higher in anoxic as compared to oxic bottom waters. Hedges et al.
(1999) have further shown that organic matter preservation is related
inversely to the time of exposure of the organics to dissolved O, in the
marine environment. This links the two hypotheses of sedimentation
rate and anoxic preservation into a combined explanation for organic
matter burial.

The total rate of burial of organic carbon over the Phanerozoic, both
marine and nonmarine, has been calculated via two independent meth-
ods. (Details of these methods are presented in chapter 6.) In the first,
the abundance of different rock types and their organic carbon contents,
as a function of time (Ronov, 1976), has been used for direct calcula-
tion (Berner and Canfield, 1989). The other method involves the use of
stable carbon isotopes *C and '?C. During photosynthesis there is a large
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fractionation such that the produced organic matter is enriched in **C.
To express this change, one can use the simple definition:

For land plants: A'C = §"*C(plant) — 8'*C (atmospheric CO,) (3.1)
For marine phytoplankton: A™C = §C(phytoplankton) — §'*C(DIC)
where

S13C = [18C/12C)/(**C/*?C)stnd — 1]1000
DIC = total dissolved inorganic carbon in seawater

The range of 8'3C values for terrestrial plants, soil organic matter, and
marine plankton is about —20 to —30%o (this excludes C-4 land plants
that evolved near the end of the Phanerozoic).

Values of 8'3C for dissolved inorganic carbon in the oceans over time
are approximated by the 8'3C of calcareous fossils and limestones (e.g.,
Veizer et al., 1999). A plot for carbonate fossils is shown in figure 3.3.
Assuming isotopic exchange equilibrium between the oceans and the
atmosphere, the value of §!3C for atmospheric CO, should be about 7%
lower than the oceanic DIC value. Thus, any change in the 8'°C value
of the oceans should be mirrored by a similar change in that for atmo-
spheric CO,.

The data of figure 3.3 show a broad maximum of §'*C centered
around the Permian-Carboniferous boundary at 290 Ma. This maximum
is most readily interpreted as the result of enhanced removal of light
carbon from seawater and the atmosphere due to the burial at that time
of greater amounts of isotopically light organic matter (changes in the
burial of limestone have a much lesser effect on oceanic 6'3C). These
results are in agreement with the results of measurements of the
organic carbon contents of sediments of different ages mentioned
above. In other words, there was more organic carbon burial in Permo-
Carboniferous sediments. Much of the additional Permo-Carboniferous
organic carbon burial was due to the rise of large vascular land plants
(see next section).

The fractionation of carbon isotopes A™C (equation 3.1) during photo-
synthesis has likely changed over Phanerozoic time. This is suggested
by the compilation of §!°C data for Phanerozoic sedimentary carbonates
and organic matter by Hayes et al. (1999; see figure 3.4). Hayes et al.
ascribes the drop in A'¥C during the late Cenozoic mainly to a drop in
atmospheric CO,. Marine photosynthesis is affected by changes in dis-
solved CO, (Arthur et al., 1985: Jasper and Hayes, 1990; Freeman and
Hayes, 1992) and terrestrial photosynthesis by changes in O, (Beerling
et al., 2002), and these dependencies can be used to deduce past levels
of these gases in the atmosphere (see chapters 5 and 6).
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Figure 3.4. Plot of A'3C, the difference between §'3C of coexisting calcium carbonate
and organic matter for the Phanerozoic. (Data from Hayes et al., 1999.)
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Land Plant Evolution

The rise of large vascular land plants during the Devonian perturbed
the long-term carbon cycle not only by accelerating the weathering of
silicate rocks, but also by bringing about the removal of atmospheric CO,
and production of O, by increased burial of organic matter in sediments.
The increased burial was due primarily to the creation by the plants of
a new microbially resistant form of organic matter, lignin. Lignin is
unique to woody land plants, and it is decomposed only by a very lim-
ited biota, such as white rot fungi (Hedges et al., 1988; Hedges and
Oades, 1997). Ligniferous plant debris was deposited in terrestrial coal
swamps, but also in the marine environment after transport there by
rivers, where it joined the burial of marine-derived organics. Evidence
that large amounts of lignin were buried in the Carboniferous and Per-
mian is indicated by the vast coal reserves of this time span. Coal is
formed primarily during deep burial by the transformation of lignin to
more carbon-rich aromatic substances (Thomas, 2002).

There is some suggestion that initially lignin burial was unusually large
because of the relative absence of the appropriate decomposing fungi
(Robinson, 1990, 1991), which evolved somewhat later in the Paleozoic.
This could account for the fact that combined Permian and Carbon-
iferous coal reserves outweigh those for all other periods (Bestougeff,
1980), even though these coals are the oldest and have been subjected
to loss by erosion over the longest time. This is illustrated in table 3.2.
A uniquely high rate of burial of organic matter during the Permo-
Carboniferous is also shown by the relative abundance of coal basin
sediments at that time relative to subsequent periods (figure 3.5; Ronov,
1976).

Table 3.2. Abundance of potentially
recoverable coal as a function of
geological age.

Period Coal mass (10" mol/my)
Cambrian 0
Ordovician 0
Silurian 0
Devonian 1
Carboniferous 31
Permian 53
Triassic 1
Jurassic 30
Cretaceous 15
Tertiary 19

Masses are normalized per unit time to correct for
different lengths of the geological periods. Data from
Bestiougeff (1980) and Raiswell and Berner (1983).
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Figure 3.5. Abundance of coal basin sediments as a function of time expressed as a
fraction of total terrigenous sediments (sandstones and shales). (Data from Ronov, 1976.)

Another factor contributing to the high abundance of Permian and
Carboniferous organic matter deposition is the paleogeography of that time
(Stanley, 1999). There was an abundance of flat land on the superconti-
nent of Pangaea, especially as coastal lowlands. Because sea level was
relatively low at the time, areas that would ordinarily be covered by epeiric
seas had become low-lying land, and, combined with high rainfall and
low relief, very shallow groundwater levels gave rise to abundant fresh-
water and brackish water swamps. Preservation of deposited organic
matter on land is appreciable only in O,-free environments, and swamps
provided a place for this to happen. Little organic matter in normally well-
drained soils is preserved and buried into the geologic record because of
its oxidation to CO, by atmospheric oxygen. Therefore, most paleosols
are very low in organic matter (Retallack, 1990).

Burial of organic matter in swamps is accompanied by limited pyrite
(FeS,) formation, resulting in a high ratio of organic carbon to pyrite
sulfur in freshwater sediments as compared to marine sediments. This
is because there is so much less dissolved sulfate, the source of pyrite
sulfur, in fresh water than in seawater (Berner and Raiswell, 1983). As
a result, the high rate of burial of nonmarine organic matter during the
Permo-Carboniferous is accompanied by a high C/S ratio (figure 3.2).

There is no clear evidence that the rise of angiosperms during the
Cretaceous resulted in greater global rates of organic matter burial. Cre-
taceous and Cenozoic coal is not markedly more abundant compared to
coal deposited earlier. A notable anomaly is the Triassic, when coal
deposition (table 3.2; figure 3.5), and organic matter burial in general
(Berner and Canfield, 1989), was extremely low. This may have been
due to a lack of proper climatic and topographic conditions for the
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formation of coal swamps on Pangaea, as demonstrated by the paucity
of Triassic coal basin sediments (figure 3.5). The rise of C-4 plants dur-
ing the late Miocene (Cerling et al., 1997), as typified by warm-climate
grasslands, is an additional factor to be considered in organic matter
burial. The C-4 plants fractionate carbon isotopes less than most other
(C-3) plants (8"°C averages around —15%o), and contribution of C-4 plant
debris to total global organic matter burial could have played a role in
the latest portion of the observed drop in the mean value of A*C (Hayes
et al., 1999) during the Cenozoic (figure 3.4).

Weathering of Organic Matter

Much less attention has been paid to the weathering (oxidation) of or-
ganic matter than to its burial. This is a shame because both processes
equally affect the level of atmospheric CO, and O,. Recently, experi-
mental evidence has been presented that shows that the oxidation of
coal (as a representative of sedimentary organic matter) in water results
in the formation of oxygen-containing organic compounds before com-
plete oxidation to CO, (Chang and Berner, 1999). The kinetics of the coal—
oxygen reaction deduced by Chang and Berner have been applied recently
to amodel for global organic matter oxidation (Lasaga and Ohmoto, 2002).
However, the Lasaga and Ohmoto model overly simplifies organic weath-
ering in that it does not take into consideration several complicating fac-
tors: (1) Organic matter in sedimentary rocks (kerogen) is dispersed in
shales with complicated geometries, including adsorption within clay
minerals (Hedges and Keil, 1995). Lasaga and Ohmoto treat organics as
grains of coal as in the Chang experiments. (2) Oxygen enters shales by
diffusion down concentration gradients, both in air and in interstitial
solution, not by being in a uniformly well-mixed “soil” with atmospheric
O, composition that was assumed by Lasaga and Ohmoto. (3) Kerogen
oxidation in shales is mediated and probably accelerated by bacteria
(Petsch et al., 2001). Thus, use of the Chang oxidation rates by Lasaga and
Ohmoto, which were obtained via abiotic experiments, may be incorrect.

Oxidation of sedimentary organic matter in a variety of shales of dif-
ferent ages has been studied in the field (Petsch et al., 2000). Petsch et al.
demonstrated gradients of organic carbon in shales exposed to weath-
ering and found that organic N and organic S are lost at the same rate as
organic C. An example of their results from one area is shown in fig-
ure 3.6. They also found that the organic matter picks up O, to form
oxygen-containing functional groups, as also found in the Chang experi-
ments, and that the decomposition processes are aided by bacterial ac-
tivity (Petsch et al., 2001). Finding nonzero organic carbon at the exposed
surface of the shale (Petsch et al., 2000) at some localities indicates that
rates of erosion can exceed rates of oxidation, resulting in the transport
and burial of old, unoxidized organic matter in modern sediments. Burial
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Figure 3.6. Plot of organic carbon versus depth for a single stratum in the Upper
Devonian Woodford shale, from the Arbuckle Mountains, Oklahoma, USA. Because
sampling was restricted to the same depositional layer, loss of carbon toward the
surface is due to oxidation during weathering and not to change in organic
content at the time of burial. (Data from Petsch et al., 2000.)

of this recycled, old organic matter has been demonstrated by studies
of modern sediments (e.g., Eglinton et al., 1997; Blair et al., 2003), and
it complicates modeling of the long-term carbon cycle.

A theoretical model for organic matter weathering in shales is being
constructed (Bolton et al., unpublished ms) that incorporates erosion,
organic matter oxidation, O, diffusion, shale porosity and permeability,
organic matter and shale texture, pyrite oxidation (most organic-rich
marine shales contain abundant pyrite), and measured gradients of or-
ganic C and pyrite S. The fundamental question being addressed is
whether the rate of oxidative weathering of both organic matter and py-
rite is controlled by O, transport into the shale or by the exposure of the
organic matter and pyrite to the atmosphere by erosion. If the former is
true, then the rate of weathering becomes a function of the level of O, in
the atmosphere. It has been assumed by some authors (e.g., Holland, 1978;
Berner, 2001) that organic weathering is independent of atmospheric O,
and dependent only on uplift and erosion. Preliminary results of the
modeling suggest that this is correct, but further work is needed.

With regard to the factors affecting the oxidative weathering of or-
ganic matter, all of those that affect silicate weathering, as discussed in
chapter 2, need to be, at least, considered. Certainly uplift and erosion
is important in exposing organic matter to the atmosphere. Bacterial



52 The Phanerozoic Carbon Cycle

respiration is strongly temperature dependent, and if organic matter
oxidation is mainly bacterially mediated, feedback factors based on tem-
perature change need to be considered. Runoff, as affected by continental
drift, should be included if organic weathering is not limited only by
uplift and erosion. More flushing of the organic matter by O,-containing
water should lead to faster weathering. The remaining weathering-
impacting processes—the effect of plants and lithology—probably play
lesser roles in organic oxidation. Thus, in modeling the long-term car-
bon cycle, an expression for organic matter weathering rate needs to
include the modifying parameters fi(t) for erosion (equation 2.1 or 2.5),
fop(t) for runoff (equation 2.27), and fg(t) for temperature as it relates to
CO,, solar evolution, and land temperature (equation 2.29). Finally, it
remains uncertain whether the O, level of the atmosphere should be also
included in a weathering rate expression for organic matter, as done by
Lasaga and Ohmoto (2002). A final decision awaits the results of better
models for organic matter weathering and more field measurements on
shales.

Carbonate Weathering

The most notable aspect of present-day carbonate weathering is that it
is so much faster than silicate weathering. Silicate terrains, such as
portions of the high Himalayas and the New Zealand Alps (Blum et al.,
1998; Jacobson et al., 2003) that contain only traces of carbonates are
marked by water chemistries dominated by carbonate dissolution. On
a much grander scale, although silicates cover most of the surface area
of the continents, the global average chemical composition of river water
is characteristic of that expected for carbonate weathering (Meybeck,
1987; Berner and Berner, 1996; Gaillardet et al., 1999). In other words,
limestone weathering dominates global water chemistry.

The factors affecting the weathering of Ca and Mg carbonates (cal-
cite and dolomite) are similar to those affecting silicate weathering. This
includes temperature, as it is affected by the atmospheric greenhouse
effect, solar radiation, and continental drift; hydrological changes ac-
companying changes in global temperature and paleogeography; and the
rise and evolution of land plants. However, relief is not as important as
it is for silicate weathering. This is because limestones undergo subsur-
face dissolution by groundwaters regardless of relief. An outstanding
example of the development of subsurface limestone dissolution on flat
ground is shown by the common sink holes of southern Florida, USA,
which can be easily observed from the air by anyone flying into the
Miami airport. Also, the flow of water through limestones (and dolostones)
is increased as more and more dissolution, including cave formation,
proceeds. Silicates require access of water to primary minerals, which
can be impeded by a thick, relatively impermeable mantle of clay weath-



Organic Matter and Carbonate Burial and Weathering 53

ering products, as in the Amazonian lowlands. Limestone weathering,
in contrast, does not involve the production of clays because there is
only simple dissolution of the primary minerals.

As pointed out in the Introduction, on a multimillion-year time scale,
carbonate weathering has essentially no direct effect on atmospheric CO,.
However, it has important indirect effects. First, greater carbonate weath-
ering, for a steady-state ocean, means greater carbonate burial, and greater
carbonate burial, if in deep sea sediments, means greater carbonate sub-
duction with greater CO, degassing. If increased carbonate weathering is
forced by higher atmospheric CO,, this leads to positive feedback (Hansen
and Wallmann, 2003). Second, in calculating the rate of CO, uptake by
past Ca and Mg silicate weathering, it is necessary to also know the rate
of carbonate weathering. Total carbonate buried in sediments comes from
the weathering of both carbonates and Ca-Mg silicates. Therefore, to cal-
culate the flux of CO, taken up by the conversion of Ca-Mg silicates to
carbonates (reaction 1.5), one must subtract from total carbonate burial
that derived from carbonate weathering (equation 1.13).

Models of the long-term carbon cycle (e.g., Berner and Kothavala,
2001; Wallmann, 2001) include formulation of an expression for carbon-
ate weathering that is similar to that used for silicate weathering. How-
ever, in GEOCARB modeling there are some changes from the expression
used for silicate weathering: (1) A separate temperature/CO, feedback
factor f3.(CO,) is used that differs from f3,(CO,) because of a different
temperature coefficient (Z) for carbonate weathering (Drake and Wigley,
1975); (2) the paleogeographic runoff/weathering term f,(t) is not raised
to the power 0.65 because carbonates dissolve so fast that they saturate
the waters with which they come into contact, and there is no dilution
at high runoff (Drake and Wigley, 1975; Stallard, 1995); and (3) the pa-
rameter fi(t) is not applied to limestone weathering because of the lesser
role of relief, as discussed above.

An additional parameter is added to the expression for carbonate
weathering based on the results of Bluth and Kump (1991) for the pro-
portions of land areas underlain by carbonates over the Phanerozoic.
Results are derived from a series of global paleolithologic maps labori-
ously compiled from large amounts of the data of Ronov et al. (1984,
1989). From the results of Bluth and Kump (1991), the dimensionless
parameter f; 5(t) is derived (Berner, 1994; Wallmann, 2001) that is ap-
plied to carbonate weathering:

falt) = £ (1) £4(0) (3.2)
where
fi (t) = fraction of total land area covered by carbonates/the same

fraction at present
fo(t) =total land area/total present land area.
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In the model of Hansen and Wallmann (2003), changes in carbonate
weathering fluxes, as a result of changes in the exposure area of carbon-
ates on the continents, are used to drive changes in organic matter burial
because the phosphorus released during the weathering of carbonate
sediments stimulates organic production upon transfer to the oceans (see
figure 3.1).

Carbonate Deposition and Burial

In steady-state modeling of the long-term carbon cycle, the global rate
of burial of carbonates Fy, is simply a dependent variable calculated
from the rate of input of carbon to the oceans plus atmosphere from
weathering and CO, degassing. F} is calculated from the combination
of equations (1.10), (1.11), (1.12), and (1.13) and is a consequence of the
necessity of having global C inputs balanced by outputs. The only varia-
tion in Fy, independent of variations in the inputs, is due to variations
in 8'C, which governs the relative proportions of carbonate versus or-
ganic matter burial.

In non-steady-state models, such as those of Berner et al. (1983) and
Wallmann (2001), global carbonate burial is not assumed to be simply
dependent on inputs to the sea, but it is driven by the degree of super-
saturation of the ocean. The formulation used in these studies is:

Fbc = k(c CaC HCO:,]2 - Ksp PCOZ) (33)

where C is concentration, P is partial pressure, k is a rate constant, and
Ky, is the mean equilibrium constant in seawater for the reaction:

CO,(gas) + CaCO; + H,0 < Ca*™ + HCO;4~ (3.4)

At equilibrium, C ¢,Cyco,? / Peo, = K, and Fy,. = 0. Equation (3.3) en-
sures stability of oceanic composition by providing negative feedback
against the buildup of excessive levels of dissolved calcium and bicar-
bonate in seawater. Also, at reduced levels of Ca and HCO,~, equation
(3.3) shows that dissolution of already deposited calcium carbonate
should occur.

There are some problems with this simple rate law. First, the ocean
is not a uniform reservoir, and it is divided into shallow waters where
CaCOs is supersaturated, and deep waters where it is undersaturated.
Thus, precipitation occurs in shallow waters and dissolution occurs in
deeper waters. Second, the simple rate law does not recognize the fact
that most carbonate precipitation from seawater takes place biologically
(Morse and Mackenzie, 1990). Corals, molluscs, calcareous algae, forams,
and so on, secrete calcite and aragonite by biochemical processes that
do not simply follow the rate laws formulated for inorganic precipita-
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tion. Third, dissolution in deep sea sediments is complicated by reac-
tions above, at, and below the sediment—water interface, and it can even
occur in sediments overlain by supersaturated seawater. In the latter case
this is due to an excess of carbonic acid within the sediments caused
by the oxidative decay of organic matter (Emerson and Archer, 1990).
Regardless of all these problems, however, as a first approximation it
can be assumed that, on average, the whole ocean can be treated by
simple kinetics for both precipitation and dissolution as shown above.
An even simpler model that is much easier to use and is almost equiva-
lent in results to equation (3.3), is to assume that the oceans are satu-
rated at all times with calcium carbonate (Caldeira and Berner, 1999).

In contrast to total burial rate, the locale of burial of carbonates is an
independent variable that is important to the long-term carbon cycle.
Calcium carbonate is deposited in the ocean as aragonite, calcite and
highly magnesian calcite in shallow waters and as calcite in deep
waters and the shallow water carbonates are sometimes converted to
dolomite during early or late diagenesis (Morse and Mackenzie, 1990;
Arvidson and Mackenzie, 1999). Carbonate deposited in the deep sea is
much more likely to undergo subduction at plate boundaries and ther-
mal decomposition at depth than the shallow water carbonates. Thus,
any shift of deposition between shallow platforms and the deep sea
could lead to changes in global rates of CO, degassing and to changes
in atmospheric CO, level. This is believed to have happened in the geo-
logical past.

The principal Mesozoic and Cenozoic sources of deep sea or pelagic
carbonate are the skeletal remains of calcareous plankton, chiefly fora-
minifera and coccoliths. These organisms did not arise until the Juras-
sic period, about 150 million years ago. Since that time they have
expanded and grown in abundance. The remains of the calcareous plank-
ton fall to the deep sea floor and accumulate there to form carbonate-
rich pelagic sediment. Partly because of the evolution of the calcareous
plankton, pelagic deposition has increased over the past 150 million
years so that at present more than half of global carbonate sedimenta-
tion is in the deep sea (Milliman, 1974). Added to this is the loss of
shallow water shelves and platforms available for carbonate deposition.
Walker et al. (2002) have calculated that the rate of shoal water carbon-
ate deposition has decreased sixfold over the past 70 million years be-
cause of a loss of sufficiently warm, shallow water areas. To avoid
accumulation of dissolved carbon in the ocean, this has meant a corre-
sponding increase in deep sea deposition.

Before 150 Ma there is little direct evidence for pelagic carbonates,
even though there is strong evidence of a decrease in shallow-water
carbonates with decreasing age over the entire Phanerozoic (Walker
et al., 2002). This decrease, shown in figure 3.7, is unexpected because
older rocks should be preferentially lost by longer periods of exposure
to erosion. The lack of younger shallow-water carbonates has been
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I:l Tropical Carbonate Shelves

Figure 3.7. Relative abundance of tropical carbonate shelves, tropical clastic shelves,
and total global shelves versus time for the Phanerozoic. Note the consistent loss of
carbonate shelves with time. (After Walker et al., 2002.) © 2002 by the University of
Chicago.

explained by the loss of warm-water shelves with time (Walker et al.,
2002). Loss of shallow-water areas available for carbonate deposition
should be accompanied by an increase in deep water deposition. How-
ever, there is no evidence for mid-ocean pelagic carbonates older than
150 Ma, indicated by an absence of chalks and carbonate sediment-
containing ophiolites older than this time (Boss and Wilkinson, 1991).
(Ophiolites are samples of ancient mid-ocean ridge crests.) Thus, there
is a quandary as to where carbonate deposition occurred before 150
Ma. This is especially true of the period 350-250 Ma (Walker et al.,
2002) when the abundance of carbonate shelves decreased by a factor
of about 4 (figure 3.7).

Summary
Organic matter burial is a major process for transferring carbon dioxide

from the surficial system to the rock record. It is also the principal pro-
cess for the production of atmospheric oxygen. Rates of burial have been



Organic Matter and Carbonate Burial and Weathering 57

calculated from the abundance of organic matter in sedimentary rocks
as a function of time and through the use of the carbon isotopic compo-
sition of seawater as recorded by sedimentary carbonates. Both meth-
ods demonstrate that organic burial increased appreciably during the
Permian and Carboniferous due primarily to the rise of large land plants
containing microbially resistant lignin, and secondarily to the abun-
dance of coastal lowlands appropriate for the formation of coal basins.
During periods when the oceans were low in dissolved oxygen, there
was probably greater burial of organic matter, although the role of bottom-
water anoxicity in enhancing organic matter preservation has been chal-
lenged by some workers.

The weathering of organic matter is as important to the long-term
carbon cycle as its burial, but there has been little study of weathering.
Organic weathering is a major sink for O, and a major source for CO,. A
critical question for carbon cycle modeling is whether organic weath-
ering responds to changes in atmospheric O,. It has been assumed by
most workers that weathering is O, independent and controlled by the
rate of uplift of the organic matter into the zone of oxidation. However,
this is not a settled question, and research is needed to try to answer
the question of rate control. This is important because if organic weath-
ering is O, dependent, the weathering process acts as a negative feed-
back control on excessive O, excursions.

Carbonate weathering impacts the long-term carbon cycle, not as a
direct control on atmospheric CO,, but as a necessary flux term for cal-
culating the level of atmospheric CO, consumed by silicate weathering.
Rate expressions for carbonate weathering have been constructed that
are similar to those for silicate weathering. The rate of global carbonate
deposition can be treated as a dependent variable and can be calculated
from global carbonate and silicate weathering plus imbalance in the
organic carbon subcycle. However, the location of carbonate deposition
is critical as to the liklihood of the carbonate being decomposed later
by thermal processes leading to the degassing of CO, to the ocean and
atmosphere. There is a higher probability of thermal decomposition for
deep sea pelagic carbonate because it is transferred to great depth in
subduction zones, whereas shallow-water carbonates are not. The his-
tory of shallow versus deep water carbonate deposition is thus impor-
tant to deducing the history of CO, degassing.



Processes of the Long-Term
Carbon Cycle: Degassing of
Carbon Dioxide and Methane

Degassing of CO, and CH, to the atmosphere and oceans is the process
whereby carbon is restored to the surficial system after being buried in
rocks. Carbon dioxide is released by a variety of processes. This includes
volcanic emissions from the mantle and metamorphic and diagenetic
decarbonation of limestones and organic matter. Volcanic degassing can
occur over subduction zones, at mid-ocean rises, on the continents, and
in the interior of oceanic plates. Degassing can be sudden and violent, as
during volcanic eruptions, or slow and semi-continuous in the form of
fumaroles, springs, gas vents, and continually degassing volcanic vents.
An outstanding example of the latter is Mt. Etna, which contributes about
10% to total global degassing (Caldeira and Rampino, 1992). Metamor-
phic degassing is concentrated in zones of seafloor subduction (Barnes
et al., 1978), crustal convergence (Kerrick and Caldeira, 1998), and crustal
extension (Kerrick et al., 1995). Most methane degassing on a geologic time
scale occurs from organic matter diagenesis slowly from coal, oil, and
kerogen maturation and suddenly from methane hydrate breakdown. A
smaller amount of CH, emanates from mid-ocean hydrothermal vents.

Degassing Rate of CO,

Estimates of present-day global volcanic degassing rates are under con-
stant revision (e.g., see Gerlach, 1991; Brantley and Koepenick, 1995;
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Sano and Williams, 1996; Marty and Tolstikhin, 1998; Kerrick, 2001).
A compilation of recent estimated rates of most degassing processes is
shown in table 4.1. A constraint on estimates is that none can exceed
total global degassing. The latter can be determined from the steady-
state assumption that CO, release by global degassing must be balanced
by global uptake by Ca and Mg silicate weathering (Berner, 1990; Berner
and Caldeira, 1997). (This assumes essential balance of the organic C
subcycle.) Global Ca and Mg silicate weathering, based on river fluxes
of these elements to the sea, has been estimated to be about 6 + 3 x 1018
mol/my (Berner, 1990). Gaillardet et al. (1999) estimate a minimum value
for Ca and Mg silicate weathering of 3.6 x 10'® mol/my. The individual
estimates shown in table 4.1, being less than 6 x 10'® mol/my, are thereby
acceptable, and one can derive an estimated total degassing from these
data that essentially agrees with the range derived from the rate of CO,
uptake by weathering.

The global rate of carbon degassing and how it has changed for all
of geologic time has been modeled by Tajika and Matsui (1992), Sleep
and Zahnle (2001), and Franck et al. (2002). A general result of these
models is that over time the carbon content of the mantle has changed,
but the rate of change during the past 500 million years has been small.
This suggests that net loss of carbon to the mantle or gain from the
mantle over the Phanerozoic has been sufficiently small that the mass
of crustal carbon can be assumed to have remained essentially con-
stant (Tajika and Matsui, 1992). This greatly simplifies Phanerozoic
carbon cycle modeling. However, the rise of planktonic organisms in
the Jurassic and the subsequent transfer of carbonate deposition from
shelves and platforms to the deep sea probably has resulted in the
addition of extra carbon to the mantle by seafloor subduction over the
past 150 million years. This is taken into consideration in GEOCARB
modeling (Berner, 1994; Berner and Kothavala, 2001; see chapter 3)
and models of Wallmann (2001). Before this time, however, it is as-

Table 4.1. Present-day global degassing fluxes for CO,.

Flux
Source (10'® mol/my)  Reference?®
Release from mantle at mid-ocean rises (MOR) 1-3 1
Release in arc volcanoes from subducted CaCO, 2-3 1, 2
Release in arc volcanoes from mantle 0.3-0.5 1,2
Release from mantle in intraplate volcanoes (plumes) 0.5-3 1,3
Release from all subaerial volcanoes 2-2.5 4
Release during metamorphism of continental carbonates 1 5
Total global degassing 4-10

References: 1, Marty and Tolstikhin (1998); 2, Sano and Williams (1996); 3, Wallmann (2001); 4, Kerrick
(2001); 5, Kerrick et al. (1995).
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sumed that the mass of crustal carbon remained constant during the
remainder of the Phanerozoic.

In many carbon cycle models (e.g., Berner et al., 1983; Fancois and
Godderis, 1998; Tajika, 1998; Berner and Kothavala, 2001; Wallmann,
2001; Francois et al., 2002), changes in rates of Phanerozoic volcanic
and metamorphic global degassing have been assumed to be directly
proportional to rates of seafloor area creation, in other words spreading
rate. For example, Tajika (1998) separates degassing into four types:
(1) mid-ocean ridge volcanism, (2) hot-spot volcanism, (3) metamor-
phism of carbonate at subduction zones, and (4) metamorphism of or-
ganic carbon at subduction zones. All but hot-spot volcanism are
assumed to be driven by changes in seafloor spreading rate. A similar
approach is used by Wallmann (2001). How spreading rate affects glo-
bal CO, degassing has been expressed in GEOCARB modeling (e.g.,
Berner, 1991) by the dimensionless parameter fgz(t):

fsr(t) = seafloor spreading rate (t)/seafloor spreading rate (0) (4.1)

where (0) represents the present. Spreading rate dependency makes
sense for the degassing that occurs at spreading centers and at subduc-
tion zones, but it also has been extended to be a measure of total tec-
tonically induced degassing, whether on land or at sea (Berner et al.,
1983; Berner, 1991). In this case the parameter fgz(t) is assumed to be
equal to f;(t) to represent all degassing. This may be incorrect because
spreading rates are not a good measure of CO, degassing resulting from
magmatism and metamorphism accompanying continent—continent and
arc—continent collisions (Kerrick and Caldeira, 1998).

Another source of CO, that is probably not a function of seafloor spread-
ing rate is that resulting from mid-plate volcanism. During the Cretaceous
period large mid-plate volcanic plateaus arising from mantle “super-
plumes” were built on the Pacific seafloor (Larson, 1991). This could have
led to extra CO, emission to the atmosphere and has been called upon by
many workers to explain Cretaceous warming and high CO, levels (Larson,
1991; Kaiho and Saito, 1994; Tajika, 1999; Wallmann, 2001). Kaiho and
Saito correlate mid-plate volcanism, along with ridge and back-arc volca-
nism, with the temperature of Cretaceous seawater as recorded by oxygen
isotopes. However, Heller et al. (1996) have challenged the quantitative
significance of this “extra” volcanism on geophysical grounds.

Kerrick (2001) has pointed out additional problems with using spread-
ing rate as a measure of global degassing: (1) In the circum-Pacific arc,
there is no correlation between the number of volcanoes and subduc-
tion rate; (2) as oceanic basalts age, they undergo an increase in carbonate
content by submarine weathering so that older subducting crust would
release more CO, than younger crust; (3) the rise of calcareous plank-
ton in the Mesozoic caused an increase in the carbonate content of sub-
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ducting sediments; and (4) the extent of subduction-zone metamorphic
decarbonation depends on pressure and temperature gradients as they
affect the stability of carbonate minerals. In a global and long-term
context one can answer these additional criticisms. First, there is an
overall qualitative correlation between subduction and metamorphic
degassing as shown by a global map of the distribution of CO,-rich
fumeroles and soda springs by Barnes et al. (1978). Volcanic density is
not the sole measure of total degassing at any one place. Second, the
average age and average carbonate content of subducting basalt should
vary inversely with global average spreading rate. Third, the role of
calcareous plankton in transferring carbonate deposition to the deep-
sea floor is included in most carbon cycle models (Berner, 1991, 1994;
Berner and Kothavala, 2001; Wallmann, 2001; see also chapter 3). Fi-
nally, much degassing at subduction zones is probably volcanic, not
metamorphic, in origin, so the suggestion that metamorphic decarbon-
ation varies inversely with subduction rate (Kerrick et al., 2003) applies
only to a portion of arc degassing.

Following the earlier work of Budyko and Ronov (1979), an alterna-
tive to the use of seafloor spreading rate as a proxy for CO, degassing
was offered by Kerrick et al. (2003). They assume that the CO, flux from
volcanic arcs can be correlated with the rate of andesitic extrusion and
that the rate of andesitic extrusion through time could serve as a mea-
sure of arc degassing. Examining modern volcanic data, they conclude
that the present degassing rate per unit volume of andesite is 3.5 x 108
mol/my/km?. From this value and a volumetric estimate of Late Creta-
ceous andesites, they conclude that CO, emission rates for the Late Cre-
taceous could have been more than twice that at present.

The idea of Kerrick et al. (2003) can be tested using published data
on the abundance of not just andesites but total terrestrial and subma-
rine volcanics extruded over Phanerozoic time (Ronov, 1993). Total
volcanics should give a better idea of total global degassing. To correct
for loss by erosion over time, the data can be fitted to an exponential
decay curve, just as was done for sandstones and shales in chapter 2
(equation 2.2):

AV/At = (AV/At), exp(-k1) (4.2)
where:

T =mean age of a given volume of rocks extruded within
the time span At
AV = volume of volcanic rocks within age span At
(AV/At), = rate of volcanic rock extrusion at present
k = weathering and erosion decay coefficient for volcanics
(assumed constant).
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Values of AV/At are determined from the data of Ronov (1993) for 27
age spans ranging from the Miocene to the lower Cambrian. A plot fit-
ted to the Ronov data is shown in figure 4.1. To avoid overly biasing
the fitted curve by including excessive total rock abundance accompa-
nying the Plio-Pleistocene glaciation, “present” is assumed to represent
the mid-Miocene (15 Ma). Also, use of a constant value for k assumes
that the probability of erosive loss does not change with time. Devia-
tions of each time span data point above and below the exponential curve
can then be interpreted as original increases or decreases in global vol-
canism relative to that at present (Wold and Hay, 1990). In other words:

£y(7) = [AV/Atyop/AV/ Aty (4.3)

where the subscript v refers to volcanics, ron refers to the data of Ronov,
and exp to the value of AV/At calculated from equation (4.2) for the same
time. A plot of fy(t) derived in this manner is shown in figure 4.2. Val-
ues of fgz(t) used in the GEOCARB II and III models, based on the data
of Gaffin (1987) and that of Engebretson et al. (1992) (for the past
150 Ma), are also included in figure 4.2. The rapid variations in fy(t) at
some times, I believe, are due more to the inability to accurately quan-
tify ancient rock abundance than to real changes in extrusion and de-
gassing rates. At any rate, the two approaches to paleo-degassing rate
crudely agree in the sense that they both give f values within the range
0.5-2.0.

In the absence of a better quantitative model for global degassing over
geologic time, change in seafloor spreading rate is still probably the best
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Figure 4.1. Plot of volcanic rock abundance versus time fitted by an eponential decay
(equation 4.2) representing expected loss by erosion. (Data from Ronov, 1993.)
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Figure 4.2. Plot of volcanic degassing parameters versus time. The parameter fsp(t)
(Berner, 1994; Berner and Kothavala, 2001) is seafloor spreading rate at a past time
divided by the spreading rate at present. The parameter f,(t) is the rate of volcanic
eruption divided by that for the Miocene (as a representation of the “present”).
Values of fy(t) are calculated from volcanic rock abundance data (Ronov, 1993)
using equation (4.3).

first approximation of change in global degassing. If so, it is imperative
to know how this rate has changed over geologic time. Estimates for
spreading rate over the past 150 Ma have varied from essentially con-
stant (Parsons, 1982; Heller et al., 1996; Rowley, 2002) to increases of a
factor of 1.3—-2 (Hays and Pitman, 1973; Pitman, 1978; Komincz, 1984;
Engebretson et al., 1992; Gaina et al., 2003). Most carbon cycle models
have used the Engebretson et al. formulation (which is based on sub-
duction rates). This formulation has been challenged by Rowley (2002).
However, the study by Gaina et al. (2003), which accounts for the areas
of seafloor already subducted (not considered by Rowley), shows a defi-
nite overall reduction (about 50%) in spreading rate since the Jurassic.
Considering the extreme amount of work, including use of marine gravity
data, magnetic anomalies, bathymetry, seismic data, and geologic sub-
duction data, that has gone into the Gaina et al. formulation, I believe it
is the best one available at the present time.

The oldest seafloor is only 180 Ma. This means that there is no direct
measure of spreading rate before this time. A proxy that has been used to
extend calculations of global spreading rate is the history of sea level.
Studies by Hays and Pitman (1973) and Kominz (1984) have demonstrated
a good correlation between sea level and spreading rate for the past ap-
proximately 100 million years. This correlation comes about because an
increase in the total volume of the mid-ocean ridges, which displaces
seawater upward, accompanies the faster addition of new oceanic crust
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(i.e., faster spreading rate). If this correlation applies to earlier times, then
spreading rate can be deduced from estimates of paleo-sea level. This has
been done by Gaffin (1987), and his spreading rate estimates, combined
with the first-order sea-level data of Vail et al. (1977), are used in the
GEOCARB models (Berner, 1991, 1994; Berner and Kothavala, 2001) to
calculate spreading rate before 150 Ma (figure 4.2).

The explanation of changes in sea level in terms of seafloor spread-
ing rate has been challenged by Heller et al. (1996). They maintain that
there has been little change in spreading rate, at least over the past 150
million years, and that the high sea levels of the Jurassic and Cretaceous
are a result of the rifting and breakup of the supercontinent Pangaea.
The filling of proto-oceanic rifts with sediment is equivalent to the en-
largement of the area of the continents at the expense of the oceans
(Heller and Angevine, 1985), and decreasing ocean area, for a given
volume of water, must result in a rise of sea level. An additional factor
is that creation of new seafloor, as a result of continental breakup, re-
sults in a decreasing mean age of oceanic crust (Worsley et al., 1984;
Heller and Angevine, 1985). A younger seafloor is a hotter seafloor; a
hotter seafloor is a higher seafloor (Parsons and Sclater, 1977), and a
higher seafloor means higher sea level.

Metamorphic and Diagenetic CO, Degassing

Often the discussion of global CO, degassing has concentrated only on
volcanic processes. This neglects additional processes that may be just
as important globally. For example, the range shown in table 4.1 for
estimated total mantle degassing can be distinctly lower than that esti-
mated for CO, consumption by silicate weathering (6 + 3 x 10'® mol/
my). The remainder must be metamorphic or diagenetic in origin
(Kerrick, 2001). The pathfinding study of Barnes et al. (1978) pointed
to the importance of nonvolcanic degassing in the circum-Pacific and
Mediterranean-Tethyan orogenic belt. They suggested that CO, dis-
charges from hot springs, gas vents, and so on, are aided by the high
seismicity in these zones. The study of Kerrick (2001) emphasizes the
importance of areas of high heat flow overlying subsurface magmas
which includes many of the world’s geothermal systems. Morner and
Etiope (2002) have summarized data for measured fluxes of metamor-
phic and diagenetic CO, and CH, degassing from terrestrial environ-
ments and estimate large global fluxes from the land. However, their
total land flux (14 x 10'® mol/my) is probably too high for application
over extended geologic time because it exceeds the maximum total glo-
bal degassing based on silicate weathering (6 + 3 x 10'® mol/my).
Kerrick and Caldeira (1998) and Kerrick (2001) have examined in de-
tail the problem of metamorphic degassing. They conclude that (1) much
metamorphic degassing occurs as a result of continent—continent and arc—
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continent collisions; (2) extensional regimes, such as rift zones, with high
heat flow are also excellent environments for degassing; (3) major faults
may provide conduits for significant release to the atmosphere of deeply
buried CO,; (4) synmetamorphic intrusions may cause significant regional
fluid flow, which aids decarbonation and transport of CO, to the surface;
and (5) high CO, levels during the Eocene were more likely caused by
degassing from the American Cordilleran belt than from the Himalaya-
Karakoram belt as previously believed. In an earlier study based on mea-
surements of degassing at the Salton Trough (California) and Taupo
Volcanic Zone (New Zealand), Kerrick et al. (1995) concluded that present
global metamorphic degassing could be as much as 1 x 10'® mol/my,
which is the value shown in table 4.1.

During subduction at active plate boundaries, the extent of metamor-
phic decomposition and degassing, based on phase equilibrium argu-
ments, depends on the thermal gradient and the ability of water to reach
great depths (Kerrick and Connolly, 2001). Kerrick and Connolly con-
clude that little metamorphic degassing occurs at these plate boundaries,
but there is not general agreement on this subject. The isotopic analysis
of volcanic gases (*C/*?C, *He) sampled at arc volcanoes indicates a
considerable flux of CO, from subducted carbonates of 2.3 x 108 mol/
my (Sano and Williams, 1996), whereas high-pressure experiments and
modeling of metamorphism suggest that most of the down-going CaCOj,
is subducted deeply into the mantle without metamorphic decarbon-
ation (Molina and Poli, 2000).

Another, relatively neglected, degassing process is that accompany-
ing both shallow and deep diagenesis. It is well known that the matura-
tion of buried organic matter involves the loss of CO, (and CH,; see
below; Durand, 1980). In addition, there is the globally important pro-
cess of the diagenetic conversion of smectite to illite (Hower et al., 1976).
This involves the release of acid and the dissolution and removal of cal-
cium carbonate, and it must be an additional source of low-temperature
CO,. A large variety of measurements of fluxes of CO, and CH,, ema-
nating from diagenetic processes below the land surface (including
petroleum maturation), is summarized by Morner and Etiope (2002). The
gases are emitted to the surface in cool seeps, springs, and so on, and
the CH, becomes rapidly oxidized to CO, in the atmosphere.

Carbonate Deposition and Degassing

Any transfer of carbonate deposition from shallow-water shelves and
platforms to the deep sea should have resulted in increased rates of
global degassing in the geological past. This is because deep sea car-
bonates rest on oceanic crust that undergoes subduction and possible
degassing at active plate boundaries. In chapter 3 it was shown that the
rise and spread of calcareous plankton, chiefly coccoliths and forams,
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should have caused a shift of carbonate burial from shallow to deep water
starting at about 150 Ma in the Jurassic. This shift has been demonstrated
quantitatively by Wilkinson and Walker (1989) based on rock abundance
data. The effect on CO, degassing over the past 150 million years depends
on how fast the shift has occurred, whether it has been accelerating or
decelerating, and whether the pelagic carbonate has been subducted and,
if subducted, also decarbonated and degassed. For example, present
pelagic CaCO, accumulation is much higher than the rate of CaCO; sub-
duction because a large CaCOj, fraction accumulates on the Atlantic sea-
floor, which is surrounded by passive continental margins (Schrag, 2002).
Berner (1991) originally assumed a decelerating transfer of carbonate to
the deep-sea floor based on DSDP (Deep Sea Drilling Project) paleonto-
logical data (Hay et al., 1988), but the rock abundance data of Wilkinson
and Walker has caused a linerarly increasing effect to be assumed in later
work (Berner, 1994; Berner and Kothavala, 2001). In the latter case the
effect on degassing of the shift from shallow water to deep water deposi-
tion, resulting in increasing carbonate in subducting crust, is represented
by the dimensionless parameter f;(t):

For the past 150 million years:
fe(t) = £c(150) + {[1 — £:(150)1/150}(150 — t) (4.2)
Before 150 Ma:
fo(t) = £:(150) (4.3)

where fc(t) is the effect of carbonate content of subducting oceanic crust
on the rate of CO, degassing.

The constant value at and before 150 Ma, f;(150), is assumed to rep-
resent only nonsubduction zone degassing plus subduction of only that
carbonate that infills basaltic crust because of the absence of convinc-
ing data for the existence of pelagic deep sea carbonates before this time
(see chapters 2 and 3).

Methane Degassing

Methane is a potent greenhouse gas, 30 times stronger per molecule than
CO,, and it is produced during both the short-term and long-term carbon
cycles. In the (prehuman) short-term cycle, it is produced mainly from
wetlands and animal exhalation such as from bovids and termites. (These
organisms have bacteria located in their digestive systems that break down
carbohydrates to methane.) In wetlands and other water-logged, organic-
rich sediments, methane forms from a variety of microbial processes and
chemical pathways, but the overall reaction can be simplified as
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2CH,0 — CO, + CH, (4.4)

Because methane is readily oxidized by dissolved O, (see table 4.2), it
cannot accumulate in the presence of O,, and that is why appreciable
methane is found only in water-logged sediments where all dissolved
0, has been previously removed by microbial respiration. Also, meth-
ane forms preferentially in fresh water sediments, as opposed to ma-
rine sediments, because methanogenic microorganisms are outcompeted
for organic substrate by other microbes using dissolved sulfate as an
energy source (Claypool and Kaplan, 1974), and marine sediments are
rich in interstitial sulfate. As a result, biogenic methane formation oc-
curs in marine sediments only after the removal of O, and sulfate by
other microbes (Claypool and Kaplan, 1974; Froelich et al., 1979). The
order of the pathways by which organic matter decomposition takes
place follows changes in free energy (table 4.2).

In the long-term carbon cycle most methane is produced at depth in
sediments by both biogenic and abiogenic organic matter decomposi-
tion. At low temperatures biogenic decomposition occurs via the same
reaction as (4.4). In buried freshwater organic-rich sediments, such as
peat, biogenic methane produced at depth can readily move upward
through the sediment and escape to the overlying water and, if not oxi-
dized to CO, by O, in the water, eventually to the atmosphere. By con-
trast, in buried marine sediments upward-diffusing methane is oxidized
by reaction with interstitial dissolved sulfate (Martens and Berner, 1977;
Reeburgh and Heggie, 1977; Valentine et al., 2002), which is essentially
absent in the interstitial waters of freshwater sediments. Because the
sulfate concentration in seawater is so high (> 100x the average for fresh
waters), methane flux out of marine sediments is limited. The free en-
ergy yield for CH, reacting with sulfate under sedimentary conditions
shows that this reaction is thermodynamically favored (table 4.2).

Table 4.2. Some major microbially mediated organic
matter decomposition reactions with standard-state
free-energy change, AG®, and free-energy change for typical
activities of gases and dissolved species in organic-rich
marine sediments during early diagenesis, AG*.

Reaction AG® (kJ/mol) AG*
CH,0 + O, —» CO, + H,0 -475 —491
2CH,0 + SO, 2 — H,S + 2HCO,~ —77 ~110
2CH,0 — CO, + CH, -58 —44
CH, + 20, — CO, + 21,0 —581 ~594
CH, + SO,2 + CO, — H,S + 2HCO; ~14 —25

Activity for CH, assumed to be saturation with gas at 25°C; CH,O repre-
sented by sucrose. Data partly from Berner (1971).
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By comparison with biogenic methane, abiogenic methane forms at
much greater depths due to the thermal decomposition of the organic
matter surviving bacterial decomposition. This remaining organic mat-
ter is normally referred to as kerogen. As kerogen matures, it loses CH,,
CO,, and H,O (Durand, 1980) and trends toward pure carbon (graphite)
at the highest metamorphic temperatures (several hundreds of degrees
Celsius). Thermal maturation of kerogen gives rise to the formation of
coal, oil, and natural gas (CH,), depending on the temperature, time of
burial, and the nature of the starting organic material. If the natural gas
can move into fractures leading to the earth’s surface, it may escape into
the atmosphere.

Another minor source of abiogenic methane is at mid-ocean ridge
(MOR) hydrothermal vents (e.g., Welhan and Craig, 1979). The meth-
ane apparently results from the reaction of CO, with H, formed by the
reduction of water accompanying iron mineral oxidation. Although this
reaction has been found to be associated with the overall process of the
serpentinization of ultramafic rocks, additional methane can form from
the hydrothermal alteration of MOR basalts (Welhan, 1988).

Even though methane is a potent greenhouse gas, it does not attain
levels in the present atmosphere sufficiently high enough to overshadow
warming due to CO,. This is also likely for most of the Phanerozoic. If
the relative abundance of coal swamps over time can be assumed to
represent the relative rate of input of methane to the atmosphere (Berner
and Mackenzie, unpublished ms), and levels of atmospheric O, have
not dropped below half the present level (Chaloner, 1989), then past
levels of atmospheric CH, could not have been high enough to domi-
nate greenhouse warming. This is because CH, is rapidly oxidized in
the atmosphere by O, to CO, (mean residence time of about 10 years).
Thus, the idea that over many millions of years high levels of atmo-
spheric CH, brought about sustained global warming in the past is dif-
ficult to maintain.

Methane can arise from yet another source. This is via the breakdown
of methane hydrates. At sufficiently low temperatures and high pres-
sures, methane will react with water to form crystalline hydrate phases
known as clathrates. Because they are thermodynamically unstable
under earth surface conditions or at great depths when termperatures
become too high, the clathrates are found only at intermediate depths
in marine and nonmarine sediments. The stability of the hydrates in
seawater is shown in figure 4.3. For clathrates occurring in the upper-
most portions of sediments this means water depths of 200 m at 0°C and
1000 m at 12°C. However, most clathrates are found at considerable
depth in the sediment column. The depth range depends on gas con-
centration and the available pore space within certain stability limits.
Conditions neccessary to stabilize hydrates in marine sediments are
pressures of 3—5 MPa at 3°C and 8-12 MPa at 11°C (QOstergaard et al.,
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Figure 4.3. Pressure-temperature stability of methane hydrate in seawater. (Data from
Peltzer and Brewer, 2000.)

2002), with the range of pressures representing in each case the effects
of fine particles in stabilizing the hydrates. Potentially, gas hydrates can
occur between the seafloor and a locus of sub-bottom depths where
geothermal gradients intersect gas—gas hydrate-pore water equilibrium
curves (Dickens, 2001). Important controls are gas composition, water
activity, bottom water temperature, geothermal gradient, and water
depth. This means that the clathrates are found either near the sediment
surface in cool and moderately deep-water marine sediments or within
a limited depth range in the sediment column. Occurrences in marine
sediments are worldwide, and they are also found buried in thick per-
mafrost soils in polar regions (Kvenvolden, 1993, 2002).

Because methane reacts with both dissolved O, and sulfate, both must
be absent for CH, to build up to saturation with clathrates in marine
sediments. This is not normally a problem in organic-rich sediments.
However, upward moving methane gas, released from hydrates, must
travel through an overlying zone where it can be removed by bacterial
sulfate reduction (Reeburgh, 1983; Valentine et al., 2001). Also, the
methane must pass rapidly through overlying oxygenated waters to avoid
further removal via oxidation before it can be transferred to the atmo-
sphere (Dickens, 2000; Valentine et al., 2001). The best places for clath-
rates to form so that their potential decomposition can give rise to a flux
of CH, out of the sediment is at shallow sediment depths in unusually
organic-rich sediments, where sulfate reduction is very intense and all
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interstitial sulfate is removed over a short depth range. However, the
sediments still have to be sufficiently cold and under sufficiently deep
water for clathrates to have formed in the first place.

What triggers methane hydrates to break down to methane gas which
escapes to the atmosphere? Some possible causes are submarine land-
slides, sea level changes, and changes in ocean circulation (Bice and
Marotzke, 2002). The sudden release of large quantities of methane from
clathrates has been used to explain several short-lived events during
Phanerozoic history. This includes the late Paleocene/Eocene thermal
maximum (e.g., Dickens et al., 1997), Mesozoic oceanic anoxic events
(e.g., Hesselbo et al., 1990; Beerling et al., 2002; Bralower et al., 2002),
an early Cretaceous episode of atmospheric CO, increase (Jahren et al.,
2001), the Permo-Triassic extinction (Krull and Retallack, 2000; McLeod
et al., 2000), and the Triassic-Jurassic extinction (Beerling and Berner,
2002). The evidence in the sedimentary record for sudden methane re-
lease is a rapid decrease in the carbon isotopic composition of sedimen-
tary CaCO; and organic matter. This comes about because methane is
unusually light; in other words, it is highly depleted in '*C (average §'°C
values are —60%o to —80%o). After a large mass of isotopically light meth-
ane is released to the atmosphere, it is oxidized rapidly to CO, and then
cycled by weathering and sedimentation to form unusually light car-
bonates and organic matter that are deposited in sediments. No other
reasonably sized source of light carbon has yet been suggested to ex-
plain large, short-term negative isotope anomalies (see chapter 5, fig-
ure 5.15). Besides negative anomalies, some positive anomalies may be
due to methane hydrates. It has been suggested that some positive ex-
cursions in the geologic record may have been caused by the formation
and storage of methane hydrates rather than the burial of excess organic
matter (Dickens, 2003).

Summary

It should be apparent from the discussion in this chapter that there are
many unanswered questions regarding the rate of CO, degassing over
geologic time, including the Phanerozoic. First, there is a need for bet-
ter data on present degassing rates, especially on the relative contribu-
tions of metamorphism and diagenesis to global degassing. Second, there
is the problem of how degassing rate has changed over geologic time. If
seafloor creation (spreading) rate is an important consideration, then
there is a need for better data on this subject. If spreading is not a good
degassing indicator, then other paleo-degassing methods are needed.
One possibility is the abundance of volcanic rocks, a topic addressed
in this chapter by means of a new calculation of relative degassing based
on Russian data on volcanic rock abundance. Even if done correctly,
however, volcanic rock abundance only accounts for volcanic degassing,
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and not that due to metamorphism and diagenesis. Third, degassing ac-
companying regional metamorphism in compressional mountain belts
needs further study. Fourth, hot-spot and md-plate volcanism needs
better integration into carbon cycle models. Finally, changes over time
in the carbonate content of down-going oceanic slabs during subduc-
tion need to be better quantified. This leads to such questions as, were
there abundant pelagic carbonates during the Paleozoic? Of all the major
aspects of the Phanerozoic carbon cycle, the input process of global CO,
degassing is the least well understood.

It is unlikely that methane has served as a principal greenhouse gas
over long periods during the Phanerozoic. However, on the scale of less
than a million years, the release of methane from the breakdown of
methane hydrates may have caused dramatic excursions in temperature
driven by excessive CO, formed by the rapid atmospheric oxidation of
the released methane. Large short-term negative carbon isotopic excur-
sions are best explained by this process.



Atmospheric Carbon Dioxide
over Phanerozoic Time

In this chapter the methods and results of modeling the long-term car-
bon cycle are presented in terms of predictions of past levels of atmo-
spheric CO,. The modeling results are then compared with independent
determinations of paleo-CO, by means of a variety of different meth-
ods. Results indicate that there is reasonable agreement between meth-
ods as to the general trend of CO, over Phanerozoic time.

Long-Term Model Calculations

Values of fluxes in the long-term carbon cycle can be calculated from
the fundamental equations for total carbon and !*C mass balance that
are stated in the introduction and are repeated here:

dM,/dt = Fyo + Fyg + Fig + Frpg — Fio = Fig (1.10)

ABM)/dt = 8,1, F oy + SugF g + SncFome (1.11)
+ 8mgFmg - 8chbc - 8bngg

where

M, = mass of carbon in the surficial system consisting of the at-
mosphere, oceans, biosphere, and soils

72
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F,c = flux from weathering of Ca and Mg carbonates

F,g = flux from weathering of sedimentary organic matter

F.. = degassing flux for carbonates from volcanism, metamorphism,
and diagenesis

F g = degassing flux for organic matter from volcanism, metamor-
phism, and diagenesis

Fy. = burial flux of carbonates in sediments

Fyg = burial flux of organic matter in sediments

& = [(*3C/*2C)/(**C/*2C)stnd — 1]1000.

Variants of equations (1.10) and (1.11) have been treated in terms of
non—steady-state modeling (e.g., Berner et al., 1983; Wallmann, 2001;
Hansen and Wallmann, 2003; Mackenzie et al., 2003; Bergman et al.,
2003), where the evolution of both oceanic and atmospheric composi-
tion, including Ca, Mg, and other elements in seawater, is tracked over
time. However, since the purpose of this book is to discuss the carbon
cycle with respect to CO, and O,, and so as not to overburden the reader
with too many mathematical expressions, I discuss only those aspects
of the non—steady-state models that directly impact carbon. These are
combined with results from steady-state strictly carbon-cycle model-
ing (Garrels and Lerman, 1984; Berner, 1991, 1994; Kump and Arthur,
1997; Francois and Godderis, 1998; Tajika, 1998; Berner and Kothavala,
2001; Kashiwagi and Shikazono, 2002). For steady state, we have (from
chapter 1):

dM./dt = 0; d(8,M)/dt = 0 (1.12)
and
Fwsi = Fbc - ch (113)

where F,; represents the weathering of Ca and Mg silicates with the
transfer of carbon from the atmosphere to Ca and Mg carbonates (reac-
tion 1.4).

In all the long-term carbon cycle models, values of carbon fluxes and
the concentration of atmospheric CO, are obtained by combining vari-
ants of equations (1.10) and (1.11), with additional expressions for fluxes
that include nondimensional weathering and degassing parameters. An
example of this approach, taken from steady-state GEOCARB modeling
(Berner, 1991, 1994; Berner and Kothavala, 2001), is:

Fwsi(t) = Fbc(t) - ch(t) (52)
= 15 (CO,)f5,(CO,) fx(1) f(H)fap(t)O5° Fyus(0)

Fue(t) = £3(CO,)p,(CO,) fr(fap(t)fralt) ke C (5.3)
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Fog(t) = fR(t) fp(t) kG (5.4)
ch(t) = fSR(t) fC(t) ch(o) (55)
Frog(t) = fsr(t) Frog(0) (5.6)

where

C, G = global mass of sedimentary carbonate carbon and organic
carbon
Ky, kyg = rate constants = F,,(0)/C, F,,(0)/G for the present earth
f5.(CO,) = f5(CO,) with different Z values for carbonate dissolution
fap(t) = fp()fA(D)
fralt) = fL(OFA(1).

Fisi(0), Fio(0), and F,,,(0) refer to the present earth, and the other di-
mensionless f parameters are defined and discussed in earlier chapters.
For convenience, a summary of definitions of all terms is shown in
table 5.1. In GEOCARB modeling, the concentration of atmospheric CO,
at each time is calculated by solving equation (5.2) for f3(CO,) =
[£5(CO,)f5,(CO,)] (or for the prevascular plant land surface, f3(CO,) =
[£5:(CO,){E(CO,)]) and then by inverting the resulting complex expres-
sion to solve for RCO,, the ratio of the mass of atmospheric CO, at some
past time to that for the preindustrial present (280 ppmv). A plot of RCO,
versus f5,(CO,) from GEOCARB III (Berner and Kothavala, 2001) is shown
in figure 5.1. The plot shows sudden variations, not seen in the smooth
plot of RCO, versus the greenhouse parameter f5,(CO,) (see figure 2.5),
because of variations over time of GEOG, the effect of changing conti-
nent size and distribution on land temperature.

To be able to solve the above equations, it is necessary to track C and
G over time. If total crustal carbon is assumed to be constant (in other
words, the loss of carbon to the mantle equals its gain from the mantle),
then C + G = constant, and

dC/dt = Fy, — Fie — Frue (5.7)
dG/dt = Fpg — Fyyg — Fipg (5.8)
Analogous expressions for °C are
d(8.C)/dt = . Fre — ducFuwe — OmeFme (5.9)
d(8,G)/dt = SpgFpg — Suglivg — OmglFmg:- (5.10)

For simplification one can assume that §; = 8,,; = 8,,; and &, = 8, = O,y
An additional simplification is the assumption that J,, represents the



Table 5.1. Definitions of terms used in GEOCARB long-term carbon
cycle modeling.

Fluxes, masses and isotopic composition

F,. = carbon flux from weathering of Ca and Mg carbonates
= carbon flux from weathering of sedimentary organic matter
= degassing flux from volcanism, metamorphism, and diagenesis of carbonates
mg = degassing flux from volcanism, metamorphism, and diagenesis of organic
matter
Fy. = burial flux of carbonate-C in sediments
Fyg = burial flux or organic-C in sediments
C = mass of crustal carbonate carbon
G = mass of crustal organic carbon
k. = rate constant expressing mass dependence for carbonate weathering
k,, = rate constant expressing mass dependence for organic matter weathering
8, = 01°C of flux from weathering of Ca and Mg carbonates
)
8

oo lie|
8

a

|

wg = 0'°C of flux from weathering of sedimentary organic matter
me = 0°C of degassing flux from carbonate decomposition due to volcanism,
metamorphism, and diagenesis
dpng = 81°C of degassing flux from organic decomposition due to volcanism,
metamorphism, and diagenesis
8pe = 81°C of burial flux of carbonates in sediments (assumed same as 8'C of ocean)
g = 6'°C of burial flux of organic matter in sediments

Dimensionless parameters

RCO, = mass of CO, in atmosphere (t)/mass of CO, in atmosphere (0)
fr(t) = effect of relief on weathering rate (t)/effect of relief on weathering rate (0)
fg(t) = effect of plants on weathering rate (t)/effect of plants on weathering rate
(0)
fp,(CO,) = effect of CO, on plant-assisted weathering (t)/effect of CO, on plant-
assisted weathering (0) for silicates and carbonates
g (CO,) = direct effect of atmospheric CO, on weathering rate (t)/direct effect of
atmospheric CO, on weathering rate (0) for silicates and carbonates
(applied to period before rise of large land plants)
fBg(COZ] = effect of temperature on weathering rate (t)/effect of temperature on
weathering rate (0) for silicates due to CO, greenhouse effect alone
f3:(CO,) = effect of temperature on weathering rate (t)/effect of temperature on
weathering rate (0) for silicates combining effects of CO, greenhouse, solar
radiation, and paleogeography on temperature
f.(CO,) = effect of temperature on weathering rate (t)/effect of temperature on
weathering rate (0) for carbonates combining effects of CO, greenhouse,
solar radiation, and paleogeography on temperature
fp(t) = runoff (t) / runoff (0) due to changes in paleogeography
fo(t) = land area (t)/land area (0).
fi (t) = fraction of total land area covered by carbonates/the same fraction at
present
fer(t) = seafloor area creation rate (t)/seafloor area creation rate (0)
fo(t) = effect of carbonate content of subducting oceanic crust on the rate of CO,
degassing (t)/the same effect at present

From Berner (1991, 1994); Berner and Kothavala (2001).
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Figure 5.1. Plot of f3,(CO,) versus RCO,. The parameter f3(CO,) reflects the effect
on the rate of silicate weathering and atmospheric CO, of changes over time in
temperature, due to the CO, greenhouse effect, changes in solar radiation, and
changes in mean land temperature accompanying continental drift. RCO, is the
ratio of the mass of atmospheric CO, at a past time (t) to that at present (assumed
to be 280 ppm). The irregularities in the curve (compare with figure 2.5) are due
primarily to variations of the GEOG term for mean land temperature.

carbon isotopic composition of the oceans (literally, it is the mean com-
position of carbon in buried carbonates) and that 8y, — 8, = A**C, which
can be held constant or varied over time.

Combining the above expressions constitutes GEOCARB modeling.
By inserting values for present-day masses and fluxes, using the carbon
isotopic composition of the oceans plus values of the dimensionless
f parameters over the Phanerozoic, and by assuming starting values (at
550 Ma) for fluxes, masses, and isotopic composition, a series of steady-
state equations for the past 550 million years is solved at each 1 million
year time-step for all fluxes and for RCO,. The assumed starting values
are validated only if the present CO, level is obtained. As values for the
various dimensionless parameters are inputted only every 10 million
years, with linear interpolation during the time gaps, output results of
the modeling are reported on the same basis. This precludes consider-
ation of any phenomenon occurring on a time scale shorter than 10 mil-
lion years.

The carbon cycle modeling approach of other studies (Kump and
Arthur, 1998: Francois and Godderis, 1998; Tajika, 1998; Wallmann,
2001; Kashiwagi and Shikazono, 2002) is fundamentally similar to that
for GEOCARB. However, modifications of the fluxes and dimensionless
parameters (f) are made, and these modifications are worth discussing
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in some detail. Kump and Arthur (1997), in a model for the Cenozoic
carbon cycle, use the parameter f,.(t) to represent all other factors af-
fecting weathering other than f;(t) and f,(t). In essence they are com-
bining the effects of both climate, f5,(CO,), paleogeographically-affected
runoff, fy(t), and mountain uplift/erosion, fi(t), into their f,(t) param-
eter. Francois and Godderis (1998), in their model for the Cenozoic, join
carbon cycle modeling with modeling of Sr isotopes and greatly sim-
plify weathering such that carbonate weathering, ., and organic mat-
ter weathering, F,,,, are assumed to be directly proportional to silicate
weathering, F;.

Tajika (1998), in a model for the past 150 Ma, assumes minor loss of
carbon to the mantle via subduction and divides the global CO, degas-
sing flux (Fp, + F,) into separate fluxes at mid-ocean ridges, that asso-
ciated with intraplate (hot-spot) volcanism, and that accompanying
metamorphism and volcanism at subduction zones. Mid-ocean ridge and
subduction zone degassing is assumed proportional to seafloor spread-
ing rate, fsz(t),whereas for hot-spot degassing over time he introduces a
new parameter, fi;(t), which varies differently from spreading rate and
relies on the data of Larson (1991). Tajika also separates the global weath-
ering flux into that for the Himalayas (including the uplift parameter
fr(t) based on Sr isotopes) and that for the rest of the world.

In his carbon cycle model for the past 150 Ma, Wallmann (2001), like
Tajika (1998), separates degassing into that at ridges, subduction zones,
and hot spots with degassing at ridges and hot spots guided by spreading
rate and that at hot spots guided by the data of Larson (1991). Unlike
GEOCARB, Wallmann’s model emphasizes the submarine weathering
of basalt to CaCO,. Other differences are that he considers loss of car-
bon to the mantle, calculates the carbon isotopic composition of the
oceans over time (rather than using equation 1.11), and separates Ca and
Mg silicate weathering into young volcanics at convergent margins and
silicates from the rest of the world. Kashiwagi and Shikazono (2002), in
a model for the Cenozoic, distinguish subduction zone degassing at is-
land arcs from that at back-arc basins, and they, like Wallmann, sepa-
rate weathering of silicates for the Himalayas from that for the rest of
the world.

Perturbation Modeling

Sudden and rapid perturbations of the long-term carbon cycle can bring
about changes requiring the direct use of non-steady-state modeling.
Some examples are the effect on the level of atmospheric CO, and
oceanic 8'°C of instant decarbonation of limestones accompanying
extraterrestrial bolide impacts (Caldeira and Rampino, 1990; Kump,
1991; Beerling et al., 2002), degassing of CO, accompanying massive
volcanic eruptions (Dessert et al., 2001), and degassing of CH, from the
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decomposition of methane hydrates followed immediately by oxidation
of CH, to CO, (e.g., Dickens, 1997; Beerling and Berner, 2002; Berner,
2002). Sudden perturbation of the steady-state carbon cycle normally
takes about 500,000 years to return to a new steady state (Sundquist,
1991). Over such a “short” time, more slowly varying processes can be
ignored, including changes in the position, size, relief, and exposed
lithology of land areas. This is equivalent to holding fy(t), f4(t), fg(t), and
fi(t) constant. Degassing parameters, such as f;(t), f;(t), which also
change only very slowly, are ignored and replaced by jumps in F,(t)
and Fp.(t) that are either instantaneous (bolide impacts) or occur by
square wave or Gaussian input functions over periods of thousands to
tens of thousands of years (methane hydrate degassing) to a few hun-
dred thousand years (volcanic degassing). Also, the surficial reservoir
is divided into its components, and separate carbon mass-balance ex-
pressions are used for the oceans, atmosphere, and biosphere. In other
words, short-term carbon cycling is mixed with long-term cycling. Fur-
thermore, where carbonate precipitation is involved, mass balance ex-
pressions for Ca, Mg, and alkalinity are included.

Model Results

The standard (best estimate) curve of atmospheric CO, for the past 150
million years from GEOCARB III (Berner and Kothavala, 2001) is com-
pared in figure 5.2 with the results of two other recently published car-
bon cycle modeling studies (Tajika, 1998; Wallmann, 2001). (In the
carbon cycle study of Kump and Arthur [1997], a CO, curve was calcu-
lated but believed by them to be incorrect, and in that of Francois and
Godderis [1998], no CO, curve was presented.) In the overall trend of
decreasing CO, with time, there is general agreement between the re-
sults of the three studies, but disagreements arise as to absolute RCO,
values and shorter term variations. The Mesozoic values for GEOCARB
I are higher than the results of the other two studies mainly because
values of f5(t) for Mesozoic gymnosperms versus angiosperms were used
in GEOCARB that best fitted the independent RCO, data of Ekart et al.
(1999). The non-fitted results of the earlier study, GEOCARB II (Berner,
1994), better agree with those of Tajika (1998) and Wallmann (2001).
Together the results of the three studies are in accord with the conclu-
sion that overall global cooling over the past 150 million years can be
explained, at least partly, by a diminished atmospheric greenhouse ef-
fect due to a decline in atmospheric CO,.

The best estimate curve of CO, versus time for the entire Phanero-
zoic from GEOCARB III (Berner and Kothavala, 2001) is shown in fig-
ure 5.3. The most dramatic feature of the curve is the large drop in CO,
occurring in the mid-Paleozoic (400-300 Ma). This drop is due mainly
to a combination of changes brought about by the rise of large vascular
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Figure 5.2. Plots of RCO, versus time for the theoretical modeling results of Tajika
(1998), Wallmann (2001), and Berner and Kothavala (2001).

land plants (see chapter 2). The plants both accelerated weathering and
provided biologically resistant organic remains for burial in sediments,
causing a drop in CO,. This major effect of plants is also shown by the
modeling results of Bergman et al. (2003) and Mackenzie et al. (2003).
The results of Bergman et al. are compared to those of GEOCARB III in
figure 5.3. Both curves show a large drop in CO, during the Paleozoic,
but the Bergman curve shows less variation in CO, from 350 to 100 Ma,
with no high values during the Mesozoic as calculated by the GEOCARB
model.

Carbon cycle models can give some idea of how the composition of
the atmosphere and oceans may have varied over geologic time, but their
chief utility is in determining sensitivity to changes in values of input-
ted parameters. One way of showing sensitivity is to hold constant, at
the present value of 1, each dimensionless f parameter that normally
varies over time. Another approach is to vary critical constants in the
climate and biological feedback expressions. This procedure is illus-
trated in figures 5.4—5.12 using results from GEOCARB III (Berner and
Kothavala, 2001).

Figure 5.4 shows the effects of holding fg(t) = 1. This is equivalent to
assuming that the present effect of plants on silicate and carbonate
weathering rate applies to the entire Phanerozoic. An enormous effect
is found for the early Paleozoic, and this shows how important the evo-
lution of land plants has been in affecting the evolution of atmospheric
CO, (Berner, 1998). The values of fi(t) for Ca and Mg silicate weathering
before the rise of large vascular land plants can be estimated from stud-
ies of modern weathering, and the range (table 2.1) is about one-third
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Figure 5.3. Plot of RCO, versus time for the standard or best estimate GEOCARB Il
model of Berner and Kothavala (2001) compared to the results from the model of
Bergman et al. (2003).

to one-eighth. The best estimate used for the standard situation, shown
in figure 5.4, is one-fourth. The high sensitivity to values of fi(t), and
how they change with time, shows how important it is to obtain more
data on the role of plants in weathering.

Changing paleogeographic parameters also has a major influence on
the evolution of atmospheric CO,. The effect of holding fg(t), the relief
or mountain uplift factor, equal to 1 is shown in figure 5.5. The result is
a dramatic drop in CO, during the Mesozoic and Cenozoic (past 250
million years). The effect of holding the parameters fp(T) and f,(t), which
manifest the effect of paleogeography on river runoff and discharge,
equal to 1, is shown in figure 5.6. This results in a much smaller effect
than holding fi(t) equal to 1. The effect of letting GEOG = 0 in the ex-
pression for fz(CO,), which is equivalent to saying that continental drift
had no effect on land temperature, is shown in figure 5.7. This shows a
large effect during the early Paleozoic and a large relative effect in the
early Mesozoic (250-180 Ma). These results illustrate that, based on the
available paleogeographic data used in the GEOCARB modeling, moun-
tain building and changes in land temperature accompanying continen-
tal drift over Phanerozoic time had a greater effect on CO, than changes
in land area and global runoff.

The effects of changes in values for critical constants in the weather-
ing feedback parameters f3(CO,) and fy,(CO,) are presented in fig-
ures 5.8-5.10. Figure 5.8 presents the effect of changing the value of T,
the coefficient relating temperature to CO, via the atmospheric green-
house effect, from the values 3.3—4.0, used in GEOCARB 111, to 6.0. This
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Figure 5.4. Comparison sensitivity plot of RCO, versus time for the situation of f(t) = 1
for all time compared to the standard GEOCARB IIl curve (stnd). This shows the effect on
CO, of ignoring plant evolution and holding for all time the influence of plants on
weathering to be the same as at present.
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Figure 5.5. Comparison sensitivity plot of RCO, versus time for the situation of fg(t) = 1
for all time compared to the standard GEOCARB llI curve. This shows the effect on CO,
and on weathering of holding the relief of the land, as it affects erosion, to be the same
as at present.
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Figure 5.6. Comparison sensitivity plot of RCO, versus time for the situation of fo(t) = 1
and fp(t) = 1 so that fop(t) = 1 for all time compared to the standard GEOCARB Ill curve.
This shows the effect on CO, and on weathering of holding both land area and river
runoff to be the same as at present.
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Figure 5.7. Comparison sensitivity plot of RCO, versus time for the situation of GEOG = 0
for all time compared to the standard GEOCARB llI curve. This shows the effect on CO,
and on weathering of holding land temperature to be the same as at present.
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Figure 5.8. Comparison sensitivity plot of RCO, versus time for the situation of I = 6 for
all time compared to the standard GEOCARB Il curve. This shows the effect on CO, and
on weathering of changing the coefficient, T, that relates temperature to CO, via the
atmospheric greenhouse effect. The value of " = 6, higher than those values used in
GEOCARB Ill modeling, illustrates the situation of greater sensitivity of temperature to
CO, level and stronger negative feedback.

is equivalent to changing the temperature rise, due to a doubling of CO,,
from 2.3-2.8 to 4.1°C. This difference falls within the range of values
predicted by GCM models for future global warming (IPCC, 2001). The
effect of changing I is large for all times because it is a key component
in the calculation of RCO,. A more sensitive climate to CO, change
means a lesser variation of CO, levels over time. In other words, for a
larger value of T', there is stronger feedback and greater damping of os-
cillations. Varying Z, which expresses the effect of temperature on min-
eral dissolution rate (equation 2.11), is shown in figure 5.9. Again, there
are major changes in CO, for all times, and Z is another important feed-
back damping factor. Finally, the effect of varying the exponent n in the
biological weathering feedback factor fg, (CO,) (equation 2.6) is shown
in figure 5.10. Values of n = 0 and n = 1 represent the situations where
no plants and all plants, respectively, increase weathering in response
to increases in atmospheric CO,. Changes in the value of n have a major
effect on CO, in the Mesozoic and Cenozoic, but no effect during much
of the Paleozoic when large plants were not present.

A special climate feedback coefficient is Ws, which reflects the ef-
fect on temperature and CO, of the evolution of the sun. Solar radiation
has been increasing at an essentially constant rate since the early Pre-
cambrian, when it was about 30% lower than at present (Caldeira and
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Figure 5.9. Comparison sensitivity plot of RCO, versus time compared to the
GEOCARSB Il standard curve for the situation of varying Z, the coefficient that
relates the rate of mineral dissolution during weathering to changes in temperature.
This shows the effect on CO, and on weathering of varying the activation energy
for dissolution (see table 2.2).
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Figure 5.10. Comparison sensitivity plot of RCO, versus time compared to the standard
GEOCARSB Ill curve for the situation of varying n, the exponent that relates the rate of
plant-assisted weathering to CO, fertilization of plant growth. If n = 0, no plants globally
respond to CO, fertilization; if n = 1, all plants respond to CO, fertilization. The standard
curve is for n = 0.4, indicating that about 35% of plants globally respond to CO,
fertilization.
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Kasting, 1992). The effect of an increase in solar radiation of about 6%
over the Phanerozoic can be seen in figure 5.11. When the value of Ws
in equation 2.29 is set equal to zero, signifying no change in solar radia-
tion over time, the overall negative slope of the CO, curve flattens con-
siderably. This means that the effect on CO, of a steady increase in solar
radiation over the Phanerozoic is matched by an overall decrease in CO,.
Extrapolation of this inverse effect to the distant future indicates that
the solar-driven drop in CO, would attain such low values in about 900
million years that photosynthesis would cease (Caldeira and Kasting,
1992).

The effect of changes in global degassing on atmospheric CO, is
manifested in GEOCARB modeling by fgz(t) and f(t), the parameters that
reflect the effects of seafloor spreading (and subduction) rate and the
carbonate content of subducting crust, respectively. In figure 5.12 these
parameters are held constant and equal to 1 for the entire Phanerozoic.
This is equivalent to assuming that there was no change in degassing
rate over time and that past rates were the same as that at present. The
alternative formulation of using the abundance of volcanics over time
as a guide to degassing rate (figure 4.2) is shown in figure 5.13 and com-
pared to values of RCO, obtained from using spreading rate. Results show
that for both formulations the effects of degassing on CO, are greatest
in the Mesozoic and Cenozoic (past 250 million years). The results for
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Figure 5.11. Comparison sensitivity plot of RCO, versus time compared to the
GEOCARSB Il standard curve for the situation of holding Ws = 0. Ws is the coefficient that
relates the rate of weathering to changes in temperature due to changes in solar
radiation. Ws = 0 means no solar evolution over time, with irradiation held constant at
present levels.
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Figure 5.12. Comparison sensitivity plot of RCO, versus time for the situation of
fsp(t) =1 and f(t) = 1 for all time compared to the GEOCARB Ill standard curve. This
shows the effect on CO, of holding global CO, degassing to be the same as at present.
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Figure 5.13. Comparison sensitivity plot of RCO, versus time for the situation of fo(t) =
fy(t) for all time compared to the GEOCARB Ill standard curve based on fg(t) = fs(t). The
variable fg(t) is the rate of global CO, degassing at a past time (t) divided by that for the
present. The variable fy(t) is the value for fo(t) calculated from the abundance of volcanic
rocks over time (Ronov, 1993). The variable fg(t) is the value of f5(t) calculated from
changes in seafloor spreading rate over time.
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all three formulations, no change in degassing, use of spreading rate,
and use of volcanic abundance, result in curves of RCO, that are crudely
similar. This means that the effects of parameters other than degassing,
as discussed above, are more critical to the overall Phanerozoic history
of atmospheric CO,. Either further improvements in degassing formula-
tion are necessary, or degassing has had a lesser effect on Phanerozoic
CO, evolution than is commonly believed by most workers (e.g., Berner
et al., 1983; Tajika, 1998; Wallmann, 2001; Schrag, 2002). Considering
our present state of knowledge concerning degassing (see chapter 4), it
is probable that the truth lies somewhere between these two extremes.
At any rate, I suspect that the GEOCARB spreading rate degassing for-
mulation probably needs to be changed.

For the sake of completeness, I present an example for the results of
models of short-term perturbations to the long-term carbon cycle. A
characteristic of all these models are asymmetric curves of CO, and other
output variables versus time. A sudden change is followed by a gradual
return to steady state as the inputted carbon perturbation is diluted and
carried through the long-term cycle (Caldeira and Rampino, 1990; Kump,
1991; Dickens et al., 1997; Dessert, 2001; Beerling and Berner, 2002;
Beerling et al., 2002; Berner, 2002). The example chosen here is that
presented by Berner (2002) to explain a large negative excursion of §'°C
of sedimentary carbonates across the Permian-Triassic boundary. Two
explanations that have been offered for the isotope excursion are CO,
degassing associated with volcanic eruption from Siberian basalts at that
time and release of CH, from methane hydrates, which are oxidized
rapidly to CO, in the oceans or atmosphere. In the model, carbon diox-
ide with 8'3C = —6%o. is released from the mantle over 200,000 years (from
2.5 x 106 km? of basalt), or methane with 8'3C = —65%. is released from
methane hydrates over 20,000 years and rapidly oxidized to CO,. Both
releases follow a Gaussian distribution with a maximum release rate
halfway through the release period (see figure 5.14). The results for 6'°C,
based on reasonable estimates of the time-integrated release of 11000
GtC of volcanic CO, or 4200 GtC of CH,, are shown in figure 5.15. The
drop of about 7%, in 6**C from CH, degassing matches observations (e.g.,
Twitchett et al., 2001), but such a large drop could not be attained by
appealing to volcanic degassing (volcanic CO, in figure 5.15). This is
because volcanic carbon, derived from the mantle, is not sufficiently
isotopically light. A drop of 7%. would require impossibly high fluxes
of volcanic CO,.

Proxy Methods

A variety of independent tests of the modeling predictions as to levels
of Phanerozoic atmospheric CO, are available. Methods include deter-
mining (1) the §'°C of carbonates in paleosols; (2) the stomatal density
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Figure 5.14. Input function for volcanic degassing of CO, and for CO, formed by the
oxidation of CH, from methane hydrate decomposition at the Permian-Triassic
boundary. (After Berner, 2002.)
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Figure 5.15. Calculated plots of §'3C of CaCOjs versus time at the Permian-Triassic
boundary. The upper curve is for volcanic degassing associated with the eruption of
Siberian basalts. The lower curve is for the input of CO, from the oxidation of CH,
derived from methane hydrates. The return of the curves to the initial conditions
represent dilution of the inputs as the long-term carbon cycle returns to a steady state.
Actual measured values of §'3C show changes of over —-7%o during this same time span
thereby supporting the methane source hypothesis. (Data from Berner, 2002.)
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of fossil leaves; (3) the degree of fractionation of carbon isotopes of
specific compounds secreted by phytoplankton and preserved in sedi-
mentary rocks; and (4) the boron isotopic composition of marine car-
bonate fossils. Each of the methods has its own problems (Royer et al.,
2001a), but if certain precautions are taken, they provide reasonable
estimates of ancient CO, levels.

Paleosol Carbon Isotopes

The paleosol method (Cerling, 1991) rests on the assumption that the
carbon in pedogenic carbonate is precipitated in isotopic equilibrium
with dissolved inorganic carbon in soil waters and with soil CO,. The
isotopic composition of soil CO, is the result of mixing respired CO,,
with the 8'3C value of soil organic matter, and atmospheric CO,. The
relative proportions of respired CO, and atmospheric CO, determine the
813C of the soil gas and, if exchange equilibrium is attained, also of soil
carbonate. Determining the 8'3C of organic matter and carbonate in a
given paleosol, estimating the original partial pressure of CO, at depth
in the paleosol, and estimating the §'*C of atmospheric CO, allows a mass
balance calculation of the partial pressure of atmospheric CO, at the time
that the paleosol formed. The mass-balance equations used for this
purpose is

dC/adt = DA*C/9z? + d(z) (5.11)
where

C = concentration of CO, in the soil gas
z = depth in soil

¢(z) = production rate of respiratory CO,
D = diffusion coefficient for gaseous CO,.

A steady state is assumed, where diffusion balances CO, production,
and equation (5.11) is set equal to 0. The resulting expression for C is

C=C, + [0(0)z*%/D] [1 — exp(-z/z*)] (5.11)

where C, is CO, concentration in air, and z* is characteristic CO, pro-
duction depth where dC/dz approaches 0.

From a similar mass-balance expression for §'*C, and substituting
appropriate values of key parameters, Cerling (1991) obtains:

C. = S(2)I(3, — 1.0448, — 4.4)/(3, - 5,)] (5.12)

where S(z) = [q)(O)z*z/D] [1 —exp(—z/z*)], 8 = 8'3C%o, and the subscripts
s, 0, and a refer to soil, respired, and atmospheric CO,, respectively.
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By substituting values for the three & values, one can solve for C,,
the concentration of CO, in the atmosphere. The value for d; is calcu-
lated for equilibrium with the measured value of §'*C for CaCO, formed
in the soil. The value for 6, is assumed to be the same as the measured
(or often assumed) 8'3C for soil organic matter associated with the car-
bonate. The value for §, is calculated from the value for §,or from the
mean §'3C value for the oceans as registered by marine carbonates de-
posited at the same approximate time as the paleosol. This assumes that
the isotopic fractionation between soil organic carbon and atmospheric
CO, or between dissolved inorganic carbon in seawater (,.) and atmo-
spheric CO, each exhibit a constant value. For the present earth these
differences are

8, = 80 = —7%o (5.13)
8y — 8 = 18%o (5.14)

To solve for G,, the paleosol 8'*C method is forced to make several
assumptions, the most important of which concerns the value of S(z),
which can be considered as the mean concentration of CO, added to
the soil via respiration. The value of S(z) can be estimated by looking at
total concentrations of CO, in modern CaCOs-containing soils. Pedogenic
carbonates only form under rather dry climates with less than 80 cm of
mean annual precipitation (Royer, 1999), and such soils have S(z) con-
centrations ranging from 3000 to 10000 ppm (Royer et al., 2001). It is
this range of ignorance that provides the major portion of error attached
to reported results using this method. Other possible errors include fail-
ure to estimate the proper temperature at the time of formation of the
paleosol (which affects the isotopic fractionation between CO, and
CaCO;) and changes in the values of fractionations shown in equations
(5.13) and (5.14). In many paleosols the value of 6'*C for organic matter
is not measured, and §, has to be calculated from 8, via both equations
(5.13) and (5.14). Another more serious problem is that the carbonate
analyzed must be true pedogenic carbonate and not derived from di-
agenetic recrystallization, especially of marine carbonates. Thus, the
method requires field experience in studying and identifying paleosols
(e.g., see Retallack, 1990).

A variant of the paleosol pedogenic carbonate method has been
adapted by Yapp and Poths (1992, 1996). They measure the §'°C value
of trace amounts of carbon included within the structure of the mineral
goethite (HFeO,). The reasoning behind calculating concentrations of
atmospheric CO, is the same as in the carbonate method, except that
the concentration of carbon contained within the iron oxide is used as
a direct measure of soil CO, partial pressure. In this way the necessary
assumption of a wide range of values for soil CO, can be avoided. How-
ever, organic matter is rarely present in pedogenic goethites, and esti-



Atmospheric Carbon Dioxide over Phanerozoic Time 91

mates of §'°C of the organic matter from an extrapolation procedure leads
to the considerable error with this method. A more important problem
is the rarity of appropriate unaltered soil goethite, as compared to soil
CaCos;.

Results for paleosol estimates of atmospheric CO, are shown in fig-
ure 5.16 and compared to the standard (best estimate) curve from the
GEOCARB III model for the entire Phanerozoic. The solid line represents
a five-point running average (Royer et al., 2001a) based on hundreds of
analyses of Carboniferous to recent paleosols (Cerling, 1991; Sinha and
Stott, 1994; Andrews et al., 1995; Ekart et al.,1999, Lee, 1999; Lee and
Hisada, 1999; Ghosh et al., 2001). Also included are determinations by
Mora et al. (1996) and Yapp and Poths (1992, 1996) for Devonian and
earlier paleosols. In general there is qualitative to semiquantitative agree-
ment between the theoretical GEOCARB modeling and the paleosol CO,
estimates, with high values during the early Paleozoic (before 380 Ma),
a large drop during the Devonian and Carboniferous (380-320 Ma), arise
to high values in the Mesozoic (250-65 Ma), and a gradual overall de-
cline during the Cretaceous and Cenozoic (140—0 Ma). The very high
palesol values during the mid-Mesozoic around 180 Ma are biased by
two extremely high (RCO, = 20) Jurassic values of Yapp and Poths (1992,
1996), and I believe these values are excessive.
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Figure 5.16. Comparison of RCO, determined by the paleosol carbon isotope method
to GEOCARB IIl modeling. Y= Yapp and Poths (1992, 1996); Mora = Mora et al. (1996);
Royer = running 5-point average of all post-Devonian paleosol results summarized by
Royer et al. (2001a) from a variety of studies (see text).
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Because of special interest in the rise of large vascular land plants
during the Devonian and their effect on atmospheric CO,, an expanded
plot is shown for this time period (figure 5.17). Data for paleosols are
from Yapp and Poths (1992, 1996), Mora et al. (1996), Mora and Driese
(1999), and Cox et al. (2001). Also shown are paleo-CO, estimates via
the stomatal index method (McElwain and Chaloner, 1995, 1996; dis-
cussed next). Both the two kinds of proxies and the GEOCARB modeling
show excellent agreement, and this further emphasizes the importance
of the rise of large vascular land plants during the Devonian (380—350 Ma)
as a major effect on atmospheric CO.,.

Stomatal Index

The density of stomata (gas exchange openings) on leaves can vary with
the CO, level in the atmosphere (Woodward, 1987). The density also
varies with changes in water availability, called “water stress.” A simple
way to eliminate the water stress effect is to normalize the density of
stomata to the number of epidermal cells, which corrects for changes
in cell size (Salisbury, 1927). The result is called stomatal index. Be-
sides water stress, stomatal index is insensitive, also to illumination and
temperature (Beerling, 1999). The selective sensitivity to CO, makes
stomatal index a potentially powerful tool for deducing ancient CO,
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Figure 5.17. Plots of RCO, versus time for the paleosol carbon isotope method
(vertical bars) and the stomatal index method (square boxes) compared to the
standard GEOCARB Il curve. Data for the paleosol carbon isotope method from Yapp
and Poths (1992, 1996), Mora et al. (1996), Mora and Driese (1999), and Cox et al.
(2001). Stomatal index data from McElwain and Chaloner (1995, 1996). All methods
indicate that a large drop in CO, occurred at the same time as the rise of large
vascular land plants.
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levels from the study of fossil leaves, but it is necessary to choose leaves
for study that are either conspecific with modern representatives or that
have nearest living ecological and morphological equivalents. In this
way the CO, response of the stomata can be calibrated. Also, fossil leaves
need to be collected that were derived from trees that were tall or in
sparse stands so that they did not sample excess CO, that builds up at
shallow levels in forests, and the trees must not have been at high ele-
vations because stomata respond to the partial pressure of CO, and not
to concentration (Royer et al., 2001). At sea level concentration and
partial pressure are identical.

McElwain and Chaloner (1995, 1996) and McElwain (1998) have used
the nearest-living-equivalent approach for the study of the stomatal index
of fossil leaves ranging from the Devonian period to the present. They
calculate paleo-CO, levels by the “stomatal ratio” method, which assumes
that the ratio of stomatal index for two different times is directly propor-
tional to the inverse of their CO, levels. They calibrate their method by
choosing a paleo-CO, level that shows rough agreement between differ-
ent methods (RCO, = 1 at 300 Ma; see figure 5.17). This method is useful
in showing semiquantitative effects, but it is not calibrated against a
known level of CO,. A plot of results for RCO, derived via the stomatal
ratio method is compared to the standard curve for GEOCARB III in fig-
ure 5.18, and the overall trend with time is similar to that based on mod-
eling. Also, the large drop in CO, based on modeling and paleosol results
(figure 5.17) is corroborated by the stomatal ratio method.
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Figure 5.18. Plots of RCO, versus time derived by the stomatal index method
compared to the standard GEOCARB Il curve. Stomatal results from McElwain (1998)
and Retallack (2001) (5-point running average).
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Quantitative calibration of stomatal index (SI) against CO, change has
been done via both laboratory experiments and the history of CO, over
the past 150 years as recorded in ice cores and actual atmospheric mea-
surements. Both approaches have been used by Royer et al. (2001b) to
calibrate Ginkgo biloba and Metasequoia glyptostroboides leaves. Val-
ues of SI were measured on samples from herbarium collections that
had been collected at different times over the past 150 years at atmo-
spheric CO, levels ranging from 270 ppm to 360 ppm. These results were
combined with Ginkgo and Metasequoia experiments conducted at ele-
vated CO, levels. An excellent linear negative correlation between SI
and CO, concentration was found for the ginkgo and Metasequoia leaves
between 270 and 360 ppm, but at higher CO, levels, based on labora-
tory experiments, the response diminished and approached constant SI
values. This shows that the SI method may have an upper CO, limit, at
least on the time scale (few years) of laboratory experiments.

Retallack (2001) extrapolated from the SI versus CO, experimental
calibrations of Beerling et al. (1998) for a single ginkgo species to ob-
tain values of RCO, over the past 300 million years based on the study
of other species. Although the extrapolation is not theoretically justi-
fied, and CO, response can vary greatly between species (Royer et al.,
2001), Retallack’s results, in terms of 5-point moving averages, show
overall semiquantitative agreement with those of GEOCARB modeling
and the stomatal ratio results of McElwain (1998; figure 5.18).

The results of Royer et al. (2001) and other well-calibrated SI studies
based on single species (van der Burgh et al., 1993; Kurschner, 1997)
are summarized for the Tertiary below in figure 5.20. Results for the
Eocene disagree with those based on the plankton fractionation and
boron isotope methods (described below), but there is general agreement
for the Miocene.

Plankton Carbon Isotope Fractionation

The fractionation of carbon isotopes by marine phytoplankton is a func-
tion of the concentration of dissolved CO, in seawater (Rau et al., 1989;
Hinga et al., 1994). If surface waters can be assumed to be in exchange
equilibrium between dissolved CO, and atmospheric CO,, then the frac-
tionation could be used as a measure of the level of atmospheric CO.,.
This observation has led to the suggestion that the difference between
the 8'3C of coexisting organic matter and CaCO, in sedimentary rocks
might be a measure of ancient atmospheric CO, concentration (Jasper
and Hayes, 1990; Hollander and McKenzie, 1991; Freeman and Hayes,
1992). However, the organic matter in a sedimentary rock represents a
mixture of phytoplankton-derived material, material that has been pro-
cessed along the marine food chain and any terrestrially derived mate-
rial added to the ocean by rivers. Because the $'°C of these sources are
different, determining 6'*C of the bulk organic matter would not reflect
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the value of the original photosynthate. To avoid this problem, a method
has been developed for analyzing only organic compounds that are pro-
duced by and confined to phytoplankton. Using this method, ancient
atmospheric CO, levels have been deduced (Freeman and Hayes, 1992)
and are plotted in figure 5.19. These results, as for the results of the
paleosol and stomatal index methods, show a similar trend to that pre-
dicted by the GEOCARB III model, that of decreasing CO, over the Me-
sozoic and Cenozoic.

Unfortunately, the plankton fractionation method is confronted with
the problem that there are additional factors in the marine environment,
other than CO,, that affect carbon isotope fractionation during photo-
synthesis. This introduces errors not shown by the error margins of the
data in figure 5.19. Additional factors include plankton growth rate (Fry
and Wainright, 1991) and cell geometry (Popp et al., 1998). Detailed
experimental study of these effects has enabled Bidigare et al. (1997) to
correct for these factors. These investigators found that growth rate is a
direct function of the concentration of dissolved phosphate in sea-
water. To normalize for constant growth rate, Pagani et al. (1999) ap-
plied the fractionation method to sediments that were deposited under
oligotrophic conditions similar to those at present where the phosphate
correction can be made. Pagani et al. obtained values for Miocene paleo-
CO, based on measurements of 8'°C of alkenones and carbonate micro-
fossils, and results are shown in figure 5.20 in combination with the
estimates of other methods for Tertiary CO.,.

The difference between the §'*C of bulk organic matter and calcium
carbonate (A'®C), as documented by Hayes et al. (1999), has been used
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Figure 5.19. Comparison of results for RCO, versus time based on the plankton carbon
isotope method (Freeman and Hayes, 1992) with the standard GEOCARB IlI curve.
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Figure 5.20. Comparison of results for Tertiary RCO, versus time. Boron isotope results
from Pearrson and Palmer (1999, 2000); stomatal index results from Royer et al. (2001),
van der Burgh (1993), and Kurschner (1997); plankton carbon isotope results from
Freeman and Hayes (1992; vertical bars) and Pagani et al. (1999; curved bar). The
succession of small unfilled boxes represents results for GEOCARB Ill modeling.

to calculate the value of atmospheric CO, concentration over Phanero-
zoic time (Rothman, 2002). However, as stated above, bulk organic matter
represents a mixture of terrestrial and marine-derived material, and the
calibrations based on the study of marine plankton do not apply gener-
ally to bulk material. Also, it has been shown that fractionation of car-
bon isotopes by plant-derived organic matter is not a simple function
of CO,, but rather a strong function of atmospheric O, (Beerling et al.,
2002), which varies with time (see chapter 6). The intermixture of large
amounts of terrestrially derived material with 6'°C values affected by
variations in O, is especially true of the Permo-Carboniferous, when a
large proportion of global organic burial was derived from land plants
(chapter 3). These considerations indicate that the simple use of A1*C
to derive CO, values over the Phanerozoic (Rothman, 2002) is an inap-
propriate approach to the problem of deducing paleo-CO.,.

Boron Isotopes in Carbonates

Dissolved boron in the oceans is present primarily as B(OH),; and
B(OH),", and these two species differ in the ratio 'B /'°B. Field obser-
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vations and experimental studies have suggested that the uptake of
boron into biogenic calcium carbonate records the isotopic composition
of B(OH),~ with little isotopic fractionation (Hemming and Hanson,
1992; Sanyal et al., 1996). Because the relative proportions of the two
dissolved boron species vary with pH, and the degree of isotopic frac-
tionation between the two species is known, the 'B/1°B of B(OH),™ also
varies with pH (Hemming and Hanson, 1992; Sanyal et al., 1996). If
the boron incorporated into calcareous organisms faithfully records
the isotopic composition of B(OH),™ in seawater, it is possible to cal-
culate the value of pH for ancient oceans by determining the 'B /'°B
of fossil organisms (Hemming and Hanson, 1992; Sanyal et al., 1995,
1996; Palmer et al., 1998; Pearson and Palmer, 1999, 2000). From paleo-
pH, making certain assumptions about the concentration of dissolved
inorganic carbon (DIC) in seawater, it is possible to calculate paleo-
atmospheric CO, from paleo-pH. This is the basis for the boron isoto-
pic method for estimating paleo-CO,.

There are problems, however, with this method. First, the fraction-
ation of boron isotopes is a function of temperature and this requires an
estimate of the water temperature where the calcareous organism actu-
ally lived. (This factor can be helpful in deducing the depth distribu-
tion of paleo-pH when applied to planktonic foraminifera that are known
to live at different temperatures at different water depths; Pearson and
Palmer, 1999). Second, it is assumed that only B(OH), is taken up in
the carbonate which, on the basis of the crystal structure of calcite and
aragonite, is difficult to explain. Third, it is assumed that there is no
fractionation (Hemming and Hanson, 1992; Palmer et al., 1998) or a
known constant degree of fractionation for a given organism (Sanyal
et al., 1996) during uptake of B(OH), . This has been challenged by
Vengosh et al. (1991) and by M. Pagani (personal communication).
Fourth, the isotopic composition of total boron in seawater is assumed
constant over time, which is justified for periods much shorter than the
mean residence time of boron in seawater (18 million years), but not for
the Tertiary (Lemarchand et al., 2000). Finally, there is the problem of
converting paleo-pH to paleo-CO,. This requires knowledge of the DIC
of paleo-seawater, which is not known and must be estimated. As CO,
changes over millions of years, the concentration of DIC must also
change (Caldeira and Berner, 1999).

Pearson and Palmer (1999, 2000) have estimated CO, levels ranging
from the Paleocene to the Pliocene, using the boron isotopic method
applied to planktonic foaminfera. Their results are also shown in fig-
ure 5.20, along with results for GEOCARB modeling, the stomatal index
method, and the planktonic carbon isotope fractionation method. Strong
disagreement between the boron isotope method and the other methods
are obvious for the Eocene (55-34 Ma), but not for the Miocene (24—
5 Ma). Overall, as pointed out earlier, there is general agreement for all
methods of decreasing CO, during the past 65 million years.
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Summary: CO, and Climate

Both theoretical modeling and proxy estimates point to similar trends
for CO, over Phanerozoic time. High levels of CO, in the early Paleozoic
are followed by a large drop to low levels during the Permo-Carboniferous.
A primary reason for this drop, based on GEOCARB modeling, and the
models of Mackenzie et al. (2003) and Bergman et al. (2003), was the
rise of large vascular land plants, which accelerated the weathering of
Ca and Mg silicates and later led to the burial of increased quantities of
organic matter in sediments. At the end of the Permian, possibly at the
very end, the level of atmospheric CO, rose to high values during the
early Triassic. After this, CO, remained high in the Mesozoic and began
a gradual decline, punctuated by short- and medium-term excursions,
which extended into and through the Cenozoic, reaching the rather low
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Figure 5.21. CO, and climate (Modified from Royer et al., 2004).

A: Comparison of model predictions (GEOCARB Ill) and proxy estimates of CO,. Shaded
area represents range of error for model calculations. All proxy results are averaged
within successive ten million years time slots. B: Intervals of glacial (black) or cool
climates (light gray). C: Latitudinal distribution of direct glacial evidence (tillites, striated
bedrock, etc.). (After Royer et al., 2004.)
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level, compared to most of the Phanerozoic, found at present. Contrib-
uting to this drop was increased mountain uplift in the Cenozoic and a
continual increase in solar radiation throughout the Phanerozoic. The
solar increase exerted a major influence on weathering rate, helping to
bring about an overall long-term decline in CO,.

Changes in CO, over the Phanerozoic correlate rather well with
changes in paleoclimate. Times of minimal CO, coincide with the two
most widespread and long-lasting glaciations of the Phanerozoic, that
during the Permo-Carboniferous (330-270 Ma) and that of the past
30 million years (Crowley and Berner, 2001; Royer et al., 2004). This is
illustrated in figure 5.21. Also, periods of unusual warmth at high lati-
tudes, such as occurred during much of the Mesozoic (250-65 Ma) cor-
relate with periods of elevated CO,. Together these observations give
support to the greenhouse theory of climate change on a Phanerozoic
time scale (Royer et al., 2004). Short-lived glaciations and cooling epi-
sodes, such as occurred during the late Ordovician at 440 Ma, can be
explained by other causes but may also involve short-term changes in
atmospheric CO,.

There are problems with all of the methods of CO, estimation, and
they have been pointed out in this and (for modeling) in previous chap-
ters. The GEOCARB standard curve is not intended to be used as an
accurate CO, measure (as is sometimes mistakenly done), but rather as
a suggestion of how CO, has changed over the Phanerozoic. New ad-
vances in the various fields that contribute to the modeling (e.g., volca-
nology, biogeochemistry of weathering, tectonics, and erosion) will
undoubtedly cause modifications to the GEOCARB curve, and to those
of Mackenzie et al. (2003) and Bergman et al. (2003). However, the over-
all qualitative trend described above, I believe, will withstand the test
of time. It has now stood for more than 14 years.



Atmospheric O, over
Phanerozoic Time

The chemical reactions that affect atmospheric O, on a multimillion-year
time scale involve the most abundant elements in the earth’s crust that
undergo oxidation and reduction. This includes carbon, sulfur, and iron.
(Other redox elements, such as manganese, are not abundant enough to
have an appreciable effect on O,.) Iron is the most abundant of the three,
but it plays only a minor role in O, control (Holland, 1978). This is be-
cause during oxidation the change between Fe*? and Fe*? involves the
uptake of only one-quarter of an O, molecule, whereas the oxidation of
sulfide to sulfate involves two O, molecules, and the oxidation of reduced
carbon, including organic matter and methane, involves between one and
two O, molecules. The same stoichiometry applies to reduction of the
three elements. Because iron is not sufficiently abundant enough to coun-
terbalance its low relative O, consumption/release, the iron cycle is omit-
ted in most discussions of controls on atmospheric oxygen. In contrast,
the sulfur cycle, although subsidiary to the carbon cycle as to its effect
on atmospheric O,, is nevertheless non-negligible and must be included
in any discussion of the evolution of atmospheric O,.

In this chapter the methods and results of modeling the long-term
carbon and sulfur cycles are presented in terms of calculations of past
levels of atmospheric oxygen. The modeling results are then compared
with independent, indirect evidence of changes in O, based on paleo-
biological observations and experimental studies that simulate the
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response of forest fires to changes in the levels of O, Because the sul-
fur cycle is not discussed anywhere else in this book, it is briefly pre-
sented first.

The Long-Term Sulfur Cycle and Atmospheric O,

The long-term sulfur cycle is depicted as a panorama in figure 6.1. Sul-
fate is added to the oceans, via rivers, originating from the oxidative
weathering of pyrite (FeS,) and the dissolution of calcium sulfate min-
erals (gypsum and anhydrite) on the continents. Volcanic, metamorphic/
hydrothermal, and diagenetic reactions add reduced sulfur to the oceans
and atmosphere where it is oxidized to sulfate. Sulfur is removed from
the oceans mainly via formation of sedimentary pyrite and calcium
sulfate. Removal also occurs at mid-ocean rises (not shown) via hydro-
thermal pyrite and CaSO, formation, but the pyrite formation is small
relative to that forming in sediments, and the CaSO, is mostly subse-
quently redissolved (see discussion below).

The major overall reactions in the long-term global sulfur cycle that
affect atmospheric O, are

150, + 4FeS, + 8H,0 — 2Fe,0; + 850,72 + 16H* (6.1)
2Fe,0, + 850,72 + 16H* — 150, + 4FeS, + 8H,0 (6.2)

(Pyrite, FeS, is shown as a generalization for all sulfide sulfur, in-
cluding that in organic sulfides.) It is notable that the essence of these
reactions, which are complex combinations of several intermediate re-
actions as shown below, were deduced by Ebelmen (1845)* 120 years
before they were independently reformulated by Garrels and Perry
(1974), Garrels et al. (1976), and Holland (1978). Reaction (6.1) repre-
sents mainly the oxidative weathering of pyrite on the continents. It
also represents the summation of several steps involving the thermal
breakdown of pyrite at depth (including the mantle) followed by the
oxidation by atmospheric O, of reduced sulfur emitted to the atmo-
sphere and oceans via volcanoes and hot springs. For example, one
possible pathway (involving later oxidation of all reduced products
at the earth surface) is:

4FeS, + 20H,0 + 4Si0O, — 8S0O, + 20H, + 4FeSi0O, (6.3)

8S0, + 40, + 8H,0 — 850,72 + 16H* (6.4)

1. Ebelmen was one of the first to use the new chemical symbolism of Berzelius, which has been
used ever since, but his reactions were written in terms of 30 O instead of 15 O, because the oxygen
molecule had not yet been discovered.
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4FeSiO4 + O, — 2Fe,0; + 4Si0, (6.5)
20H, + 100, — 20H,0 (6.6)

Overall, the sum of reactions (6.3) to (6.6) is the same as reaction (6.1).
Reaction (6.2) is also an overall reaction involving several steps:

16CO, + 16H,0 — 16CH,0 + 160, (6.7)
16CH,O + 850,72 — 8H,S + 16HCO,~ (6.8)
2Fe,0; + 8H,S + O, — 4FeS, + 8H,0 (6.9)

16H* + 16HCO,~ — 16CO, + 16H,0 (6.10)

The sum of these reactions is the same as reaction (6.2). Reaction (6.7)
represents burial of photosynthetic carbon in sediments, reaction (6.8)
is bacterial sulfate reduction, reaction (6.9) is sedimentary pyrite for-
mation, and reaction (6.10) is the neutralization of bicarbonate. For fur-
ther details on the overall process of sedimentary pyrite formation,
consult Morse et al. (1987).

In comparison to these rather complex reactions affecting O,, the
remaining reactions of the long-term sulfur cycle, that involve calcium
sulfate minerals, are simple:
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CaSO, — Ca*™ + SO, (6.11)
Ca* + SO,2 — CaSO, (6.12)

Reaction (6.11) represents the dissolution of gypsum and anhydrite in
sedimentary rocks during continental weathering, whereas reaction
(6.12) represents the precipitation and burial of these same minerals in
sediments deposited in evaporite basins. Since evaporitic sedimentary
rocks occur sporadically throughout the geologic record, it is likely that
removal fluxes from the ocean via CaSO, formation are often unbalanced
relative to addition fluxes from weathering (Berner and Berner, 1996),
leading to non-steady-state levels of sulfate in seawater on a million-
year time scale.

Tectonic processes involving sulfur, as major controls on atmospheric
0,, have been emphasized by Walker (1986) and by Hansen and Wallmann
(2003). This includes emission of reduced sulfur-containing gases dur-
ing volcanism and hydrothermal reactions at mid-ocean spreading cen-
ters (figure 6.1). According to Hansen and Wallmann, reactions at the
spreading centers are complex and involve CaSO, precipitation and later
dissolution, reduction of seawater sulfate by reaction with Fe*? in basalt
with the formation of hydrothermal pyrite, and oxidation of primary sul-
fides and H,S derived from the mantle. The overall net effect of these
pocesses is the consumption of atmospheric O,.

The quantitative importance of sulfur reactions occurring at mid-
ocean spreading centers has been questioned by Berner et al. (2003). First
of all, the fluxes calculated by Hansen and Wallmann (2003) depend
strongly on calculations of the rate of water flow through the mid-ocean
rises and how it has changed with time, which is a controversial sub-
ject (Edmond et al., 1979; Morton and Sleep, 1985; Kadko, 1996; Rowley,
2002). Second, the most important process, hydrothermal CaSO, pre-
cipitation, is essentially balanced by later dissolution of the CaSO,.
Third, the sulfur isotopic composition of H,S emitted at ridge hydro-
thermal vents indicates that more than 80% of the sulfur is derived from
the mantle and not from the reduction of seawater sulfate. Finally, oxi-
dation of Fe*? minerals in basalt by the reduction of seawater sulfate
results in an irreversible atmospheric oxygen drop over long times (Petsch,
1999).

Model Calculations

Calculation of the change in atmospheric oxygen with time is straight-
forward based on reactions (1.7), (1.8), (6.1), and (6.2):

d[O,] /dt = Fy, — F, + (15/8)(Fyp — Fup) (6.13)
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where

[O,] = mass of oxygen in the atmosphere

Fy, = rate of burial of organic carbon in sediments

F,, = rate of oxidative weathering of organic carbon plus rate of
oxidation of reduced carbon-containing gases released via
diagenesis, metamorphism, and volcanism

Fy, = rate of pyrite (plus organic) sulfur burial in sediments

F,p = rate of oxidative weathering of pyrite (and organic) sulfur
plus rate of oxidation of reduced sulfur-containing gases re-
leased via diagenesis, metamorphism, and volcanism.

The 15/8 term refers to the stoichiometery of reactions (6.1) and (6.2).
This equation shows that calculation of O, over time requires a knowl-
edge of the various fluxes: Fy,, Fyg, Fyp, Fyp. These fluxes have been
estimated basically by three approaches: (1) the “rock abundance”
method, which involves quantifying the amounts of organic carbon and
pyrite sulfur originally buried in Phanerozoic sedimentary rocks; (2) the
isotope mass balance method, which consists of calculations based on
the carbon and sulfur isotopic composition of the oceans, as recorded
in sedimentary rocks; and (3) the a priori method, which is based on
theoretical models for the burial and oxidation of carbon and sulfur.

The Rock Abundance Method

The rock abundance method (Berner and Canfield, 1989), for Fig and Fops
is based on original global sedimentation rates of terrigenous sediments
(sandstones and shales) and their organic carbon and pyrite sulfur con-
tents. (Most sedimentary organic matter and pyrite is found in shales.) For
this purpose terrigenous deposition over time is divided into three major
categories (Ronov, 1976): coal basin sediments, noncoal continental depos-
its (mainly redbeds), and marine sediments. This leads to the expressions:

Fbg = (fmarcmar + bech + frb Crb) Ft (614)

Fb = [02(0)/02](fmarsmar + fchcb + frb Srb) Ft (615)

P

where

fmars T, T = fraction of total terrigenous sedimen-
tation deposited as marine sediments,
coal basin sediments, and redbeds
Cmars Cabs Cips Smars Seps Sip = mean organic carbon and pyrite (+
organic) sulfur content of marine sedi-
ments, coal basin sediments, and red-
beds respectively
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F, = total global rate of terrigenous sedimen-
tation
0,(0)/0, = ratio of oxygen mass at present to that
at some prior time.

Changes in the relative proportions f,,,, fy, f;, of each type bring about
changes in global rates of burial of organic C and pyrite S (the terms for
redbeds are dropped because they contain negligible organic C and py-
rite S). The term O,(0)/0, is added to include the inverse effect of O, lev-
els on the burial of pyrite (Berner and Raiswell, 1983). The fraction of
terrigenous sediments as coal basin sediments and as redbeds is shown
in figure 6.2 as a function of time. Because the average organic carbon
content of coal basin sediments (mainly dispersed at subeconomic levels)
are about 3—5 times higher than that for average marine terrigenous sedi-
ments and because redbeds contain essentially no organic carbon or pyrite
sulfur, these plots are a qualitative measure of O, production rate versus
time. High proportions of coal basin sediments mean high O, production,
and high proportions of redbeds means low O, production.

To complete their calculations of O, versus time, Berner and Canfield
(1989) assumed that the weathering of organic C and pyrite S was a di-
rect function of physical erosion rate. This is in keeping with the find-
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Figure 6.2. Plots versus time of the fraction of terrigenous sediments (sandstones and
shales) present as coal basin sediments and as other terrestrial deposits (mainly redbeds).
Data from Ronov (1976).
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ings on present-day organic matter and pyrite weathering discussed
in chapter 3. Because global erosion equals global sedimentation, this
provides a strong negative feedback against variations in O, due to
variations in organic C burial accompanying variations in total global
sedimentation. Also, to provide additional negative feedback against ex-
cessive O, variation, Berner and Canfield introduced the concept of rapid
recycling. In rapid recycling, the organic C and pyrite S in younger sedi-
ments are assumed to weather faster than in older ones that have be-
come buried and sheltered from the atmosphere. As a simple first-order
approach, sediments were divided into rapidly weathering “young”
sediments with a mean age of 100 million years and all other slowly
weathering “old” sediments with greater ages.

The Isotope Mass Balance Method

The isotope mass balance method for determining the values of Fy,,
Fyg Fpp, and Fy, is based on variations over Phanerozoic time in *3C/
12 and 34S/328 of the oceans as recorded by the isotopic composition
of CaCOj and sulfate-containing minerals (mainly CaSO,) in sedimen-
tary rocks (Veizer et al., 1999; Strauss, 1999). As discussed in chap-
ter 3, changes in oceanic *C/'?C (figure 3.3), expressed as 8'3C, largely
reflect changes in the burial flux of organic matter in sediments.
Changes in oceanic 34S/32S largely reflect changes in the burial flux of
pyrite in sediments because bacterial sulfate reduction to H,S (reac-
tion 6.8) brings about the depletion of **S in the resulting sedimen-
tary pyrite. Removal of carbon as carbonates and sulfur as sulfates from
seawater involves little isotope fractionation. Thus, increased burial
of organic matter and pyrite results in greater removal of the lighter
isotopes, causing the oceans to become enriched in '*C and **S. There
is little fractionation of carbon and sulfur isotopes during the weath-
ering or thermal decomposition of organic matter, pyrite, carbonates,
and sulfates. Thus, the isotopic composition of input to the oceans and
atmosphere reflects the relative importance of the weathering and
thermal decomposition of isotopically light sulfide and organic C ver-
sus that of isotopically heavy carbonate and sulfate.

The isotope mass balance modeling method is illustrated in figure 6.3.
Mass balance calculations for total carbon, total sulfur,’3C, and 34S are
used to determine rates of weathering, thermal decomposition, and
burial of organic matter, pyrite, carbonates, and sulfates and their
changes over Phanerozoic time. The mass balance expressions (equa-
tions 1.10. and 1.11.) for carbon and '*C were presented in chapters 1
and 5. The analogous expressions for sulfur are

dMy/dt = Fyy + Fyp + Frpg +F = Fipg — Fip (6.16)

d(8M)/dt = 8yysF s + OupFup + OmsFins + OmpFmp — Spslbs — Opplhp (6.17)
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Figure 6.3. Isotope mass balance model for the carbon and sulfur cycles as they affect
atmospheric oxygen.

where

M, = mass of sulfur in the oceans (the total mass in the atmosphere,
biosphere, and soils is by comparison negligible)
=sulfate flux from oxidative weathering of pyrite
F,s = sulfate flux from weathering of Ca sulfates
Fpp = sulfur degassing flux for pyrite from volcanism, metamor-
phism, and diagenesis
F s = sulfur degassing flux for Ca sulfates from volcanism, meta-
morphism, and diagenesis
F,. = burial flux of Ca sulfates in sediments
Fyp = burial flux of pyrite in sediments
& =[(34S/32S)/(34S/32S)stnd — 1] 1000.

It is assumed that the value of §,, is the same as 8s for seawater and that
the difference between 8,,; and 6, representing the fractionation of sulfur
isotope during bacterial sulfate reduction, is constant or varies with time.

The various fluxes based on the use of expressions analogous to
equations (1.10), (1.11), (6.16), and (6.17) have been calculated by a
number of workers (Holland, 1978; Veizer et al., 1980; Berner and
Raiswell, 1983; Garrels and Lerman, 1984; Francois and Gerard, 1986;
Kump and Garrels, 1986; Walker, 1986; Berner, 1987, 2001; Kump,
1989; Lasaga, 1989; Carpenter and Lohmann, 1997; Petsch and Berner,
1998; Bergman et al., 2003; Hansen and Wallmann, 2003; Mackenzie
et al., 2003). However, most of these studies have focused on only one
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element, either carbon or sulfur, and not on the evolution of atmospheric
0,. In fact, some studies (e.g., Garrels and Lerman, 1984), have assumed
constant O,. In all cases the isotope mass balance modeling is guided
by the isotopic composition of seawater as recorded by carbonates or
sulfates in sedimentary rocks. The change in seawater isotopic compo-
sition with time represents the balance between input fluxes of *C or
34S from weathering and thermal degassing and outputs via burial in
sediments. Calculations were performed in two ways. The first method
starts with assumed initial values and readjusts them until correct
present-day values are obtained at t = 0. The other method starts with
present-day values and then calculates the fluxes backwards in time.

In the modeling studies cited above, except for the recent ones of
Hansen and Wallmann (2003), Bergman et al. (2003), and Mackenzie
et al. (2003), weathering and thermal degassing are lumped together
as “weathering,” and total crustal carbon and sulfur are assumed to
be conserved. Also, the pre-2003 studies assume that the various (f)
factors discussed throughout this book are equal to 1. This means that
weathering rate is simply proportional to the mass of each reservoir
shown in figure 6.3. For further simplification, in a number of studies
(e.g., Berner, 2001) steady state is assumed so that dM./dt, dM,/dt,
d(6,M,)/dt and d(8,M,)/dt are all set equal to 0. For carbon this assump-
tion is very reasonable (e.g., see chapter 1), and inequalities between
weathering and burial of organic matter result in reciprocal inequali-
ties between weathering and burial of CaCO,. Total sulfur is also con-
served by reciprocal behavior of pyrite and CaSO,, but this is less
justifiable than in the case of carbon because a modest portion of total
sulfur can be stored as dissolved sulfate in the oceans.

Any large difference in the net flux between oxidized and reduced
reservoirs of carbon or sulfur cannot be maintained over millions of
years, or fluctuations in atmospheric O, would occur that are either
physically impossible (negative masses) or so high that they are incom-
patible with the persistence of life on earth. One way to eliminate such
impermissible fluctuations is to have any imbalances in the carbon cycle
closely balanced by corresponding imbalances in the sulfur cycle
(Lasaga, 1989). This would be reflected by inverse plots of §'°C and $%S
versus time, a situation that is approximated by existing isotopic data
(Veizer et al., 1980). However, use of actual carbon and sulfur isotopic
data does not remove this problem. The simple mass balance models,
when applied to both C and S isotopic data, result in excessive fluctua-
tions in O, because of the great sensitivity of O, to the isotopic data
(Berner, 1987; Lasaga, 1989; Berner, 2001).

The only way that excessive variations of O, can be avoided when
modeling both carbon and sulfur isotopes is to introduce negative feed-
back. One way to do this is to have pyrite and organic matter weather-
ing rate increase with increasing atmospheric O,. However, as pointed
out in chapter 3, studies of present-day organic matter weathering have
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not verified this assumption. It is commonly believed (e.g., Holland,
1978; Berner, 2001) that the rate-limiting step is exposure of organic
matter to the atmosphere by physical erosion and not the reaction of
the organic matter with O,. In addition, use of a direct proportionality
between the rate of organic weathering and O, concentration does not
remove excessive O, variation but, in fact, introduces new destabiliz-
ing positive feedback (Lasaga, 1989).

To remedy the problem of excessive O, variation, two mechanisms
that provide negative feedback, but that are not normally considered as
feedback processes, have been used. These are rapid recycling, as ap-
plied to rock abundance modeling discussed above, and O,-dependent
carbon and sulfur isotope fractionation (Berner, 2001). Rapid recycling
alone results in some reduction of the excessive fluctuations, but there
are still physically impossible values for O, (figure 6.4). In contrast,
oxygen-dependent isotope fractionation for carbon and sulfur, when
added to rapid recycling, does result in reasonable values of O, over time
(figure 6.4).

There is independent evidence that O,-dependent carbon isotope
fractionation actually occurs. Laboratory plant-growth experiments show
that 3C/*?C fractionation during the growth of a variety of land plants in-
creases with increases in the ratio O,/CO,, an observation expected from
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Figure 6.4. Plots of the mass of atmospheric O, versus time calculated via C and S
isotope mass balance modeling. Realistic values of O, mass are obtained if both rapid
recycling and O,-dependent isotope fractionation are included in the modeling.
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photosynthetic theory (Beerling et al., 2002). Also, O,-dependent fraction-
ation calculated from modeling agrees with measurements of the differ-
ence in 8'°C between coexisting organic matter and carbonates over most
of the Phanerozoic (Hayes et al., 1999; Berner, 2001). (Further discussion
of plants and O,-dependent carbon isotope fractionation is presented later
in this chapter.) For sulfur it is reasonable to assume that 34S/%2S fraction-
ation during pyrite formation should also be a function of O,. There is
increased fractionation of sulfur isotopes between seawater sulfate and
pyrite sulfur when, during the process of pyrite formation at shallow sedi-
ment depths, there is reoxidation of sulfur due to bioturbation (Canfield
and Teske, 1996). With higher atmospheric O,, one would expect greater
oxidation of sulfide accompanying the addition of dissolved O, into
sulfide-rich sediments by the bioturbating organisms.

The A Priori Method

A third approach, not dependent directly on either rock abundance or
carbon and sulfur isotopic data, has been used for calculating changes
in atmospheric O, over time. Most of the models consider the cycles of
the nutrients, P and N, and how they bring about negative feedback sta-
bilization of O, level. (Such feedbacks, as they affect marine organic
matter burial, are illustrated in figure 3.1 of chapter 3.) The model of
Hansen and Wallmann (2003) for the past 150 million years uses the
a priori approach and formulates the effects of various processes on
burial, weathering, and degassing fluxes including the use of modify-
ing nondimensional (f) parameters like those discussed in this book.
They calculate not only O, but CO, and the composition of seawater over
time. In their model the burial of organic carbon is assumed to be pro-
portional to the rate of supply of phosphorus to the oceans, which arises
from the weathering of organic matter, silicates, and carbonate and is
inversely proportional to atmospheric O,. In terms of the nomenclature
of the present book (see table 5.1):

Fig = [(Fog + Fugs + Fuo)/(Fyy(0) + F\ui(0)
+ Fue(0))] x [0,(0)/0,]™F,,(0) (6.18)

where O, is the mass of O, in the atmosphere, m is an arbitrary param-
eter (0 to 1), and (0) refers to quaternary average values. For pyrite burial
Hansen and Wallmann assume

Fbp = T'mar Tan (S/C) Fbg (619)
where

I'mar = fraction of total organic burial occurring in marine sediments
r,, = fraction of marine organic burial occurring in anoxic sediments
S/C = pyrite sulfur/organic carbon burial ratio (assumed constant).
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The oxidative weathering of organic matter and pyrite is assumed to
follow

Fig = fR(DfA(1)Fg(0) (6.20)
Fop = fROfA(F,,(0) (6.21)

Hansen and Wallmann (2003) separate true weathering from oxidation
of reduced gases produced by thermal decomposition during volcan-
ism, metamorphism, and hydrothermal reactions occuring at mid-ocean
ridges. Expressions for the thermal reactions are numerous and are not
repeated here.

Hansen and Wallman (2003) use carbon and sulfur isotopic data, but
only to guide their modeling. They calculate values of !°C and §*S over
time and then adjust parameters (such as m in equation 6.18) to get the
best fit with measured values. For both isotopes this results in excel-
lent agreement with measurements, giving strong backing to the model
assumptions. One problem with applying their model to longer periods
is the assumption of a constant C/S ratio for organic matter burial. Dur-
ing the Paleozoic there were great changes in C/S due to shifting depo-
sition of organic matter between anoxic (euxinic) basins (low C/S),
terrestrial coal swamps (very high C/S), and normal (non-euxinic) ma-
rine sediments (intermediate C/S) (Berner and Raiswell, 1983; see also
figure 3.2).

Another a priori model is that of Lenton (2001). This model is actu-
ally only an addition of modifying factors to the Phanerozoic rock abun-
dance model of Berner and Canfield (2001). He ignores pyrite burial
and weathering and multiplies the right side of equation (6.14) by a
factor representing the effects of plants on the weathering release of
phosphate. The idea is that phosphorus is the limiting nutrient for
organic carbon production and burial and that more P release by weath-
ering brings about greater organic matter burial (see figure 3.1). Plant
abundance, and therefore the rate of P weathering, is constrained by
the effect of O, on plant productivity and fire frequency. This provides
negative feedback to constrain excessive O, variation, an idea also
suggested by Kump (1988) for P release by forest fires. Unfortunately,
Lenton’s model is not physically correct because the original model
of Berner and Canfield (equation 6.14) is for actual measured organic
C in sediments, and the calculated Fig value cannot be arbitrarily var-
ied with modifying factors.

Bergman et al. (2003) have presented an a priori comprehensive model
for the entire Phanerozoic that tracks both atmospheric O, and CO, and
the composition of seawater with time. Factors considered by the
modeling include the cycles of C, S, P, and N, interactive marine and
terrestrial biota, changing solar insolation, metamorphic and volca-
nic degassing, tectonic uplift, apportioning carbonate burial between
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shallow and deep marine sediments, land plant evolution, and plant-
assisted weathering. In several aspects the model resembles the
GEOCARB model, but it is more complex in considering the atmosphere
separately from the oceans and tracking seawater composition. A simi-
lar GEOCARB-like approach has been presented by Mackenzie et al.
(2003) in a model for Phanerozoic O,, CO,, sediment chemistry, and
seawater chemistry. Their model is the most complex to date, and they
add a host of new processes. They consider the cycles of C, S, Al, Si, Ti,
Ca, Mg, Cl, Fe, K, Na, P, and Si and divide their system into five reser-
voirs: shallow and deep cratonic carbonate and silicate rocks and sedi-
ments, seawater, the atmosphere, oceanic sediments and basalts, and
the shallow mantle. They also consider the following processes: conti-
nental and seafloor weathering of silicates and carbonates, sedimentary
dolomite formation, net ecosystem productivity, seawater-basalt ex-
change, precipitation and diagenesis of chemical sediments (including
formation of new silicates by “reverse weathering”), redox reactions
involving G, S, and Fe, and subduction-decarbonation reactions.

Model Results

Results of rock abundance modeling (Berner and Canfield, 1989) and
isotope mass balance modeling (Berner, 2001) for atmospheric oxygen
over Phanerozoic time are compared in figure 6.5. The isotope model-
ing, designated here as RROD, is based on the carbon isotopic data of
Veizer et al. (1999) (with a minor positive excursion during the Silurian
ignored; see figure 3.3), the sulfur isotopic data of Strauss (1999), and
rapid recycling (RR) and O,-dependent (OD) C and S isotope fraction-
ation (Berner, 2001). There is excellent agreement between the results
of the two approaches. This is partly due to adjusting the O, dependence
of carbon and sulfur isotopic fractionation to obtain a best fit to the rock
abundance results. However, the resulting fractionations for carbon iso-
topes A'®C are in rough agreement (except for the past 20 million years)
with the data for the measured difference between 8'*C values for co-
existing carbonates and organic matter in sediments (Hayes et al., 1999).
This is shown in figure 6.6. Note that values of the adjustment param-
eters in the RROD model (J and n; see Berner, 2001, for details) are the
same for both the O, calculation (figure 6.5) and the A'C calculation
(figure 6.6). Agreement of the plots in each figure gives some credence
to the results of the RROD isotope mass balance method. Furthermore,
measurements of carbon isotopic fractionations for plant fossils (dis-
cussed below) provide further agreement with the theoretically calcu-
lated Permo-Carboniiferous values of A'¥C centered around 300 Ma.
(Much of global organic burial during the Permo-Carboniferous derived
from land plants; Berner and Raiswell, 1983.)
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model with measurements of A'3C by Hayes et al. (1999) on Phanerozoic carbonates and
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The most notable feature of figure 6.5 is the maximum in O, concen-
tration extending from 375Ma to 250Ma (Devonian—Permian). This is
the result of an increased rate of production of O, by an increased rate
of burial of organic matter during this period. The increased burial rate
is indicated by both the abundance of organic matter in sediments and
by the carbon isotopic composition of the oceans. High values of oce-
anic 8"*C during this period (figure 3.3) indicate increased removal of
light carbon from seawater via photosynthesis, resulting in increased
burial of the produced organic matter in sediments. Increased burial of
organic matter on land (e.g., in coal basin sediments) would also be
recorded by heavy carbon isotopic values in seawater because of rapid
isotopic exchange of the atmosphere with the oceans. The increased
burial was brought about mostly by the rise of large woody land plants
(i.e., trees). Woody plants contain lignin, which is relatively resistant
to microbial decomposition, and deposition of lignin must have led to
the addition of organic matter to terrestrial sediments and extra organic
matter to marine sediments after transport there by rivers. (For further
discussion of organic burial, see chapter 3.)

The evolution of atmospheric O, during the past 150 Ma has been cal-
culated by Hansen and Wallmann (2003), using an a priori method, and
is compared in figure 6.7 to the RROD isotope model. There is amazingly
good agreement considering the use by Hansen and Wallmann of f fac-
tors, as they affect weathering, which is not done in the RROD model-
ing. The disagreement between the two studies for the period 100-50 Ma
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Figure 6.7. Comparison of results for % O, for the past 150 million years between the
model of Hanson and Wallmann (2003) and RROD isotope mass balance modeling
(Berner, 2001).
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can be explained by the lack of consideration of these factors by the
simple isotope model.

The results for O, level over Phanerozoic time, calculated via the
a priori model of Bergman et al. (2003), are compared to the results of
RROD modeling in figure 6.8. Both models show a large rise in percent
O, during the mid-Paleozoic, attaining a maximum near the Permian-
Carboniferous boundary. However, the Bergman model shows another
equally high maximum in the Cretaceous not obtained by RROD isotope
modeling.

Independent Indicators of Phanerozoic O,

The theoretical calculations of the evolution of atmospheric O, over
Phanerozoic time can be checked against geological observations. Be-
cause the metabolism of plants and animals are sensitive to levels of O,
in the environment, one can look at the paleontological and paleobo-
tanical record for suggestions of possible changes in atmospheric O, and
limits on maximum and minimum O, concentrations. To do this on a
quantitative basis, experiments on the response of modern organisms
to changes in O, are necessary. Combining modern experiments with
observations of physiologically dependent features of fossil organisms
leads to the underexplored field of paleophysiology. (A pioneering and
largely forgotten paper on this subject is that of McAlester, 1970.) In
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Figure 6.8. Comparison of calculated values of atmospheric O, over Phanerozoic time by
RROD isotope mass balance modeling and the a-priori modeling of Bergman et al. (2003).
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addition to paleophysiology, limits on O, variation also can be made
by studying experimentally the effect of O, concentrations on fire be-
havior and comparing results with the evidence for paleofires, such as
charcoal occurrences and the fire resistance of ancient plants.

Plants and Oxygen

Before the Miocene, plants of the geological past almost all utilized the
C-3 photosynthetic pathway that involves the competition of O, and CO,
for sites on the key enzyme, rubisco. Carbon dioxide is taken up by
rubisco during photosyhthesis, and O, is taken up during photorespi-
ration. Fractionation of carbon isotopes is affected by the relative rates
of photosynthesis and photorespiration. At high O,/CO, more O, is taken
up on rubisco and less CO,. As a result, the CO, builds up within the
cell, and, according to photosynthetic theory (Farquhar and Wong, 1982),
this should lead to a greater fractionation of carbon isotopes:

ABC=a+ (b-d)ci/c, (6.22)
where

¢; = intercellular CO, concentration

¢, = CO, concentration in the external air

a = ABC that occurs during diffusion through the stomata (4.4%o)
b = A13C for the fixation of CO, by Rubisco (27—29%.).

An increase of ¢;, due to CO, accumulation as a result of being out-
competed by rising O,, should, therefore, lead to a rise in A*C.
Laboratory experiments with growing plants verify this prediction
(Berry et al., 1972; Beerling et al., 2002). The measured fractionation A¥C
between atmospheric CO, and plant carbon has been found to be propor-
tional to the ratio O,/CO, (figure 6.9). This is exactly what would be pre-
dicted from equation (6.22) and the above discussion. This observation
suggests that the fractionation of carbon isotopes, as recorded by plant
fossils, might be used to deduce ancient levels of atmospheric O,, pro-
viding that an independent estimate of atmospheric CO, could be made.
However, even without any CO, data, it is still possible to use qualita-
tively the idea that higher concentrations of atmospheric O, would lead
to greater fractionation. To test this idea, measurements of 8'°C for 41 plant
fossils ranging in age from Devonian to Cretaceous were performed
(Beerling et al., 2002). To be able to determine A'C, values of §'°C for
atmospheric CO,, of the same age as each plant fossil, were calculated
from data for surface water oceanic carbon, as recorded by carbonate fos-
sils (Veizer et al., 1999). The §'3C value for atmospheric CO, should ex-
hibit a constant difference with oceanic 8'*C because of rapid air-water
exchange and equilibration (Cerling, 1991; see equation 5.13).
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Figure 6.9. Plot of relative carbon isotopic fractionation versus O,/ CO, of the
atmosphere based on experimental plant growth experiments. The parameter
A(A3C) represents the deviation of fractionation of each experiment from a paired
control held at ambient levels of 21% O, and the same CO, level. The point with a
horizontal bar through it represents O,/CO, for 21% O, and 0.030-0.036% CO,.
Values of O, used for each paired experiment ranged from 4% to 35% and from
0.030% to 0.045% for CO,. Species examined were Phaseolous vulgaris, Sinapis
alba, Ravunculus repens, and Macrozamia communis. The data of Berry et al. (1972)
for Atriplex patula A(A3C) at 4% and 21% O, are included in the figure. (Data from
Beerling et al., 2002.)

Results for A®C, based on plant fossil measurements for the Devo-
nian—Triassic are shown in figure 6.10 and compared with predicted
values from RROD isotope mass balance modeling. The good agreement
gives further support to the hypothesis that levels of atmospheric O,/
CO, were unusually high at this time and that these high levels brought
about an increase in photosynthetic carbon isotope fractionation. The
recent study of a much larger number of plant fossils and terrestrial
organic matter by Peters-Kottig et al. (2003) also found increased frac-
tionation during the late Paleozoic and ascribed it to elevated O,/CO.,.
These studies illustrate how the study of plant physiology supplements
geochemical modeling in examining the history of atmospheric O,.

Elevated levels of atmospheric O, are deleterious to plants. This is
because of enhanced photorespiration, as discussed above, and because
the production of toxic OH radicals is increased by a higher level of
respired O, (Fridovich, 1975; Lane, 2002). This suggests an upper limit
to the concentration of O, in the atmosphere. As a test of the conclu-
sions of Berner and Canfield (1989) that maximal Permo-Carboniferous
concentrations of O, were 30-35%, Beerling et al. (1998) conducted
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Figure 6.10. Plots of carbon isotope fractionation based on measurements of
Devonian-Triassic plant fossils compared to predictions by the RROD isotope mass
balance model. (Data from Beerling et al., 2002.)

plant growth laboratory experiments at these levels and at ambient (360
ppm) CO,. The results were that at 35% O,, plant net primary produc-
tion decreased by about 20%. This shows that at such a high level of
O,, plant growth is inhibited but that plants are not killed, at least not
on a month-to-year time scale. Furthermore, calculations by Beerling
and Berner (2000) indicate that raising the concentration of atmospheric
CO,, at the Permo-Carboniferous O, maximum, from 300 ppm to 450 ppm,
a value permitted by the errors of GEOCARB modeling, results in a rate
of net primary production that is essentially the same as under pre-
sent-day, preindustrial conditions (300 ppm CO,, 21% O,). This is not
unexpected because the preindustrial present-day ratio of 0,/CO,
(210,000 ppm/300 ppm) is reasonably close to that hypothesized for the
Permo-Carboniferous O, maximum (350,000 ppm/450 ppm).

Animals and Oxygen

All multicellular animal life is dependent on the uptake of oxygen dur-
ing respiration. Thus, any change in the level of O, might be expected
to affect animal physiology. Physiology includes such things as ther-
mal balance, respiratory gas exchange, and animal flight. Animals with
lungs have an advantage over those without lungs because they have
the ability to change breathing rates and to evolve bigger or smaller lungs
according to the availability of O,. However, in animals that metabo-
lize by passive diffusion of O, into their bodies, respiration should be
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readily affected by changes in atmospheric O, This is especially true of
insects (Vogel, 1994; Dudley, 2000). Larger insects, with a lower sur-
face area-to-mass ratio, should respire more slowly at a fixed level of
0O,. However, if O, concentration were to rise, for a constant body size
and shape, this would allow increased respiration for the larger sizes.
Proof that the metabolism of dragonflies is O,-limited during flight has
been demonstrated by Harrison and Lighton (1998). This suggests that
an elevated atmospheric O, concentration could allow for an increase
in the size of this insect.

In the fossil record, giant insects, including dragonflies (Graham
et al., 1995; Dudley, 1998; Lane, 2002), are confined to the Permo-
Carboniferous time of hypothesized high O, level. The dragonfly fos-
sils reach wing spans up to 80 cm, and their thoraxes are so large that
they could not obtain enough O,, under present-day levels of 21% O,,
to be able to fly (Lane, 2002). Along with dragonflies, there are unusu-
ally large amphibians, mayflies, millipedes, hexapods, and arachnids
confined to this same time span (Dudley, 1998), and these organisms
also metabolize by passive diffusion. Thus, animal fossils provide fur-
ther evidence for the hypothesized high O, concentrations during the
Permo-Carboniferous.

Further proof that insects will adapt to an increase in O, concentra-
tion by increasing in size is shown by the experiments of R. Dudley (see
Berner et al., 2003). Dudley exposed five generations of Drosophila fruit
flies to hyperbaric (1.1 atm) conditions such that the partial pressure of
O, was 0.23 atm (equivalent to 23% O, at one atmosphere total pres-
sure). Each successive adult generation was found to become bigger, and
the mean size eventually leveled off at a constant value, indicating
acclimitization to elevated O,. Restoring the sixth generation to ambi-
ent conditions allowed for the exclusion of intragenerational phenotypic
plasticity. Results shown in table 6.1 indicate a statistically significant
increase in mean size after the six generations for both males and fe-
males. This is in comparison to a normobaric (21% O,, 1.0 atm total
pressure) control run simultaneously. It is unfortunate that the experi-

Table 6.1. Results of experiments after subjecting
five generations of Drosophila melanogaster to
Py, = 0.23 atm at a total pressure of 1.1 atm.

Body mass (mg)

POz (atm) Gender No. of samples (+1 SD)

0.21 Males 30 0.64 = 0.07
0.23 Males 36 0.73 £ 0.12
0.21 Females 32 1.07 = 0.19
0.23 Females 31 1.18 £ 0.24

Experiments of R. Dudley from Berner et al. (2003).
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ment was not continued and the fifth generation of fruit flies subjected
to further increases of O, partial pressure to see if additional increases
in mean size would ensue. In a separate experiment, subjecting a single
generation of Drosophila to a sudden large increase to 40% O, did not
result in a consistent increase in mean size (Frazier et al., 2001), prob-
ably due to the inability of the organisms to adjust this quickly to the
adverse effects of hyperoxia such as excessive OH radical production.
These exploratory studies suggest a need for further experimental
work on the growth and metabolism of insects and other diffusion-
respiring animals under elevated O,. For this purpose an initial study
on amphibian physiology and growth under elevated O, is underway
at Yale University. Results may help explain the presence of giant am-
phibians at the time of hypothesized maximal atmospheric oxygen.

Fires and Oxygen

The frequency of forest fires, all other factors being held constant, should
vary with the level of atmospheric oxygen because fire is sensitive to
oxygen concentration. The quantitative effect of varying O, on fire ig-
nition and spread has been studied extensively in the laboratory (e.g.,
Tewarson, 2000; Babrauskas, 2002), but only on commercial materials.
Little attention has been paid to the effects of varying O, on the burning
of forest fuels. One such study examined the ignition of paper strips at
varying O, levels and moisture contents (Watson, 1978). On the basis
of Watson’s results, it was concluded that forests would burn excessively
at concentrations of 25% O, or higher even when saturated with mois-
ture (Watson et al., 1978). Because plant fossils indicate that forests have
persisted over the past 375 million years, Watson et al. (1978) concluded
that O, levels have never exceeded 25% over this time.

The conclusions of the widely cited Watson et al. (1978) paper (e.g.,
see Lenton, 2001) have been criticized by Robinson (1989). Robinson
notes that (1) paper is thermally thin and not representative of naturally
thick plant material. This thinness maximizes exposure to oxygen.
(2) Charring was not considered. Paper is very low in lignin and does
not char as readily as natural lignin-rich plant materials (table 6.2).
Charring acts as a protective shield to protect plants against further
burning (Nelson, 2001). (3) Moisture contents far less than found in
natural vegetation were studied. (4) Translation of O, results to fuel
moisture equivalents and an index of probability of ignition was done
using a table that has since been replaced by the U.S. Forest Service
because it proved unreliable (Deeming et al., 1977).

Watson’s (1978) experiments, and those of Rashbash and Langford
(1968), deduced a lower limit for forest burning of about 15% O,. In other
words, forests could not have been ignited if the level of O, in the geo-
logical past had ever dropped below about 15%. Because forest fires are
documented by the occurrence of charcoal (as fusain) in the fossil record
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Table 6.2. Charring propensity for natural fuels.

Material Char fraction (%)
Filter paper (cellulose) 4.2
Poplar wood (low lignin) 14.1
Chamise foliage, live?® 39.4
Bracken tree fern fronds, cured? 42.0
Ponderosa pine bark? 44.3

Data from Berner et al. (2003).
aFire adapted.

ever since the Devonian (Cope and Chaloner, 1980; Chaloner, 1989), this
indicates that O, has not dropped below this value (Chaloner, 1989,
suggests a lower limit of 13%). Although discernment of this lower level
needs further investigation, it is in approximate agreement with recent
burning experiments (Wildman et al., 2004).

Some data based on recent, more realistic, burning experiments
(Wildman et al., 2004) are shown in table 6.3. These were conducted
over a range of O, concentrations of 8-35% (0O,/N, gas mixtures) and
moisture contents of 0-61% dry weight for pine wood and 0-190% for
pine needles. In the “wood” experiments, a 4-cm thick layer of diago-
nally criss-crossed 10 cm x 1 cm x 1 cm square wooden dowels were
placed on a 75-cm long path; for pine needles a constant thickness of

Table 6.3. Results of burning experiments with pine
wood dowels and pine needles.

0, content (%)

Moisture (%) 12% 16% 21% 28% 31% 35%

Pine wood

0-2 Yes Yes Yes Yes Yes Yes
12 — No Yes Yes — Yes
23 — — No No Yes Yes
61 — — No No No No
Pine needles

0-2 No Yes Yes Yes Yes Yes
12 — — Yes — — Yes
23 — — Yes — — Yes
61 — — — — — No
193 — — — — — No

“Yes” means that the fire spread completely overa 75-cm long track. “No”
means that the initial fire went out within a few centimeters of the starting
point. Moisture is for a dry weight basis. A dash means no experiment.
(After Wildman et al., 2004).
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4 cm was used over the same path and a fire with dry dowels or dry
needles was started at one end. The spreading of the fire down the path
was tracked with thermocouples and the spreading rate thereby ob-
tained. Results show that at low moisture levels (0-2% water) the
wooden dowels all burned readily between 12% and 35% O,, whereas
at 61% water (by dry weight) the dowels did not burn at any O, level up
to and including 35% O, (table 6.3). The pine needles with low (0-2%)
moisture burned between 16% and 35% O,, but at 61% water and 35%
0, they did not burn and presumably would not burn at lower O, levels
at this moisture level.

On the basis of fire spreading rate, Wildman et al. (2004) concluded
that the sensitivity to changes in moisture is much larger than the sen-
sitivity to changes in oxygen level. The lack of burning at 35% O,, for
both pine wood and pine needles containing 61% H,0O, refutes the idea
that forest materials will burn above 25% O, regardless of moisture
content (Watson et al., 1978). (The water content of live tree trunks
normally exceeds 100% by dry weight and saturated pine needles con-
tain 190% water.) Starting the fire with dry wood or needles crudely
simulates a brush fire that spreads to moister fuels, so these experiments
with natural materials are more realistic than igniting paper strips. Based
on the burning experiments of Wildman et al. (2004), it is quite possible
that oxygen levels of the Permo-Carboniferous exceeded 30% without
the destruction of all terrestrial life.

The results of the burning experiments of Watson (1978) and Wildman
et al. (2004) both point to increased burning at higher O, levels, suggest-
ing increased fire frequency during the Permo-Carboniferous high-O,
period and natural selection in favor of fire-resistant plants at that time.
The slow rise of O, through the Devonian and Carboniferous predicted
by modeling (Berner and Canfield, 1989; Berner, 2001) would allow
enough time for the evolution of widespread fire defenses. The com-
mon occurrence of thick, barklike corky layers on the outside of Car-
boniferous plants, such as lycopsids and Calamites (Jeffry, 1925, cited
in Komrek, 1972) were probably developed as a defense against fire.
Also, besides bark structure and composition, the spatial organization,
energy partitioning, and reproductive strategies of Carboniferous eco-
systems appear to be consistent with those of forests subject to severe
fire regimes (Robinson 1989, 1991). Furthermore, present-day species
that are probable relics of Carboniferous plants are associated with
areas of frequent forest fires (Komrek, 1972).

Late Carboniferous coal beds probably arose from raised megathermal
peat bogs analogous to the present-day swamps of Indonesia and Ma-
laysia (Robinson, 1989). However, the Carboniferous coals are unusually
rich in fusain, fossil charcoal, compared to their relatively charcoal-free
modern analogues. As charcoal is a product of fires, this suggests a
greater swamp fire frequency during the Late Carboniferous than at
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present, due to presumably higher O, levels. Also, promotion of char
formation is an effective way to create fire resistance (Nelson, 2001). This
suggests that the high fusain (fossil charcoal) content of the Carbonifer-
ous coals could indicate an abundance of plants with increased fire
resistance. In addition, the formation and burial of charcoal, which is
resistant to biological oxidation, is a positive feedback mechanism for
the enhancement of atmospheric O, level (Berner et al., 2003).

The reflectivity of charcoal is directly proportional to the tempera-
ture at which the charcoal formed (Scott, 2000). Jones and Chaloner
(1991) have shown that the cell wall morphology of fusainized woods
also reflects the temperature of formation. If fire temperature can be
correlated with O, level, then fusain reflectivity and/or cell wall mor-
phology might be a guide to ancient atmospheric O, concentration.
However, many factors may affect fire temperature other than atmo-
spheric O, level, and, in fact, it is difficult to reconstruct fire regimes
from the nature of charcoal even in modern sediments (Clark et al., 1997).
More work on the properties of fossil charcoal is needed before anything
more definitive can be stated concerning the usefulness of charcoal as
a paleo-0O, indicator.

Summary

Atmospheric O, concentration has likely varied considerably over
Phanerozoic time. Theoretical modeling, based on the abundance of or-
ganic carbon and pyrite sulfur in sedimentary rocks, and the carbon and
sulfur isotopic composition of carbonates and sulfates in sedimentary
rocks, indicates that atmospheric O, attained values during the Permo-
Carboniferous as high as 35% O,. The RROD isotopic modeling assumes
that carbon isotope fractionation during photosynthesis globally in-
creases with increasing O, level. This agrees with measurements of the
carbon isotopic composition of Permo-Carboniferous fossil plants com-
bined with laboratory experiments and calculations on the effect of
O, on photosynthetic carbon isotope fractionation during plant growth.
The principal cause of the high O, values was the rise of large vascu-
lar land plants that brought about increased O, production due to the
increased global burial of microbially resistant, lignin-rich organic
matter in sediments.

Higher levels of O, are consistent with the presence of Permo-
Carboniferous giant insects, and preliminary experiments with Drosophila
indicate that insect body size can increase with elevated O,. Earlier
work purported to show that such high O, levels would have led to
forest fires so frequent that terrestrial life could not have persisted over
geologic time. However, this conclusion is based on burning experi-
ments that consisted only of the ignition of paper strips. Paper is high
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in cellulose and does not char like natural forest materials. New experi-
mental data, based on fire spreading during the burning of pine wood and
pine needles, shows that slightly damp forest materials could resist burn-
ing at 35% O, and that the degree of moisture is more important to burn-
ing than the level of O,. Nevertheless, elevated O, should have led to more
frequent and extensive forest fires, and evidence for this is that Permo-
Carboniferous plants have morphologies suggestive of adaptation to fire
damage.
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and fires, 120-123 in rocks, 6, 104-106
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carbonates
burial in sediments of, 6, 11, 54—
56
deposition in deep sea of, 55, 56,
66
deposition in shallow water of, 55,
56
in paleosols, 88—89
rate law for precipitation of, 54
role of in subduction degassing,
55-56, 65—-66
weathering of, 7, 8, 52-54
carbon cycle
long-term, 59
modeling of, 9-12, 72-78
perturbation models of, 77-78
principal reactions of, 6-9
short-term, 3—4
carbon dioxide
calculations of concentration of,
74-76
change with time of, 5, 78-87
and climate, 98-99
degassing of, 9, 10, 58-66
diagenetic, 65
effect of carbonate deposition on
degassing of, 65-66
fertilization of plant-assisted
weathering by, 24-25, 84
as greenhouse gas, 4, 27, 98—-99
and long-term carbon cycle, 5-9
metamorphic, 64-65
rate of degassing of, 58—64
and short-term carbon cycle, 3—4
and temperature, 27
and weathering, 31
carbon isotopes
fractionation of, 46, 47
fractionation as CO, indicator by,
94-96
fractionation as O, indicator by,
116-118
mass balance of, 10, 72
and organic matter burial, 46, 94—
96
in paleosol carbonates, 89—91
Phanerozoic record of, 47
in plankton, 94-96
Permian/Triassic boundary and,
87-88

charcoal, 122-123
coal
abundance over time of, 48
and charcoal, 122-123
coal basin sediments, 48—49, 104-105
continental drift
effect on CO, of, 82
effect on local climate of, 33
and land temperature, 35—36
and runoff, 33-35
cosmic rays, effect on weathering, 32

degassing
carbonate deposition and, 66—68
of CO,, 9, 10, 58-66
of diagenetic CO,, 65
effect on atmospheric CO, of, 86
of metamorphic CO,, 64-65
of methane, 66-70
rate of CO,, 58-64
and seafloor spreading rate, 60—
61, 63—64
volcanic, 59-64
813C. See carbon isotopes
dragonflies
giant, 119
physiology experiments on, 119

Ebelmen, J.J., 7, 8, 101

fires
and burning experiments, 120—122
and charcoal, 122-123
and oxygen, 120-123
fossil fuel burning, 4,9
f(t) and f(CO,) nondimensional
factors
for carbonate weathering, 53
for continental drift, 34-35
for degassing, 60, 62, 66
for greenhouse effect, 30-31
for organic matter weathering, 52
for physical erosion, 16-18
for plants and weathering, 24-25
for temperature, 36
variation of and effect on CO,, 79—
87

goethite, in soils as CO, indicator,
90-91



greenhouse effect
and climate, 98—99
and CO,, 4, 25-27, 98—99
and methane, 26
weathering feedback of, 26

Himalaya mountains, effect on
weathering, 14-15

insects
effect of O, on size of, 119-120
respiration of, 119

land area and weathering, 36
lignin, 48, 120

methane
abiogenic, 67-68
biogenic, 67-68
degassing of, 66—70
formation at depth, 67-68
formation in wetlands, 66—-67
as greenhouse gas, 4
oxidation of, 67, 69

methane hydrates, 68-70, 87

nutrients
limiting, 42
and planktonic carbon isotope
fractionation, 95
and planktonic production, 42—44

organic matter
burial of, 8, 41-47
burial in anoxic bottom waters,
44-45
locus of deposition, 41-42
and nutrients, 42—44
in Phanerozoic rocks, 104—106
preservation in sediments, 44—45, 49
thermal decomposition of, 8
weathering of, 8, 50-52
oxygen. See atmospheric O,

paleosols
carbonates in, 89-91
carbon isotopic composition of,
89-91
as CO, indicator, 89-92
goethite in, 90-91
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photosynthesis
carbon isotopic fractionation
during, 116-118
effect of O, on, 116-118
fertilization by CO, of, 24-25
in the oceans, 42—43
and organic matter burial, 8
plankton
carbon isotope fractionation by,
94-96
nutrients and, 42—44
plants
angiosperms, 23—24
and erosion, 20
evolution on land of, 21, 48-50
and fertilization of weathering by
CO,, 24-25
fire resistance of, 123
growth experiments, 116-118
and nutrients, 19
and organic matter burial, 48-50
and oxygen, 116—118
and weathering of silicates, 18-25
pyrite
abundance in rocks of, 104-105
burial in sediments of, 44, 45, 48,
101-102
sulfur isotopes and, 106-107
weathering of, 101-102

rapid recycling, 106, 109
redbeds, 104-105
respiration

effect of O, on, 118-120

of insects, 119

and organic matter oxidation, 8
RROD, 112

seafloor spreading rate
change with time, 60-61
relation to sea level, 63-64
siliciclastic rocks
mass-age distribution of, 18
as measures of erosion, 17—19
soil CO,, 89-90
solar radiation
change with time, 31
effect on CO,, 33, 85
effect on weathering, 36
and temperature, 31-32



150 Index

stomatal density. See stomatal index

stomatal index
as CO, indicator, 92—94
definition of, 92
strontium isotopes and weathering,
14-16
sulfur in rocks, 104—106
sulfur cycle
modeling of, 106—107
principal reactions of, 101-103
sulfur isotopes and O, modeling,
106-107
surficial system, 9, 10, 72

volcanic rocks
abundance over time of, 61-63
areal density of, 60-61
as indicators of degassing, 61-63

weathering

of Ca and Mg silicates, 6, 13—39

of carbonates, 7, 8, 52-54

as control on CO,, 6, 26

effect of angiosperms on, 23-24

effect of carbon dioxide on, 25—
31

effect of land area on, 36

effect of lithology on, 36-37

effect of plants on, 18-25

effect of temperature on, 25-31

in Hawaiian Islands, 22

in Iceland, 22

by lichens and bryophytes, 21

and mountain uplift, 13-18

of organic matter, 50-52

and physical erosion, 13-18

and strontium isotopes, 14-16





