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Preface

Purpose

The purpose of The Electrical Engineering Handbook, 3rd Edition is to provide a ready reference for the
practicing engineer in industry, government, and academia, as well as aid students of engineering. The third
edition has a new look and comprises six volumes including:

Circuits, Signals, and Speech and Image Processing

Electronics, Power Electronics, Optoelectronics, Microwaves, Electromagnetics, and Radar
Sensors, Nanoscience, Biomedical Engineering, and Instruments

Broadcasting and Optical Communication Technology

Computers, Software Engineering, and Digital Devices

Systems, Controls, Embedded Systems, Energy, and Machines

Each volume is edited by Richard C. Dorf and is a comprehensive format that encompasses the many
aspects of electrical engineering with articles from internationally recognized contributors. The goal is to
provide the most up-to-date information in the classical fields of circuits, signal processing, electronics,
electromagnetic fields, energy devices, systems, and electrical effects and devices, while covering the emerging
fields of communications, nanotechnology, biometrics, digital devices, computer engineering, systems, and
biomedical engineering. In addition, a complete compendium of information regarding physical, chemical,
and materials data, as well as widely inclusive information on mathematics, is included in each volume. Many
articles from this volume and the other five volumes have been completely revised or updated to fit the needs
of today, and many new chapters have been added.

The purpose of Systems, Controls, Embedded Systems, Energy, and Machines is to provide a ready reference to
subjects in the fields of energy devices, machines, and systems, as well as control systems and embedded
systems. Here we provide the basic information for understanding these fields. We also provide information
about the emerging fields of embedded systems.

Organization

The information is organized into three sections. The first two sections encompass 20 chapters, and the last
section summarizes the applicable mathematics, symbols, and physical constants.

Most chapters include three important and useful categories: defining terms, references, and further
information. Defining terms are key definitions and the first occurrence of each term defined is indicated in
boldface in the text. The definitions of these terms are summarized as a list at the end most chapters or articles.
The references provide a list of useful books and articles for follow-up reading. Finally, further information
provides some general and useful sources of additional information on the topic.

Locating Your Topic

Numerous avenues of access to information are provided. A complete table of contents is presented at the
front of the book. In addition, an individual table of contents precedes each of the sections. Finally, each
chapter begins with its own table of contents. The reader should look over these tables of contents to become
familiar with the structure, organization and content of the book. For example, see Section I: Energy, then



Chapter 2: Alternative Power Systems and Devices, and then Chapter 2.1: Distributed Power. This tree-and-
branch table of contents enables the reader to move up the tree to locate information on the topic of interest.

Two indexes have been compiled to provide multiple means of accessing information: a subject index and
an index of contributing authors. The subject index can also be used to locate key definitions. The page on
which the definition appears for each key (defining) term is clearly identified in the subject index.

The Electrical Engineering Handbook, 3rd Edition is designed to provide answers to most inquiries and direct
the inquirer to further sources and references. We hope that this volume will be referred to often and that
informational requirements will be satisfied effectively.

Acknowledgments

This volume is testimony to the dedication of the Board of Advisors, the publishers, and my editorial
associates. I particularly wish to acknowledge at Taylor and Francis Nora Konopka, Publisher; Helena
Redshaw, Editorial Project Development Manager; and Mimi Williams, Project Editor. Finally, I am indebted
to the support of Elizabeth Spangenberger, Editorial Assistant.

Richard C. Dorf
Editor-in-Chief
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1.1 Introduction

The electric energy demand of the world is continuously increasing, and most of the energy is generated by
conventional power plants, which remain the only cost-effective method for generating large quantities of
energy.

Power plants utilize energy stored in the Earth and convert it to electrical energy that is distributed and used
by customers. This process converts most of the energy into heat, thus increasing the entropy of the Earth. In
this sense, power plants deplete the Earth’s energy supply. Efficient operation becomes increasingly important
to conserve energy.

Typical energy sources used by power plants include fossil fuel (gas, oil, and coal), nuclear fuel (uranium),
geothermal energy (hot water, steam), and hydro energy (water falling through a head).

Around the turn of the century, the first fossil power plants used steam engines as the prime mover. These
plants have 8- to 10-MW capacity, but increasing power demands resulted in the replacement by a more
efficient steam boiler-turbine arrangement. The first commercial steam turbine was introduced by DeLaval in
1882. The boilers were developed from heating furnaces. Oil was the preferred and most widely used fuel in the
beginning. The oil shortage promoted coal-fired plants, but the adverse environmental effects (sulfur dioxide
generation, acid rain, dust pollution, etc.) curtailed their use in the late 1970s. Presently the most acceptable
fuel is natural gas, which minimizes pollution and is available in large quantities. The increasing peak load
demand led to the development of gas turbine power plants. These units can be started or stopped within a

1-1
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few minutes. The latest development is the combined-cycle power plant, which combines a gas turbine and a
thermal unit. The hot exhaust gas from the gas turbine generates steam to drive a steam turbine, or the hot gas
is used as the source of hot combustion air in a boiler, which provides steam to drive a turbine. During the
next two decades, gas-fired power plants will dominate the electric industry.

The hydro plants’ ancestors are water wheels used for pumping stations, mill driving, etc. Water-driven
turbines were developed in the last century and have been used for generation of electricity since the beginning
of their commercial use. However, most of the sites that can be developed economically are currently being
utilized. No significant new development is expected in the United States in the near future.

Nuclear power plants appeared after the Second World War. The major development occurred during the
1960s; however, by the 1980s environmental considerations stopped plant development in the United States
and slowed it down all over the world. Presently, the future of nuclear power generation is unclear, but the
abundance of nuclear fuel and the expected energy shortage in the early part of the next century may
rejuvenate nuclear development if safety issues can be resolved.

Geothermal power plants are the product of the clean energy concept, although the small-scale, local
application of geothermal energy has a long history. Presently only a few plants are in operation. The potential
for further development is limited because of the unavailability of geothermal energy sites that can be
developed economically.

Typical technical data for different power plants is shown in Table 1.1.

1.2  Fossil Power Plants

The operational concept and major components of a fossil power plant are shown in Figure 1.1.

Fuel Handling

The most frequently used fuels are oil, natural gas, and coal. Oil and gas are transported by rail, on ships, or
through pipelines. In the former case the gas is liquefied. Coal is transported by rail or ships if the plant is near
a river or sea. The power plant requires several days of fuel reserve. Oil and gas are stored in large metal tanks,
and coal is kept in open yards. The temperature of the coal layer must be monitored to avoid self-ignition.

Oil is pumped and gas is fed to the burners of the boiler. Coal is pulverized in large mills, and the powder is
mixed with air and transported by air pressure, through pipes, to the burners. The coal transport from the
yard to the mills requires automated transporter belts, hoppers, and sometimes manually operated bulldozers.

Boiler

Two types of boilers are used in modern power plants: the subcritical water-tube drum-type and the
supercritical once-through type. The former operates around 2500 psi, which is under the water critical
pressure of 3208.2 psi. The latter operates above that pressure, at around 3500 psi. The superheated steam
temperature is about 1000°F (540°C) because of turbine temperature limitations.

A typical subcritical water-tube drum-type boiler has an inverted U shape. On the bottom of the rising part
is the furnace where the fuel is burned. The walls of the furnace are covered by water pipes. The drum and the
superheater are at the top of the boiler. The falling part of the U houses the reheaters, economizer (water
heater), and air preheater, which is supplied by the forced-draft fan. The induced-draft fan forces the flue gases
out of the system and sends them up the stack located behind the boiler. A flow diagram of the drum-type
boiler is shown in Figure 1.2. The steam generator has three major systems: fuel, air-flue gas, and water-steam.

Fuel System

Fuel is mixed with air and injected into the furnace through burners. The burners are equipped with nozzles
that are supplied by preheated air and carefully designed to assure the optimum air-fuel mix. The fuel mix is
ignited by oil or gas torches. The furnace temperature is around 3000°F.



TABLE 1.1 Power Plant Technical Data

Capitalized ~ Construction Equivalent
Typical Plant Cost, Lead Time, Heat Rate,  Fuel Cost, Equivalent Forced Scheduled O & M Fixed, Cost Variable,
Generation Type MW Size $/kW Years Btu/kWh $/MBtu Fuel Type Outage Rate Outage Rate $/kW/year $/MWh
Nuclear 1200 2400 10 10,400 1.25 Uranium 20 15 25 8
Pulverized coal steam 500 1400 6 9,900 2.25 Coal 12 12 20 5
Atmospheric fluidized bed 400 1400 6 9,800 2.25 Coal 14 12 17 6
Gas turbine 100 350 2 11,200 4.00 Nat. gas 7 7 1 5
Combined-cycle 300 600 4 7,800 4.00 Nat. gas 8 8 9 3
Coal-gasification 300 1500 6 9,500 2.25 Coal 12 10 25 4
combined-cycle
Pumped storage hydro 300 1200 6 — — — 5 5 5 2
Conventional hydro 300 1700 6 — — — 3 4 5 2

Source: H.G. Stoll, Least-Cost Electric Utility Planning, © 1989 John Wiley & Sons. Reprinted by permission of John Wiley & Sons, Inc.
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FIGURE 1.1 Major components of a fossil power plant.
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FIGURE 1.2 Flow diagram of a typical drum-type steam boiler. (Source: M.M. El-Wakil, Power Plant Technology,
New York: McGraw-Hill, 1984, p. 210. With permission.)

Air-Flue Gas System

Ambient air is driven by the forced-draft fan through the air preheater which is heated by the high-
temperature (600°F) flue gases. The air is mixed with fuel in the burners and enters the furnace, where it
supports the fuel burning. The hot combustion flue gas generates steam and flows through the boiler to heat
the superheater, reheaters, economizer, etc. Induced-draft fans, located between the boiler and the stack,
increase the flow and send the 300°F flue gases to the atmosphere through the stack.

Water-Steam System

Large pumps drive the feedwater through the high-pressure heaters and the economizer, which further
increases the water temperature (400 to 500°F). The former is heated by steam removed from the turbine;
the latter is heated by the flue gases. The preheated water is fed to the steam drum. Insulated tubes, called
downcomers, are located outside the furnace and lead the water to a header. The header distributes the
hot water among the risers. These are water tubes that line the furnace walls. The water tubes are heated
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by the combustion gases through both convection and Superheater
radiation. The steam generated in these tubes flows to

the drum, where it is separated from the water. Superheated
Circulation is maintained by the density difference Steam

between the water in the downcomer and the water

tubes. Saturated steam, collected in the drum, flows Boiler

through the superheater. The superheater increases the

steam ter'nperature ‘to about 1000 F.'Dry superheated Feed Water

steam drives the high-pressure turbine. The exhaust

from the high-pressure turbine goes to the reheater, B —
Economizer

which again increases the steam temperature. The
reheated steam drives the low-pressure turbine.

The typical supercritical once-through-type boiler
concept is shown in Figure 1.3.

The feedwater enters through the economizer to the
boiler consisting of riser tubes that line the furnace wall.
All the water is converted to steam and fed directly to the superheater. The latter increases the
steam temperature above the critical temperature of the water and drives the turbine. The construction

FIGURE 1.3 Concept of once-through-type steam
generator.

of these steam generators is more expensive than the drum-type units but has a higher operating efficiency.

Figure 1.4 shows an approximate layout and components of a coal-fired power plant. The solid arrows show
the flow of flue gas. The dotted arrows show the airflow through the preheating system. The figure shows the
approximate location of the components

Turbine

The turbine converts the heat energy of the steam into mechanical energy. Modern power plants usually
use one high-pressure and one or two lower-pressure turbines. A typical turbine arrangement is shown in
Figure 1.5.

The figure shows that only one bearing is between each of the machines. The shafts are connected to form a
tandem compound steam-turbine unit. High-pressure steam enters the high-pressure turbine to flow through
and drive the turbine. The exhaust is reheated in the boiler and returned to the lower-pressure units. Both the
rotor and the stationary part of the turbine have blades. The length of the blades increases from the steam
entrance to the exhaust.

Figure 1.6 shows the blade arrangement of an impulse-type turbine. Steam enters through nozzles and flows
through the first set of moving rotor blades. The following stationary blades change the direction of the flow
and direct the steam into the next set of moving blades. The nozzles increase the steam speed and reduce
pressure, as shown in the figure. The impact of the high-speed steam, generated by the change of direction and
speed in the moving blades, drives the turbine.

The reaction-type turbine has nonsymmetrical blades, which assure that the pressure continually drops
through all rows of blades but that steam velocity decreases in the moving blades and increases in the
stationary blades.

Figure 1.7 shows the rotor of a large steam turbine. The figure shows that the diameters of the blades vary.
The high-pressure steam enters at the middle (the low blade diameter side) of the turbine. As the high-
pressure steam passes through the blades its pressure decreases. In order to maintain approximately constant
driving force, the blades’ diameter is increased towards the end of the turbine.

Generator

The generator converts mechanical energy from the turbines into electrical energy. The major components
of the generator are the frame, stator core and winding, rotor and winding, bearings, and cooling system.
Figure 1.8 shows the cross section of a modern hydrogen-cooled generator.
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FIGURE 1.4 Major components and physical layout of a coal-fired fossil power plant. (Source: A.W. Culp, Principles of
Energy Conversion, 2nd ed., New York: McGraw Hill, 1991, p. 220. With permission.)

The stator has a laminated and slotted silicon steel iron core. The stacked core is clamped and
held together by insulated axial through bolts. The stator winding is placed in the slots and consists of
a copper-strand configuration with woven glass insulation between the strands and mica flakes, mica
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FIGURE 1.5 Open large tandem compound steam turbine. (Courtesy of Toshiba.)

mat, or mica paper ground-wall insulation. To avoid insulation damage caused by vibration, the ground-
wall insulation is reinforced by asphalt, epoxy-impregnated fiberglass, or Dacron. The largest machine
stator is Y-connected and has two coils per phase, connected in parallel. Most frequently, the stator is
hydrogen cooled; however, small units may be air cooled and very large units may be water cooled.

The solid steel rotor has slots milled along the axis. The multiturn, copper rotor winding is placed in the
slots and cooled by hydrogen. Cooling is enhanced by subslots and axial cooling passages. The rotor winding is
restrained by wedges inserted in the slots.

The rotor winding is supplied by dc current, either directly by a brushless excitation system or through
collector rings. The rotor is supported by bearings at both ends. The nondrive-end bearing is insulated to
avoid shaft current generated by stray magnetic fields. The hydrogen is cooled by a hydrogen-to-water heat
exchanger mounted on the generator or installed in a closed-loop cooling system.
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The dc current of the rotor generates a rotating Moving Stationary Moving Stationary
magnetic field that induces an ac voltage in the stator Blade Blade Blade Blade
winding. This voltage drives current through the load
and supplies the electrical energy.

Figure 1.9 shows the typical arrangement of a turbine,
generator, and exciter installed in a power plant. The
figure shows that the three units are connected in series.
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operation requires auxiliary power to operate mills, pGURE 1.6 Velocity and pressure variation in an
pumps, etc. The auxiliary power requirement is impulse turbine.
approximately 10 to 15%.

Smaller generators are directly connected in parallel
using a busbar. Each generator is protected by a circuit breaker. The power plant auxiliary system is supplied
from the same busbar. The transmission lines are connected to the generator bus, either directly or through a
transformer.

The larger generators are unit-connected. In this arrangement the generator is directly connected, without
a circuit breaker, to the main transformer. A conceptual one-line diagram is shown in Figure 1.10. The
generator supplies main and auxiliary transformers without circuit breakers. The units are connected in
parallel at the high-voltage side of the main transformers by a busbar. The transmission lines are also
supplied from this bus. Circuit breakers are installed at the secondary side of the main and auxiliary
transformer. The application of a generator circuit breaker is not economical in the case of large generators.
Because of the generator’s large short-circuit current, special expensive circuit breakers are required.
However, the transformers reduce the short-circuit current and permit the use of standard circuit breakers

| i, ‘l“ﬂ]l"m
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FIGURE 1.7 Rotor of a large steam turbine. (Courtesy of Siemens.)
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FIGURE 1.8 Direct hydrogen-inner-cooled generator. (Source: R.-W. Beckwith, Westinghouse Power Systems Marketing
Training Guide on Large Electric Generators, Pittsburgh: Westinghouse Electric Corp., 1979, p. 54. With permission.)

FIGURE 1.9 Turbine, generator, and exciter. (Courtesy of Siemens.)
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FIGURE 1.10 Conceptual one-line diagram for a unit-connected generator.

at the secondary side. The disconnect switches permit visual observation of the off state and are needed for
maintenance of the circuit breakers.

Condenser

The condenser condenses turbine exhaust steam to water, which is pumped back to the steam generator
through various water heaters. The condensation produces a vacuum necessary to exhaust the steam from the
turbine. The condenser is a shell-and-tube heat exchanger, where steam condenses on water-cooled tubes.
Cold water is obtained from the cooling towers or other cooling systems. The condensed water is fed through a
deaerator, which removes absorbed gases from the water. Next, the gas-free water is mixed with the feedwater
and returned to the boiler. The gases absorbed in the water may cause corrosion (oxygen) and increase
condenser pressure, adversely affecting efficiency. Older plants use a separate deaerator heater, while deaerators
in modern plants are usually integrated in the condenser, where injected steam jets produce pressure drop and
remove absorbed gases.

Stack and Ash Handling

The stack is designed to disperse gases into the atmosphere without disturbing the environment. This requires
sufficient stack height to assist the fans in removing gases from the boiler through natural convection. The
gases contain both solid particles and harmful chemicals. Solid particles, like dust, are removed from the flue
gas by electrostatic precipitators or baghouse filters. Harmful sulfur dioxide is eliminated by scrubbers. The
most common is the lime/limestone scrubbing process.

Coal-fired power plants generate a significant amount of ash. The disposition of the ash causes
environmental problems. Several systems have been developed in past decades. Large ash particles are collected
by a water-filled ash hopper located at the bottom of the furnace. Fly ash is removed by filters, then mixed
with water. Both systems produce sludge that is pumped to a clay-lined pond where water evaporates and the
ash fills disposal sites. The clay lining prevents intrusion of groundwater into the pond.

Cooling and Feedwater System

The condenser is cooled by cold water. The open-loop system obtains the water from a river or sea, if the
power plant location permits it. The closed-loop system utilizes cooling towers, spray ponds, or spray canals.
In the case of spray ponds or canals, the water is pumped through nozzles which generate fine sprays.
Evaporation cools the water sprays as they fall back into the pond. Several different types of cooling towers
have been developed. The most frequently used is the wet cooling tower, where the hot water is sprayed on top
of a latticework of horizontal bars. The water drifts downward and is cooled through evaporation by the air
which is forced through by fans or natural updraft.
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The power plant loses a small fraction of the water through leakage. The feedwater system replaces this lost
water. Replacement water has to be free from absorbed gases, chemicals, etc. because the impurities cause
severe corrosion in the turbines and boiler. The water-treatment system purifies replacement water by
pretreatment, which includes filtering, chlorination, demineralization, condensation, and polishing. These
complicated chemical processes result in a corrosion-free high-quality feedwater.

1.3  Gas-Turbine and Combined-Cycle Power Plants

Gas Turbine

The increase of peak demand resulted in the development of gas-turbine power plants. Figure 1.11 shows the
main components of a gas-turbine power plant, which are:

» Compressor

» Combustion chamber
» Turbine

« Exhaust chute

The air is drawn by the compressor, which increases the air pressure. This high-pressure air is injected into
the combustion chamber. The natural gas or the vaporized fossil fuel is injected in the combustion chamber to
form an air-fuel mixture. The air-fuel mixture is ignited. The combustion of the fuel mixture produces a high-
pressure, high-temperature gas which is injected into the turbine through nozzles. This gas mixture drives the
rotor of the turbine. The pressure drops and the spent fuel mixture is exhausted into the air through a short
tube. The temperature of the exhaust is rather high, in the range of 800 to 1000°C. The turbine drives the
generator. The gas turbine requires a starting motor which drives the unit and generates a sufficient amount of
compressed air to start the combustion process. One solution is the use of a generator as a motor. This can be
achieved by supplying the generator with variable-frequency voltage to work as a motor. In some cases a
gearbox is connected between the turbine and generator to reduce the turbine speed. The generator
synchronous speed is 3600 rpm, and the optimum turbine speed is above 10,000 rpm. The capacity of this
plant is in the region of 50 to 100 MW.

Combined-Cycle Plant

The recognition that the exhaust of a gas turbine has high temperature led to the development of combined-
cycle power plants. Figure 1.12 shows the major components of a combined-cycle power plant.

Fuel

Combustion High-Pressure and
Chamber High-Temperature Gas
\ c
High- = Hot Exhaust
Pressure Air 2 Gas
5
O
Alr Generator

Compressor Turbine

FIGURE 1.11 Gas-turbine power plant.
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FIGURE 1.12 Combined-cycle power plant.

The plant contains a gas turbine and a conventional steam turbine. The hot exhaust gas from the gas turbine
supplies a heat exchanger to generate steam. The steam drives a convectional turbine and generator. The steam
condenses in the condenser, which is cooled by water from a cooling tower or fresh water from a lake or river.
The combined-cycle power plant has higher efficiency (around 42%) than a conventional plant (27 to 32%) or
a gas-turbine power plant. The capacity of this plant is 100 to 500 MW.

1.4 Nuclear Power Plants

More than 500 nuclear power plants operate around the world. Close to 300 operate pressurized water reactors
(PWRs); more than 100 are built with boiling-water reactors (BWRs); about 50 use gas-cooled reactors; and
the rest are heavy-water reactors. In addition a few fast-breeder reactors are in operation. These reactors
are built for better utilization of uranium fuel. The modern nuclear plant size varies from 100 to 1300 MW.
Figure 1.13 shows the large Paulo Verde nuclear power plant in Arizona. The 4000-MW-capacity power plant
has three 1300-MW pressurized-water reactors, The figure shows the large concrete domes housing the nuclear
reactors, the cooling towers, generator building, and the large switchyard.

Pressurized-Water Reactor

The general arrangement of a power plant with a PWR is shown in Figure 1.14(a).

The reactor heats the water from about 550 to about 650°F. High pressure, at about 2235 psi, prevents
boiling. Pressure is maintained by a pressurizer, and the water is circulated by a pump through a heat
exchanger. The heat exchanger evaporates the feedwater and generates steam that supplies a system similar to a
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FIGURE 1.13 View of Palo Verde nuclear power plant. (Courtesy of Salt River Project.)
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FIGURE 1.14 (a) Power plant with PWR; (b) power plant with BWR.

conventional power plant. The advantage of this two-loop system is the separation of the potentially
radioactive reactor cooling fluid from the water-steam system.

The reactor core consists of fuel and control rods. Grids hold both the control and fuel rods. The fuel rods
are inserted in the grid following a predetermined pattern. The fuel elements are zircaloy-clad rods filled
with UO2 pellets. The control rods are made of a silver (80%), cadmium (5%), and indium (15%) alloy
protected by stainless steel. The reactor operation is controlled by the position of the rods. In addition,
control rods are used to shut down the reactor. The rods are released and fall into the core when emergency
shutdown is required. Cooling water enters the reactor from the bottom, flows through the core, and is
heated by nuclear fission.

Boiling-Water Reactor

In the BWR shown in Figure 1.14(b), the pressure is low, about 1000 psi. The nuclear reaction heats the water
directly to evaporate it and produce wet steam at about 545°F. The remaining water is recirculated and mixed
with feedwater. The steam drives a turbine that typically rotates at 1800 rpm. The rest of the plant is similar to
a conventional power plant. A typical reactor arrangement is shown in Figure 1.15. The figure shows all the
major components of a reactor. The fuel and control rod assembly is located in the lower part. The steam
separators are above the core, and the steam dryers are at the top of the reactor. The reactor is enclosed by a
concrete dome.
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FIGURE 1.15 Typical BWR reactor arrangement. (Source: Courtesy of General Electric Company.)

1.5 Geothermal Power Plants

The solid crust of the Earth is an average of 20 miles (32 km) deep. Under the solid crust is a molten mass,
the magma. The heat stored in the magma is the source of geothermal energy. The hot molten magma
comes close to the surface at certain points in the Earth and produces volcanoes, hot springs, and geysers.
These are the signs of a possible geothermal site. Three forms of geothermal energy are considered for
development.

Hydrothermal Source

This is the most developed source. Power plants, up to a capacity of 2000 MW, are in operation worldwide.
Heat from the magma is conducted upward by the rocks. The groundwater drifts down through the cracks
and fissures to form reservoirs when water-impermeable solid rockbed is present. The water in this
reservoir is heated by the heat from the magma. Depending on the distance from the magma and rock
configuration, steam, hot pressurized water, or a mixture of the two is generated. Signs of these underwater
reservoirs include hot springs and geysers. The reservoir is tapped by a well, which brings the steam-water
mixture to the surface to produce energy. The geothermal power plant concept is illustrated in Figure 1.16

The hot water and steam mixture is fed into a separator. If the steam content is high, a centrifugal
separator is used to remove the water and other particles. The obtained steam drives a turbine. The typical
pressure is around 100 psi, and the temperature is around 400°F (200°C). If the water content is high, the
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FIGURE 1.16 Concept of a geothermal power plant.

water-steam mixture is led through a flashed-steam system where the expansion generates a better quality of
steam and separates the steam from the water. The water is returned to the ground, and the steam drives the
turbine. Typically the steam entering the turbine has a temperature of 120 to 150°C and a pressure of 30 to
40 psi.

The turbine drives a conventional generator. The typical rating is in the 20- to 100-MW range. The exhaust
steam is condensed in a direct-contact condenser. A part of the obtained water is reinjected into the ground.
The rest of the water is fed into a cooling tower to provide cold water to the condenser.

Major problems with geothermal power plants are the minerals and noncondensable gases in the
water. The minerals make the water highly corrosive, and the separated gases cause air pollution. An
additional problem is noise pollution. The centrifugal separator and blowdowns require noise dampers

and silencers.

Petrothermal Source

Some fields have only hot rocks under the surface. Utilization of this petrothermal source requires pumping
surface water through a well in a constructed hole to a reservoir. The hot water is then recovered through
another well. The problem is the formation of a reservoir. The U.S. government is studying practical uses of
petrothermal sources.

Geopressured Source

In deep underground holes (8,000 to 30,000 ft) a mixture of pressurized water and natural gas, like methane,
may sometimes be found. These geopressured sources promise power generation through the combustion of
methane and the direct recovery of heat from the water. The geopressured method is currently in an
experimental stage, with operating pilot plants.

1.6 Hydroelectric Power Plants

Hydroelectric power plants convert energy produced by a water head into electric energy. A typical
hydroelectric power plant arrangement is shown in Figure 1.17.

The head is produced by building a dam across a river, which forms the upper-level reservoir. In the case of
low head, the water forming the reservoir is fed to the turbine through the intake channel or the turbine is
integrated in the dam. The latter arrangement is shown in Figure 1.17(a). Penstock tubes or tunnels are used
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FIGURE 1.17 Hydroelectric power plant arrangement. (a) Low-head plant, (b) medium-head plant. (Source: D.G. Fink,
Standard Handbook for Electrical Engineers, New York: McGraw-Hill, 1978. With permission.)
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FIGURE 1.18 Hydroelectric power plant arrangement, high-head plant. (Source: D.G. Fink, Standard Handbook for
Electrical Engineers, New York: McGraw-Hill, 1978. With permission.)

for medium- (Figure 1.17(b)) and high-head plants (Figure 1.18). The spillway regulates the excess water by
opening gates at the bottom of the dam or permitting overflow on the spillway section of the dam. The water
discharged from the turbine flows to the lower or tail-water reservoir, which is usually a continuation of the
original water channel.
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High-Head Plants

High-head plants (Figure 1.18) are built with impulse turbines, where the head-generated water pressure is
converted into velocity by nozzles and the high-velocity water jets drive the turbine runner.

Figure 1.19 shows an aerial view of a hydropower plant in Arizona. The figure shows the large dam and the
relatively small power plant. The dam blocks the Salt River and forms a lake as an upper reservoir; the lower
reservoir is also a lake as shown in the picture.

Low- and Medium-Head Plants

Low- and medium-head installations (Figure 1.17) are built with reaction-type turbines, where the water
pressure is mostly converted to velocity in the turbine. The two basic classes of reaction turbines are the
propeller or Kaplan type, mostly used for low-head plants, and the Francis type, mostly used for medium-head
plants. The cross section of a typical low-head Kaplan turbine is shown in Figure 1.20.

The vertical-shaft turbine and generator are supported by a thrust bearing immersed in oil. The generator is
in the upper, watertight chamber. The turbine runner has four to ten propeller types and adjustable pitch
blades. The blades are regulated from 5 to 35° by an oil-pressure-operated servomechanism. The water is
evenly distributed along the periphery of the runner by a concrete spiral case and regulated by adjustable
wicket blades. The water is discharged from the turbine through an elbow-shaped draft tube. The conical
profile of the tube reduces the water speed from the discharge speed of 10 to 30 ft/s to 1 ft/s to increase turbine
efficiency.

Upper reservoir

FIGURE 1.19 Aerial view of Roosevelt Dam and hydropower plant (36 MW) in Arizona. (Courtesy of Salt River Project.)
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FIGURE 1.20 Typical low-head hydroplant with Kaplan turbine. (Courtesy of Hydro-Quebec.)

Hydrogenerators

The hydrogenerator is a low-speed (100 to 360 rpm) salient-pole machine with a vertical shaft. A typical
number of poles is from 20 to 72. They are mounted on a pole spider, which is a welded, spoked wheel. The
spider is mounted on the forged steel shaft. The poles are built with a laminated iron core and stranded
copper winding. Damper bars are built in the pole faces. The stator is built with a slotted, laminated iron
core that is supported by a welded steel frame. Windings are made of stranded conductors insulated
between the turns by glass fiber or Dacron glass. The ground insulation is multiple layers of mica tape
impregnated by epoxy or polyester resins. The older machines use asphalt and mica-tape insulation, which is
sensitive to corona-discharge-caused insulation deterioration. Direct water cooling is used for very large
machines, while the smaller ones are air- or hydrogen-cooled. Some machines use forced-air cooling with an
air-to-water heat exchanger. A braking system is installed in larger machines to stop the generator rapidly
and to avoid damage to the thrust.
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Defining Terms

Boiler: A steam generator that converts the chemical energy stored in the fuel (coal, gas, etc.) to thermal
energy by burning. The heat evaporates the feedwater and generates high-pressure steam.

Economizer: A heat exchanger that increases the feedwater temperature. The flue gases heat the heat
exchanger.

Fuel: Thermal power plants use coal, natural gas, and oil as a fuel, which is burned in the boiler. Nuclear
power plants use uranium as a fuel.

Penstock: A water tube that feeds the turbine. It is used when the slope is too steep to use an open canal.

Reactor: A container where the nuclear reaction takes place. The reactor converts the nuclear energy to
heat.

Superheater: A heat exchanger that increases the steam temperature to about 1000°F. It is heated by the
flue gases.

Surge tank: An empty vessel that is located at the top of the penstock. It is used to store water surge when
the turbine valve is suddenly closed.
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2.1 Distributed Power

Johan H.R. Enslin and Rama Ramakumar

Introduction

Distributed power (DP) refers to the process and concepts in which small to medium (a few kW up to 50 MW
or more) power generation facilities, energy storage facilities (thermal, flywheel, hydro, flow, and regular
batteries), and other strategies are located at or near the customer’s loads and premises. DP technologies
installed near customers’ loads operate as grid-connected or islanded resources at the distribution or
subtransmission level and are geographically scattered throughout the service area. DP generation harnesses
renewable and nonrenewable energy sources, such as solar insolation, wind, biomass, tides, hydro, waves,
geothermal, biogas, natural gas, hydrogen, and diesel, in a distributed manner. DP also includes several
nonutility sources of electricity, including facilities for self-generation, energy storage, and combined heat and
power (CHP) or cogeneration systems.

Interest in DP has been growing steadily, due to inherently high reliability and possible efficiency
improvements over conventional generation. In addition to the obvious advantages realized by the
development of renewable energy sources, DP is ideally suited to power sensitive loads, small remote loads
located far from the grid, and integrated renewable energy sources into the grid.

To interface these different power concepts, electrical networks are currently evolving into hybrid networks,
including ac and dc, with energy storage for individual households, office buildings, industry, and utility feeders.

2-1
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DP technologies can be depicted as an energy web and are also the structure for a possible future hydrogen-
integrated society. This energy-web concept combines the DP technologies with the energy market, information
datalinks, and hybrid ac and dc electrical networks including gas and hydrogen infrastructures, as shown in
Figure 2.1.

Emerging DP technologies are available or have matured as the preferred technology for site-specific
applications of power quality and reliability improvement, integrated CHP, and voltage support on trans-
mission and distribution networks.

Several governments and utilities worldwide promote the use of DP technologies using renewable energy
sources with subsidies and customer participation programs. Some examples include offshore wind farms and
several “green” suburbs where roof-mounted photovoltaic (PV) arrays are installed on most of the roofs of
individual homes, apartments, and communal buildings.

General Features

DP will have one or more of the following features:

 Small to medium size, geographically distributed

- Intermittent input resource, e.g., wind and insolation power

« Stand-alone or interface at the distribution or subtransmission level
« Utilize site-specific energy sources

+ Located near the loads

« Integration of energy storage and control with power generation.

Potential and Future

Globally, the potential for DP is vast. Concerns over the unrestricted use of conventional energy resources and
the associated environmental problems, such as the greenhouse effect and global warming, are providing the
impetus necessary for the continued development of technologies for DP.

Central
Generation -

Decentrallzed N\ Data Centers (y,-?" Storage

DER ?spatch k’-\,‘_‘ ;R”
| Fuel Cell %
.l J—— / Flow Batterles
~ 7} e N /

Fuel Cell Car
Power & Communications Links

Photovoltaic Gas Turbines

FIGURE 2.1 Presentation of the energy-web concept.
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Motivation

Some of the main motivations for the use of DP are:

Low incremental capital investments

Long lead-times to site DP plants

Likely to result in improved reliability, availability, and power quality

Location near load centers lowers the energy transport losses and decreases transmission and
distribution costs

Better utilization of distribution network infrastructure
Integration of control and protection with energy flow stream
Preferred technology for digital society, requiring high-reliability figures.

DP Technologies

Many technologies have been proposed and employed for DP. Power ratings of DP systems vary from kilowatts
to megawatts, depending on the application. A listing of some of the DP technologies is given below.

« Photovoltaic

» Wind energy conversion systems

» Mini and micro hydro

+ Geothermal plants

« Tidal and wave energy conversion

« Fuel cell

« Solar-thermal-electric conversion

+ Biomass utilization

+ Thermoelectrics and thermionics

+ Micro and mini turbines as cogeneration plants, powered by natural gas and supplying electricity
and heat

+ Energy storage technologies, including flow and regular batteries, pump-storage hydro, flywheels,
and thermal energy storage concepts.

« Small-scale nuclear reactors are also in the development phase as pebble-bed modular nuclear reactors
(PBMR).

These technologies will not all be described here. Mainly an emphasis will be provided on PV, wind, micro
turbine, and storage technologies. Distributed wind energy generation and solar PV power generation are the
best-established renewable distributed power options and will be discussed in more detail.

Photovoltaic (PV) Power Generation

PV refers to the direct conversion of insolation (incident solar radiation) to electricity. A PV cell (also known
as a solar cell) is simply a large-area semiconductor pn junction diode, with the junction positioned very close
to the top surface. Typically, a metallic grid structure on the top and a sheet structure in the bottom collect the
minority carriers crossing the junction and serve as terminals. The minority carriers are generated by the
incident photons with energies greater than or equal to the energy gap of the semiconductor material.

Since the output of an individual cell is rather low (1 or 2 W at a fraction of a volt), several (30 to 60) cells
are combined to form a module. Typical module ratings range from 40 to 100 W at open-circuit voltages of
15 to 17 V. PV modules are progressively put together to form panels, arrays, and ultimately a PV plant
consisting of several array segments. Plants rated at several MW have been built and operated successfully.
Currently new houses and buildings are built with integrated PV panels on the roofs, forming complete
subdivision communities with integrated PV roofs.

Advantages of PV include demonstrated low operation and maintenance costs, no moving parts, silent and
simple operation, long lifetime if properly cared for, no recurring fuel costs, modularity, and minimal
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environmental effects. The disadvantages are the cost, energy requirements during manufacturing, need for
large collector areas due to the diluteness of insolation, and the diurnal and seasonal variability of the output.

PV systems can be flat-plate or concentrating types. While flat-plate systems utilize the global (direct and
diffuse) radiation, concentrator systems harness only the direct or beam radiation. As such, concentrating
systems must track (one axis or two axes) the sun. Flat-plate systems may or may not be mounted on trackers.

By 1990, efficiencies of flat-plate crystalline and thin-film cells had reached 23% and 15%, respectively.
Efficiencies as high as 34% were recorded for concentrator cells. Single-crystal and amorphous PV
module efficiencies of 12% and 5%, respectively, were achieved by the early 1990s. For an average module
efficiency of 10% and an insolation of 1 kW/m? on a clear afternoon, 10 m” of collector area is required for
each of output.

The output of a PV system is dc, and inversion is required for supplying ac loads or for utility-interactive
operation. While the required fuel input to a conventional power plant depends on its output, the input to a
PV system is determined by external factors, such as cloud cover, time of day, season of the year, geographic
location, orientation, and geometry of the collector. Therefore, PV systems are operated, as far as possible, at
or near their maximum outputs. In addition, PV plants have no energy storage capabilities, and their power
output is subject to rapid changes due to moving clouds.

The current-voltage (IV') characteristic of an illuminated solar cell is shown in Figure 2.2. It is given as

I=1 —Io[exp(%) - 1]

where: I and I are the dark and source currents, respectively, k is the Boltzmann constant (1.38 X 1072 J/K),
T is the temperature in K, and e is the electron charge. Under ideal conditions (identical cells), for a PV
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FIGURE 2.2 Typical current-voltage characteristic of an illuminated solar cell.
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module with a series-parallel arrangement of cells, the IV characteristic will be similar, except that the
current scale should be multiplied by the number of parallel branches and the voltage scale by the number of
cells in series in the module. The source current varies linearly with insolation. The dark current increases as
the cell operating temperature increases. Also, the larger the energy gap of the material, the smaller is the dark
current. For improved operation, the ratio of source current to dark current should be made as large as
possible.

Single-crystal silicon is still the dominant technology for fabricating PV devices. Polycrystalline,
semicrystalline, and amorphous silicon technologies are developing rapidly to challenge this. Highly
innovative technologies such as spheral cells are being introduced to reduce costs. Concentrator systems
typically employ gallium arsenide or multiple junction cells. Many other materials and thin-film technologies
are under investigation as potential candidates.

PV applications range from milliwatts (consumer electronics) to megawatts (central station plants). They
are suitable for portable, remote, stand-alone, and network interactive applications. PV systems should be
considered as energy sources and their design should maximize the conversion of insolation into useable
electrical form. Power requirements of practical loads are met using energy storage, maximum power point
tracking (MPPT) choppers, and inverters for network interconnection. Concentrating systems have been
designed and operated to provide both electrical and low-grade thermal outputs with combined peak
utilization efficiencies approaching 60%.

The vigorous growth of PV technology is manifested by the large growth of PV installations. At the end of
2003, cumulative installed PV systems in Japan, Germany, and California totaled 640 peak MW, 375 peak MW,
and 60 peak MW, respectively. In 2003, about 790 MW of PVs were manufactured worldwide, up from 560
MW delivered in 2002.

An example of a Dutch rooftop project is shown in Figure 2.3, where all the homes in a subdivision are
installed with solar PV panels. In this Dutch Nieuwland project near Amersfoort, a total of 12,000 m?> of
PV arrays have been installed on 500 homes. A total of 1 GWh of renewable energy is generated annually by
this project.

Over the years prices of PV installations have steadily dropped from an original capital cost of $7000 per
kWp (kilowatt peak) in 1988 to an average cost in 2003 of $5000 per kWp. Under the 100,000 Roof Program in
Germany, which ended in June 2003, 345 MW peak were installed at an average cost in 2003 of €4200 per
kWp. In 2004 the well-known feed-in tariff for renewable energy plants in Germany was increased from € 0.45
to 0.57 per kWh delivered.

Wind Energy Conversion

Wind energy is intermittent, highly variable, site-specific, and the least dependent upon latitude among all
renewable resources. The power density (in W/unit area) in moving air (wind) is a cubic function of wind
speed, and therefore even small increases in average wind speeds can lead to significant increases in the
capturable energy. Wind sites are typically classified as good, excellent, or outstanding, with associated mean
wind speeds of 13, 16, and 19 mph, respectively.

Wind turbines employ lift and drag forces to convert wind energy to rotary mechanical energy, which is
then converted to electrical energy by coupling a suitable generator. The power coefficient C, of a wind turbine
is the fraction of the incident power converted to mechanical shaft power, and it is a function of the tip speed
ratio /4, as shown in Figure 2.4. For a given propeller configuration, at any given wind speed, there is an
optimum tip speed that maximizes C,,.

Several types of wind turbines are available. They can have horizontal or vertical axes, number of blades
ranging from one to several, mounted upwind or downwind, and fixed- or variable-pitch blades with full
blade or tip control. Vertical-axis (Darrieus) turbines are not self-starting and require a starting mechanism.
Today, horizontal-axis turbines with two or three blades are the most prevalent at power levels of 3 to 5 MW
each. These turbines propel electrical induction or synchronous generators through a gearbox or directly using
a large ring gear.
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FIGURE 2.4 Typical wind turbine characteristics.
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The electrical output P, of a wind energy conversion system is given as
3
P, = nghn AC,Kvy

where: 1, and n,, are the efficiencies of the electrical generator and mechanical interface, respectively, A is the
swept area, K is a constant tip-speed ratio C,,, and v is the wind speed incident on the turbine.

There are two basic options for wind energy conversion. With varying wind speeds, the wind turbine can be
operated at a constant speed, controlled by blade-pitch control. A conventional synchronous or induction
machine is then employed to generate constant-frequency ac. Alternatively, the wind turbine rotational speed
can be allowed to vary together with the wind speed to maintain a constant and optimum tip-speed ratio. An
induction or synchronous generator is used in combination with a back-to-back three-phase power electronic
converter, interfacing the wind generator with the electrical power network. This converter can also provide
reactive power at the interconnection point. The variable-speed option allows optimum efficiency operation of
the turbine over a wide range of wind speeds, resulting in increased outputs with lower structural loads and
stresses. The power fluctuations into the electrical power network are also reduced with a variable-speed
generating system. Most future advanced turbines are expected to operate in the variable-speed mode and to
use power electronics to convert the variable-frequency output to constant frequency with minimal harmonic
distortion.

Individual or small groups of wind-power generators in the 0.5- to 5-MW power levels are interfaced to the
electrical distribution network on a distributed level. Large-scale harnessing of wind energy (in the 50- to
1000-MW power range) requires ten to hundreds of wind generators arranged in a wind farm with spaces of
about two to three diameters crosswind and about ten diameters apart downwind. The power output of an
individual wind generator will fluctuate over a wide range, and its statistics strongly depend on the wind
statistics. When many wind generators are used in a wind farm, some smoothing of the total power output will
result, depending on the statistical independence of the outputs of the individual generators. This is desirable,
especially with high (>20%) penetration of wind power in the generation mix of a network section. One of
the major disadvantages of wind generators is that they are not dispatchable, having an intermittent power
output.

Although wind energy conversion has overall minimum environmental impacts, the large rotating
structures involved do generate some noise and introduce visual aesthetics problems. By locating wind energy
systems sufficiently far from centers of population, these effects can be minimized. The envisaged potential for
bird kills turned out not to be a serious problem. Wind energy systems occupy only a very small fraction of the
land. However, the area surrounding them can be used only for activities such as farming and livestock
grazing. Thus, there is some negative impact on land use. To minimize these environmental problems, utilize
constant and higher wind speeds, and improve the cost-effectiveness of wind power generation, 1000-MW and
even larger wind farms are proposed to be installed offshore. Some offshore wind farms have already been
installed off the coast of Denmark and the U.K. Large offshore programs are currently being investigated in the
North Sea, off the Dutch coast, off the German northeast coast, off the west coast of Spain, and off the coast of
New York.

Hydro

Hydropower is a mature and one of the most promising renewable energy technologies. In the context of DP,
small (less than 100 MW), mini (less than 1 MW), and micro (less than 100 kW) hydroelectric plants are of
interest. The source of hydropower is the hydrologic cycle driven by the energy from the sun. Most of the sites
for DP hydro are either low-head (2 to 20 m) or medium-head (20 to 150 m). The global hydroelectric
potential is vast; 900 MW of new small hydro capacity was added worldwide in 2003. One estimate puts small-
scale hydro at 31 GW for Indonesia alone. The installed capacity of small hydro in the People’s Republic of
China was exceeding 7 GW, even by 1980. The Three Gorges large-scale hydro dam project in China will be
completed by 2009 with 26 generators generating 18.2 GW of power.
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Both impulse and reaction turbines have been employed for small-scale hydro for DP. Several standardized
units are available in the market. Most of the units are operated at constant speed with governor control and
are coupled to synchronous machines to generate ac power. If the water source is highly variable, it may be
necessary to employ variable-speed generation. Similarly to variable wind generation, variable-speed hydro
generation utilizes back-to-back power electronic converters to convert the variable generator output to
constant-frequency ac power. In a very small system of a few, it may be required to install energy storage on the
dc link of the power electronic converter.

Geothermal

Geothermal plants exploit the heat stored in the form of hot water and steam in the Earth’s crust at depths of
800 to 2000 m. By nature, these resources are extremely site-specific and slowly run down (depletable) over a
period of years. For electric power generation, the resource should be at least around 200°C. Depending on the
temperature and makeup, dry steam, flash steam, or binary technology can be employed. Of these, dry natural
steam is the best, since it eliminates the need for a boiler.

The three basic components of a geothermal plant are: (1) a production well to bring the resource to the
surface, (2) a turbine generator system for energy conversion, and (3) an injection well to recycle the spent
geothermal fluids back into the reservoir.

The typical size of back-pressure plants ranges from 1 to 10 MW. Indirect and binary cycle plants are usually
in the 10- to 60-MW range, while condensing units are on the order of 15 to 110 MW. The variable size and
nature of geothermal generation plants has the advantage of enabling units to be installed in modules. About
6800 MW (38 TWh/year) of electricity generating capacity is currently installed around the world in places
where both steam and water are produced at temperatures over 200°C. Half of this capacity is located in the
U.S.A. The Geysers plant, north of San Francisco, is the largest in the world, with an installed capacity of 516
MW. In some developing countries, the Philippines, for example, geothermal plants supply nearly 20% of their
electrical needs.

Tidal Energy

The origin of tidal energy is the upward-acting gravitational force of the moon, which results in a cyclic
variation in the potential energy of water at a point on the Earth’s surface. Topographical features, such as the
shape and size of estuaries, amplify these variations. The ratio between maximum spring tide and minimum at
neap can be as much as three to one. In estuaries, the tidal range can be as large as 10 to 15 m.

Power can be generated from a tidal estuary in two basic ways. A single basin can be used with a barrage at a
strategic point along the estuary. By installing turbines at this point, electricity can be generated either when
the tide is ebbing or flooding. In the two-basin scheme, generation can be time-shifted to coincide with hours
of peak demand by using the basins alternately.

As can be expected, tidal energy conversion is very site-specific. The La Rance tidal power plant in Brittany,
France, generating 240 MW with 24-vane-type horizontal turbines and alternator motors, each rated at
10 MVA, is the largest operating tidal facility in the world. It is far bigger than the next largest, the Annapolis
facility (20 MW) in Canada. The Rance tidal plant has been in operation since 1961 (refurbished in 1995),
with good technical and economic results. It has generated, on the average, 500 GWh of net energy per year.

Some very ambitious projects are currently being studied: Severn and Mersey, England (8600 MW and
700 MW, respectively), Bay of Fundy, Canada (5300 MW) with the highest known tidal range of 17 m,
San José, Argentina (5000 MW), Kutch, India (900 MW), and Garolim, Korea (480 MW).

Fuel Cells

A fuel cell is a simple static device that converts the chemical energy in fuel directly, isothermally, and
continuously into electrical energy. Fuel and oxidant (typically oxygen in air) are fed to the device in which an
electrochemical reaction takes place that oxidizes the fuel, reduces the oxidant, and releases energy. The energy
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released is in both electrical and thermal forms. The electrical part provides the required output. Since a fuel
cell completely bypasses the thermal-to-mechanical conversion involved in a conventional power plant and its
operation is isothermal, fuel cells are not Carnot-limited. Electrical efficiencies up to 80% are theoretically
possible, and practically, the efficiency can be in the range of 43 to 55% for modular dispersed generators
featuring fuel cells.

Although their structure is somewhat like that of a battery, fuel cells never need recharging or replacing and
can consistently produce electricity as long as they are supplied with hydrogen and oxygen. Fossil fuels (coal,
oil, and natural gas), biomass (plant material), or pure hydrogen can be used as the source of fuel. If pure
hydrogen is used, the emissions from a fuel cell are only electricity and water. Fuel cells are small and modular
in nature, and therefore fuel cell power plants can be used to provide electricity in many different applications,
from small mobile devices, like electric vehicles, to large, grid-connected utility power plants. First used in the
U.S. space program in the 1950s, fuel cells are only a developing technology with some commercial uses today,
but may emerge as a significant source of electricity in the near future.

The low (< 0.02 kg/MWh) airborne emissions of fuel cell plants make them prime candidates for siting in
urban areas. The possibility of using fuel cells in combined heat and power (CHP) units provides the cleanest
and most efficient (> 90%) energy system option utilizing valuable (or imported) natural gas resources.

Hydrocarbon fuel (natural gas or LNG) or gasified coal is reformed first to produce hydrogen-rich (and
sulfur-free) gas that enters the fuel cell stack where it is electrochemically “burned” to produce electrical and
thermal outputs. The electrical output of a fuel cell is low-voltage high-current dc. Most commercially
successful fuel cells are currently based on a PEM (proton exchange membrane, also called polymer electrolyte
membrane) fuel cell. At the anode of a PEM fuel cell, hydrogen molecules give up electrons, forming hydrogen
ions. This process is made possible by the platinum catalyst. The proton exchange membrane now allows the
protons to flow through, but not electrons. As a result, the hydrogen ions flow directly through the proton
exchange membrane to the cathode, while the electrons flow through an external electrical circuit. By utilizing
a properly organized stack of cells, adding some dc energy storage to provide some buffering and a power
electronic inverter, utility-grade ac output is obtained.

Solar-Thermal Electric Conversion

A solar-thermal electric power plant generates heat by using concentrated sunlight through lenses and
reflectors. Because the heat can be stored, these plants are unique as they can generate power when it is needed.
Parabolic troughs, parabolic dishes, and central receivers are used to generate temperatures in the range of 400
to 500, 800 to 900, and > 500°C, respectively.

The technical feasibility of the central receiver system was demonstrated in the early 1980s by the 10-MWe
Solar One system in Barstow, California. Over a six-year period, this system delivered 37 GWh of net energy to
the Southern California Edison Grid, with an overall system efficiency in the range of 7 to 8%. With
improvements in heliostat and receiver technologies, annual system efficiencies of 14 to 15% and generation
costs of 8 to 12¢/kWh have been projected.

In the late 1970s and early 1980s, parabolic-dish electric-transport technology for DP was under active
development at the Jet Propulsion Laboratory (JPL) in Pasadena, California. Prototype modules with Stirling
engines reached a record 29% overall efficiency of conversion from insolation to electrical output. Earlier
parabolic-dish designs collected and transported thermal energy to a central location for conversion to
electricity. Advanced designs, such as the one developed at JPL, employed engine-driven generators at the focal
points of the dishes, and energy was collected and transported in electrical form.

By far the largest installed capacity (nearly 400 MW) of solar-thermal electric DP employs parabolic-trough
collectors and oil to transport the thermal energy to a central location for conversion to electricity via a steam-
Rankine cycle. With the addition of a natural gas burner for hybrid operation, this technology, developed by
LUZ under the code name SEGS (solar-electric generating system), accounts for more than 90% of the world’s
solar electric capacity, all located in Daggett, Kramer Junction, and Harper Lake in California. Generation
costs of around 8 to 9¢/kWh have been realized with SEGS. This hybrid technology burns the natural gas to
compensate for the temporary variations of insolation and balance the power delivered by the system.
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This compensation may come from 7 to 11 p.m. in summer and 8 a.m. to 5 p.m. in winter. SEGS will require
about 5 acres/MW or can deliver 130 MW/mi’” of land area.

Solar Two, a “power tower” electricity generating plant in California, is a 10-MW prototype for large-scale
commercial power plants. It stores the solar-energy-molten salt at 560°C, which allows the plant to generate
continuous power. Construction was completed in March 1996. Over 700 MW of solar-thermal electric
systems was deployed by 2003 globally. The market for these systems may exceed 5000 MW by 2010.

Biomass Energy

Biological sources provide a wide array of materials that have been and continue to be used as energy sources.
Wood, wood waste, and residue from wood processing industries, sewage or municipal solid waste, cultivated
herbaceous and other energy crops, waste from food processing industries, and animal wastes are lumped
together by the term biomass. The most compelling argument for the use of biomass technologies is the
inherent recycling of the carbon by photosynthesis. In addition to the obvious method of burning biomass,
conversion to liquid and gaseous fuels is possible, thus expanding the application possibilities.

In the context of electric power generation, the role of biomass is expected to be for repowering old units
and for use in small (20 to 50 MW) new plants. Several new high-efficiency conversion technologies are either
already available or under development for the utilization of biomass. The technologies and their overall
conversion efficiencies are listed below.

+ FBC (fluidized-bed combustor), 36 to 38%
 EPS (energy performance system) combustor, 34 to 36%
+ BIG/STIG (biomass-integrated gasifier/steam-injected gas turbine), 38 to 47%.

Acid or enzymatic hydrolysis, gasification, and aqueous pyrolysis are some of the other technology options
available for biomass utilization.

Anaerobic digestion of animal wastes is being used extensively in developing countries to produce biogas,
which is utilized directly as a fuel in burners and for lighting. An 80:20 mixture of biogas and diesel has been
used effectively in biogas engines to generate electricity in small quantities.

Biomass-fueled power plants are best suited in small (<100 MW) sizes for DP to serve base load and
intermediate loads in the eastern United States and in many other parts of the world. This contribution is
clean, renewable, and reduces CO, emissions. Since biomass fuels are sulfur-free, these plants can be used to
offset CO, and SO, emissions from new fossil power plants. Ash from biomass plants can be recycled and used
as fertilizer. A carefully planned and well-managed short-rotation woody crop (SRWC) plantation program
with yields in the range of 6 to 12 dry tons/acre/year can be effectively used to mitigate greenhouse gases and
contribute thousands of megawatts of DP to the U.S. grid by the turn of the century.

Thermoelectrics

Thermal energy can be directly converted to electrical energy by using the thermoelectric effects in materials.
Semiconductors offer the best option as thermocouples, since thermojunctions can be constructed using a p-
type and an n-type material to cumulate the effects around a thermoelectric circuit. Moreover, by using solid
solutions of tellurides and selenides doped to result in a low density of charge carriers, relatively moderate
thermal conductivities and reasonably good electrical conductivities can be achieved.

In a thermoelectric generator, the Seebeck voltage generated under a temperature difference drives a dc
current through the load circuit. Even though there is no mechanical conversion, the process is still Carnot-
limited, since it operates over a temperature difference. In practice, several couples are assembled in a series-
parallel configuration to provide dc output power at the required voltage.

Typical thermoelectric generators employ radioisotope or nuclear reactor or hydrocarbon burner as the
heat source. They are custom-made for space missions, as exemplified by the systems for nuclear auxiliary
power (SNAP) series and the radioisotope thermoelectric generator (RTG) used by the Apollo astronauts.
Maximum performance over a large temperature range is achieved by cascading stages. Each stage consists of
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thermocouples electrically in series and thermally in parallel. The stages themselves are thermally in series and
electrically in parallel.

Tellurides and selenides are used for power generation up to 600°C. Silicon germanium alloys turn out
better performance above this up to 1000°C. With the materials available at present, conversion efficiencies in
the 5 to 10% range can be expected. Whenever small amounts of silent reliable power are needed for long
periods, thermoelectrics offer a viable option. Space, underwater, biomedical, and remote terrestrial power,
such as cathodic protection of pipelines, fall into this category.

Thermionics

Direct conversion of thermal energy into electrical energy can be achieved by employing the Edison
effect—the release of electrons from a hot body, also known as thermionic emission. The thermal input
imparts sufficient energy (= work function) to a few electrons in the emitter (cathode), which helps them
escape. If these electrons are collected, using a collector (anode), and a closed path through a load is established
for them to complete the circuit back to the cathode, then electrical output is obtained. Thermionic converters
are heat engines with electrons as the working fluid and, as such, are subject to Carnot limitations.

Converters filled with ionizable gasses, such as cesium vapor in the interelectrode space, yield higher power
densities due to space charge neutralization. Barrier index is a parameter that signifies the closeness to ideal
performance with no space charge effects. As this index is reduced, more applications become feasible.

A typical example of developments in thermionics is the TFE (thermionic fuel element) that integrates the
converter and nuclear fuel for space nuclear power in the kW to MW level for very long (7 to 10 years)
duration missions. Another niche is the thermionic cogeneration burner module, a high-temperature burner
equipped with thermionic converters. Electrical outputs of 50 kW/MW of thermal output have been achieved.
High (600 to 650°C) heat rejection temperatures of thermionic converters are ideally suited for producing flue
gas in the 500 to 550°C range for industrial processes. A long-range goal is to use thermionic converters as
toppers for conventional power plants. Such concepts are not economical at present.

Energy Storage

An energy storage system, integrated with power electronics, forms the ideal mitigation option to solve the
technical interconnection and remote power supply problems associated with intermittent distributed power
resources. For a DP with network connection, remote area power supply, and interconnection of hybrid
networks, energy storage plays a crucial role. An energy storage system should be considered to compensate
the fluctuating output of wind farms and to improve power quality at the interconnection point between the
DP and the network. The total intermittent power output of a wind farm can, for example, be balanced using a
large-scale energy storage plant, providing dispatchable and controllable power at the output of the plant.
Hydro pump storage has been used for decades to do power balancing between generation and load demand.
For DP systems, medium to small energy storage options are considered. Several storage technologies exist and
are continuously improved for these applications.

Hydro pump storage uses two reservoirs at different elevations, bidirectional pumps, and synchronous
machines connected to the utility network. Power rating and energy storage capacity are in the 100 to 2000
MW and 500 to 40000 MWh range, respectively. High environmental impacts and limited and site-specific
locations make this energy storage option only applicable for large applications. Underground pumped
storage, using flooded mine shafts or other cavities, is technically also possible. The open sea can also be used
as the lower reservoir. A seawater-pumped hydro plant was first built in Japan in 1999 (Yanbaru, 30 MW).

Compressed-air energy storage (CAES) is a peaking gas turbine power plant that consumes less than 40% of
the gas used in conventional gas turbine to produce the same amount of electric output power by
precompressing air using the low-cost electricity from the power grid at off-peak times. This energy is then
utilized later along with some gas fuel to generate electricity as needed. The compressed air is often stored in
appropriate underground mines or caverns created inside salt rocks. The first commercial CAES was a
290-MW unit built in Hundorf, Germany, in 1978. The second commercial CAES was a 110-MW unit built in
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McIntosh, Alabama, in 1991. The construction took 30 months and cost $65 million (about $591/kW). This
unit comes on line within 14 minutes. Some storage concepts also combine compressed air, natural gas, or
hydrogen with pumped hydro storage into one design, using underground cavities that may be interesting in
the future with higher utilization of hydrogen.

Traditional and flow batteries are still considered the most important storage technology for DP
applications. Lead-acid batteries are used in several mobile and stationary applications. It is a low-cost and
popular storage choice for remote area power supply options, power quality, uninterruptible power supplies,
and some spinning reserve applications. Its application for energy management, however, has been very
limited due to its short cycle life. The lead-acid battery plant is a 40-MWh system in Chino, California, built
in 1988.

Flow batteries are regenerative fuel cell technology with membranes that provide a reversible
electrochemical reaction between two electrolytes, stored in separate storage tanks. For flow batteries the
power and energy ratings are independent of each other. The power rating is associated with the size and
number of membrane stacks, while the energy storage capacity is associated with the size of the storage
electrolyte tanks. Flow batteries are now industrialized up to 15 MW, 120 MWh using polysulfide bromide
(PSB) technologies. Vanadium redox flow batteries (VRB) employ vanadium redox couples stored in mild
sulfuric acid solutions. VRB has been commercialized up to 500 kW, 10 hrs (5 MWh) and installed in Japan
and the U.S. Other battery technologies using zn-br, metal-air, and NaS are continuously developed and
improved. Flywheel, ultracapacitors, and superconducting magnetic energy storage (SMES) systems have been
commercialized and installed for power quality and network stability mitigation solutions. The net efficiency
of these batteries is in the 60 to 80% range, with capital prices of $800 to 3000/kW and $50 to 1000/kWh.

Network Impacts

The response of distribution systems to high penetrations of DP is not yet fully investigated. Also, the nature
of the response will depend on the DP technology involved. However, there are some general areas of potential
impacts common to most of the technologies: (1) voltage flicker, imbalance, regulation, etc.; (2) power quality;
(3) real and reactive power flow modifications; (4) islanding; (5) synchronization during system restoration;
(6) transients; (7) protection issues; (8) load-following capability; and (9) dynamic interaction with the rest of
the system. Since there are very few systems with high penetration of DP, studies based on detailed models
should be undertaken to forecast potential problems and arrive at suitable solutions.

Defining Terms

Biomass: General term used for wood, wood wastes, sewage, cultivated herbaceous and other energy crops,
and animal wastes.

Distributed generation (DG): Medium to small power plants at or near loads and scattered throughout
the service area.

Distributed power (DP): System concepts in which distributed generation facilities, energy storage
facilities, control, and protection strategies are located near loads and scattered throughout the service
area.

Fuel cell: Device that converts the chemical energy in a fuel directly and isothermally into electrical energy.

Geothermal energy: Thermal energy in the form of hot water and steam in the Earth’s crust.

Hydropower: Conversion of potential energy of water into electricity using generators coupled to impulse
or reaction water turbines.

Insolation: Incident solar radiation.

Photovoltaics: Conversion of insolation into dc power by means of solid-state pn-junction diodes.

Solar-thermal-electric conversion: Collection of solar energy in thermal form using flat-plate or
concentrating collectors and its conversion to electrical form.

Thermionics: Direct conversion of thermal energy into electrical energy by using the Edison effect
(thermionic emission).
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Thermoelectrics: Direct conversion of thermal energy into electrical energy using the thermoelectric
effects in materials, typically semiconductors.

Tidal energy: The energy contained in the varying water level in oceans and estuaries, originated by lunar
gravitational force.

Wind energy conversion: The generation of electrical energy using electromechanical energy converters
driven by wind turbines.
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2.2 Solar Electric Systems'

Thomas R. Mancini, Roger Messenger, and Jerry Ventre

Solar Thermal Electric Systems

Solar thermal power systems, which are also referred to as concentrating solar power systems, use the heat
generated from the concentration and absorption of solar energy to drive heat engine/generators and, thereby,
produce electrical power. Three generic solar thermal systems, trough, power tower, and dish-engine systems,
are used in this capacity. Trough systems use linear parabolic concentrators to focus sunlight along the focal
lines of the collectors. In a power tower system, a field of two-axis tracking mirrors, called heliostats, reflects
the solar energy onto a receiver that is mounted on top of a centrally located tower. Dish-engine systems, the
third type of solar thermal system, continuously track the sun, providing concentrated sunlight to a thermal
receiver and heat engine/generator located at the focus of the dish.

Trough Systems

Of the three solar thermal technologies, trough-electric systems are the most mature with 354 MW installed in
the Mojave Desert of Southern California. Trough systems produce about 75 suns concentration and operate
at temperatures of up to 400°C at annual efficiencies of about 12%. These systems use linear-parabolic
concentrators to focus the sunlight on a glass-encapsulated tube that runs along the focal line of the collector,

"The Concentrating Solar Power activities presented herein are funded by the U.S. Department of Energy through Sandia
National Laboratories, a multi-program laboratory operated by Sandia Corporation, a Lockheed Martin Company, for the U.S.
Department of Energy under Contract DE-AC04-94-AL85000.
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FIGURE 2.5 Solar collector field at a SEGS plant located at Kramer Junction, CA. (Photograph courtesy of Sandia
National Laboratories.)

shown in Figure 2.5. Troughs are usually oriented with their long axis north—south, tracking the sun from east
to west, to have the highest collection efficiencies. The oil working fluid is heated as it circulates through the
receiver tubes and before passing through a steam-generator heat exchanger. In the heat exchanger, water boils
producing the steam that is used to drive a conventional Rankine-cycle turbine generator. The optimal size for
a trough-electric system is thought to be about 200 megawatts, limited mainly by the size of the collector field.

A major challenge facing these plants has been to reduce the operating and maintenance costs, which
represent about a quarter of the cost of the electricity they produce. The newer plants are designed to operate
at 10 to 14% annual efficiency and to produce electricity for $.08 to $.14 a kilowatt-hour, depending on
interest rates and tax incentives with maintenance costs estimated to be about $.02 a kilowatt hour. New
systems are currently being designed for use in the Southwest U.S. that will utilize ongoing research and
development addressing issues such as improved receiver tubes, advanced working/storage fluids, and molten-
salt storage for trough plants.

Power Towers

In the Spring of 2003, the first commercial power towers are being designed for installation in Spain in
response to a very attractive solar incentive program. Power towers, shown in Figure 2.6, are also known as
central receivers and, while close, they are not as commercially mature technologically as trough systems. In a
power tower, two-axis tracking mirrors called heliostats reflect solar energy onto a thermal receiver that is
located at the top of a tower in the center of the heliostat field. To maintain the sun’s image on the centrally
located receiver, each heliostat must track a position in the sky that is midway between the receiver and the
sun. Power towers have been designed for different working fluids, including water/steam, sodium nitrate salts,
and air. Each working fluid brings an associated set of design and operational issues; the two active tower
design concepts in Europe and the U.S. utilize air and molten-nitrate salt as the working fluids. Both system
designs incorporate thermal storage to increase the operating time of the plant, thereby allowing the solar
energy to be collected when the sun shines, stored, and used to produce power when the sun is not shining.
This feature, which allows power to be dispatched when needed, increases the “value” of the electricity
generated with solar energy.

In the U. S., the choice of a molten-nitrate salt as the working fluid provides for high-temperature, low-
pressure operation and thermal storage in the hot salt. The molten-salt approach uses cold salt (290°C) that is
pumped from a cold storage tank, through the receiver where it is heated with 800 suns to 560°C. The hot salt
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FIGURE 2.6 Warming the receiver at Solar 2 in Dagget, CA. The “wings” one either side of the receiver result from
atmospheric scattering of the sunlight reflected from the heliostat field. (Photograph courtesy of Sandia National
Laboratories.)

is delivered to a hot salt storage tank. Electrical power is produced when hot salt is pumped from the hot tank
and through a steam generator; the steam is then used to power a conventional Rankine turbine/generator.
The salt, which has cooled, is returned to the cold tank. The optimal size for power towers is in the 100- to
300-megawatt range. Studies have estimated that power towers could operate at annual efficiencies of 15 to
18% and produce electrical power at a cost of $.06 to $.11 per kilowatt-hour. Advanced systems are focusing
on reducing the cost of heliostats and on operational issues associated with plant operation and thermal
storage.

Dish-Stirling Systems

Dish-Stirling systems track the sun and focus solar energy into a cavity receiver where it is absorbed and
transferred to a heat engine/generator. Figure 2.7 is a picture of a Dish—Stirling system. Although a Brayton
engine has been tested on a dish and some companies are considering adapting microturbine technology to
dish engine systems, kinematic Stirling engines are currently being used in all four Dish—Stirling systems under
development today. Stirling engines are preferred for these systems because of their high efficiencies (thermal-
to-mechanical efficiencies in excess of 40% have been reported), high power density (40 to 70 kW/liter for
solar engines), and their potential for long-term, low-maintenance operation. Dish—Stirling systems have
demonstrated the highest efficiency of any large solar power technology, producing more than 3000 suns
concentration, operating at temperatures in excess of 750°C, and at annual efficiencies of 23% solar-to-electric
conversion. Dish—Stirling systems are modular, i.e., each system is a self-contained power generator, allowing
their assembly into plants ranging in size from a few kilowatts to tens of megawatts. The near-term markets
identified by the developers of these systems include remote power, water pumping, grid-connected power in
developing countries, and end-of-line power conditioning applications.

The major issues being addressed by system developers are reliability, due to high-temperature, high-heat
flux conditions, system availability, and cost. Current systems range in size from 10 to 25 kW, primarily
because of the available engines. These systems are the least developed of the three concentrating solar power
systems. Research and development is focusing on reliability improvement and solar concentrator cost
reductions.
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FIGURE 2.7 Advanced dish development system (ADDS) on test at Sandia National Laboratories’ National Solar
Thermal Test Facility. (Photograph courtesy of Sandia National Laboratories.)

Photovoltaic Power Systems

In 2002, worldwide shipments of photovoltaic (PV) modules passed the 500-megawatt mark as PV module
shipments continued to grow at an annual rate near 25% [Maycock, 2002]. Another important milestone in
the PV industry occurred in 2001. Of the 395 MW of PV installed during 2001, the capacity of grid-connected
PV systems installed (204 MW) surpassed the capacity of stand-alone systems installed (191 MW).
Improvements in all phases of deployment of PV power systems have contributed to the rapid acceptance of
this clean electric power-producing technology.

The photovoltaic effect occurs when a photodiode is operated in the presence of incident light when
connected to a load. Figure 2.8a shows the I-V characteristic of the photodiode. Note that the characteristic
passes through the first, third, and fourth quadrants of the I-V plane. In the first and third quadrants,
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FIGURE 2.8 [-V characteristics of light sensitive diode.
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FIGURE 2.9 The illuminated pn junction showing the creation of electron-hole pairs.

the device dissipates power supplied to the device from an external source. But in the fourth quadrant, the
device generates power, since current leaves the positive terminal of the device. Photo-voltaic cells are
characterized by an open circuit voltage and a short circuit current, as shown in Figure 2.8b. Note that in
Figure 2.8b, the current axis is inverted such that a positive current represents current leaving the device
positive terminal. The short circuit current is directly proportional to the incident light intensity, while the
open circuit voltage is proportional to the logarithm of the incident light intensity. Figure 2.8b shows that the
cell also has a single point of operation where its output power is maximum. This point, labeled P,,,, occurs
at current, I,,, and voltage, V... Since cells are relatively expensive, good system designs generally ensure that
the cells operate as close as possible to their maximum power points.

The power generation mechanism that applies to conventional PV cells is shown in Figure 2.9. Photovoltaic
power generation requires the presence of a pn junction. The pn junction is formed from a material, such as
crystalline silicon, that has holes as the dominant charge carriers on the p-side and electrons as dominant
carriers on the n-side. In simple terms, incident photons with sufficient energy interact with crystal lattice
atoms in the PV cell to generate electron-hole pairs (EHP). If the EHP is generated sufficiently close to the pn
junction, the negatively charged electron will be swept to the n-side of the junction and the positively charged
hole will be swept to the p-side of the junction by the built-in electric field of the junction. The separation of
the photon-generated charges creates a voltage across the cell, and if an electrical load is connected to the cell,
the photon-generated current will flow through the load as shown in Figure 2.9.

Individual PV cells, with cell areas ranging from small to approximately 225 cm?, generally produce only a
few watts or less at about half a volt. Thus, to produce large amounts of power, cells must be connected in
series—parallel configurations. Such a configuration is called a module. A typical crystalline silicon module will
contain 36 cells and be capable of producing about 100 watts when operated at approximately 17 V and a
current of approximately 6 A. Presently, the largest available module is a 300-watt unit that measures
approximately 4 X 6 ft (see http://www.asepv.com/aseprod.html for more information). Although higher
conversion efficiencies have been obtained, typical conversion efficiencies of commercially available crystalline
silicon PV modules are in the 14% range, which means the modules are capable of generating approximately
140 W/m? of module surface area under standard test conditions. However, under some operating conditions
where the module temperatures may reach 60°C, the module output power may be degraded by as much as
15%.

If the power of a module is still inadequate for the needs of the system, additional modules may be
connected in series or in parallel until the desired power is obtained.

Stand-Alone PV Systems

Figure 2.10 shows a hierarchy of stand-alone PV systems. Stand-alone PV systems may be as simple as a
module connected to an electrical load. The next level of complexity is to use a maximum power tracker or a
linear current booster between module and load as a power matching device to ensure that the module
delivers maximum power to the load at all times. These systems are common for pumping water and are the
equivalent of a dc-dc matching transformer that matches source resistance to load resistance.
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FIGURE 2.10 Four examples of stand-alone PV systems.

The next level of complexity involves the use of storage batteries to allow for the use of the PV-generated
electricity when the sun is not shining. These systems also generally include an electronic controller to prevent
battery overcharge and another controller to prevent overdischarge of the batteries. Many charge controllers
perform both functions.

If loads are ac, an inverter can be incorporated into the system to convert the dc from the PV array to ac.
A wide range of inverter designs are available with a wide range of output waveforms ranging from square
waves to relatively well-approximated sine waves with minimal harmonic distortion. Most good inverters are
capable of operating at conversion efficiencies greater than 90% over most of their output power range.

Available sunlight is measured in kWh/m?/day. However, since peak solar power, or “peak sun” is defined as
1 kW/m?, the term peak sun hours (psh) is often used as an equivalent expression for available solar energy
(ie, 1 psh = 1 kWh/m?/day). A number of tabulations of psh are available [Sandia National Laboratories,
1995; see also www.nrel.gov and http://solstice.crest.org/renewables/solrad/]. In some regions, there is a large
difference in seasonal available sunlight. In these regions with large seasonal differences in psh, it often makes
sense to back up the solar electrical production with a fossil-fueled or wind generator. When more than one
source of electricity is incorporated in a stand-alone system, the system is called a hybrid system. Elegant
inverter designs incorporate circuitry for starting a generator if the PV system battery voltage drops too low.

Grid-Connected PV Systems

Grid-connected, or utility interactive, PV systems connect the output of the PV inverter directly to the utility
grid and are thus capable of supplying power to the utility grid. An inverter operating in the utility interactive
mode must be capable of disconnecting from the utility in the event of a utility failure. Elegant control
mechanisms have been developed that enable the inverter to detect either an out-of-frequency-range or an
out-of-voltage-range utility event. In essence, the output of the inverter monitors the utility voltage and
delivers power to the grid as a current source rather than as a voltage source. Since the inverters are
microprocessor controlled, they are capable of monitoring the grid in intervals separated by less than a
millisecond, so it is possible for the inverter to keep the phase of the injected current very close to the phase of
the utility voltage. Most inverter operating power factors are close to unity.

The simplest utility-interactive PV system connects the PV array to the inverter and connects the inverter
output to the utility grid. It is also possible to incorporate battery backup into a utility-interactive PV system
so that in the event of loss of the grid, the inverter will be able to power emergency loads. The emergency loads
are connected to a separate emergency distribution panel so the inverter can still disconnect from the utility if
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FIGURE 2.11 Utility interactive PV systems.

the utility fails but then instantaneously switch from current source mode to voltage source mode to supply
the emergency loads. Figure 2.11 shows the two types of utility interactive systems.

Defining Terms

Grid-connected PV systems: Photovoltaic systems that interact with the utility grid, using the utility grid
as a destination for excess electricity generated by the PV system or as a source of additional electricity
needed to supply loads that exceed the PV system capacity.

Heliostats: A system of mirrors that are controlled to reflect sunlight onto a power tower.

Photovoltaic cells: Cells made of various materials that are capable of converting light directly into
electricity.

Photovoltaic systems: Systems that incorporate series and parallel combinations of photovoltaic cells
along with power conditioning equipment to produce high levels of dc or ac power.

Power tower: A central receiving station upon which the sun is reflected by a system of mirrors to produce
solar thermal electricity.

Solar thermal electric: The process of using the sun to heat a material that can be used to generate steam
to drive a turbine to generate electricity.

Stand-alone PV systems: Photovoltaic systems that operate independently of a utility grid.

Trough electric systems: A system of parabolic troughs in which a liquid is passed through the focal
point for superheating to produce solar thermal electricity.
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2.3  Fuel Cells

Gregor Hoogers

As early as 1838/1839 Friedrich Wilhelm Schénbein and William Grove discovered the basic operating
principle of fuel cells by reversing water electrolysis to generate electricity from hydrogen and oxygen [Bossel,
2000]. This has not changed since:

A fuel cell is an electrochemical device that continuously converts chemical energy into electric energy —
and heat — for as long as fuel and oxidant are supplied.

Fuel cells therefore bear similarities both to batteries, with which they share the electrochemical nature of
the power generation process, and with engines which, unlike batteries, will work continuously consuming
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a fuel of some sort. When hydrogen is used as fuel, they generate only power and pure water: they are therefore
called zero-emission engines. Thermodynamically, the most striking difference is that thermal engines are
limited by the well-known Carnot efficiency, while fuel cells are not. This is an advantage at low-temperature
operation — if one considers, for example, the speculative Carnot efficiency of a biological system working,
instead, as a heat engine. At high temperatures, the Carnot efficiency theoretically surpasses the
electrochemical process efficiency. Therefore, one has to look in detail at the actual efficiencies achieved in
working thermal and fuel cell systems where, in both cases, losses rather than thermodynamics dominate the
actual performance.

Fuel cells are currently being developed for three main markets: automotive propulsion, electric power
generation, and portable systems. Each main application is dominated by specific systems requirements and
even different types of fuel cells, while the underlying operating principle remains the same.

Fundamentals

Operating Principle

The underlying principle of fuel cell operation is the same for all types that have emerged over the past 160
years: a so-called redox reaction is carried out in two half-reactions located at two electrodes separated by an
electrolyte. The purpose of the electrolyte is electronic separation of and ionic connection between the two
electrodes, which will assume different electrochemical potentials. The advantage of carrying out the reaction
in two parts is direct electrochemical conversion of chemical energy into electric energy by employing the

resulting potential difference between the two electrodes, anode and cathode. The simplest and most relevant
reaction in this context is the formation of water from the elements,

H, + [ O, = H,0 (2.1)

Rather than carrying out reaction (Equation (2.1)) as a gas phase reaction, i.e., thermally after supplying
activation energy (ignition) or, more gently, by passing the two reactants over an oxidizing catalyst such as
platinum and generating merely heat, the electrochemical reaction requires the half-reactions

H, = 2H" 4+ 2¢” (2.2)
and
[ O, +2H"+2¢” = H,0 (2.3)

to take place at an anode (Equation (2.2)) and cathode (Equation (2.3)), respectively. Therefore, the two
electrodes assume their electrochemical potentials at — theoretically — 0 and 1.23 V, respectively, and an
electronic current will flow when the electrodes are connected through an external circuit. The anode reaction
is the hydrogen oxidation reaction (HOR); the cathode reaction is the oxygen reduction reaction (ORR). In
this specific case, the electrolyte is an acidic medium which only allows the passage of protons, H*, from
anode to cathode. Water is formed at the cathode.

Fuel Cell Types

The different fuel cells differ from each other by and are named after the choice of electrolyte. The electrolyte
will also determine the nature of the ionic charge carrier and whether it flows from anode to cathode or
cathode to anode. Electrode reactions and electrolytes are listed in Table 2.1.

Grove’s fuel cell operating in dilute sulfuric acid electrolyte, but also the phosphoric acid fuel cell (PAFC,
operating at around 200°C) and the proton exchange membrane fuel cell (PEMFC or PEFC, operating at
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TABLE 2.1 Fuel Cell Types, Electrolytes, and Electrode Reactions
Charge Operating
Fuel Cell Type Electrolyte Carrier Anode Reaction Cathode Reaction Temperature
Alkaline FC (AFC) KOH OH™ H, + 20H™ = 1/2 O, + H,O + 2e~ 60-120°C
2H,0 + 2e” = 20H"
Proton exchange Solid polymer (such as H* H, = 2H" + 2¢” 1/2 Oy + 2H" + 2 50-100°C
membrane FC Nafion) = H,0
(PEMEC, SPEC)
Phosphoric acid Phosphoric acid H* H, = 2H" + 2¢” 1/2 Oy + 2H" + 2¢~ ~220°C
EC (PAEC) = H,0
Molten carbonate Lithium and potassium  CO3%~ H, + CO} =H,0 1/20, + CO, + 2¢~ ~650°C
FC (MCFC) carbonate +CO, + 2e” = CO5~
Solid oxide FC (SOFC)  Solid oxide electrolyte 0> H, + 0" =H,0 120, +2 =0> ~1000°C
(yttria stabilized + 2e”

zirconia, YSZ)

80°C, also called solid polymer fuel cell, SPFC) are examples for cells with acidic, proton-conducting
electrolytes as in reactions (Equation (2.2)) and (Equation (2.3)).

In contrast, when using an alkaline electrolyte, the primary charge carrier is the OH™ ion, which flows in the
opposite direction, so water is formed at the anode. The overall reaction (Equation (2.1)) does not change.
The resulting fuel cell is called an alkaline fuel cell or AFC and leads a very successful niche existence in
supplying electric power to space craft such as Apollo and the Shuttle.

Phosphoric acid fuel cells (PAFCs) use molten H3;PO, as an electrolyte. The PAFC has been mainly
developed for the medium-scale power generation market, and 200 kW demonstration units have now clocked
up many thousands of hours of operation. However, in comparison with the two low-temperature fuel cells,
alkaline and proton exchange membrane fuel cells (AFCs, PEMFCs), PAFCs achieve only moderate current
densities.

The proton exchange membrane fuel cell, PEMFC, takes its name from the special plastic membrane
that it uses as its electrolyte. Robust cation exchange membranes were originally developed for the chlor-
alkali industry by Du Pont and have proven instrumental in combining all the key parts of a fuel cell,
anode and cathode electrodes and the electrolyte, in a very compact unit. This membrane electrode
assembly (MEA), not thicker than a few hundred microns, is the heart of a PEMFC and, when supplied
with fuel and air, generates electric power at cell voltages up to 1 V and power densities of up to about
1 Wem ™,

The membrane relies on the presence of liquid water to be able to conduct protons effectively, and this
limits the temperature up to which a PEMFC can be operated. Even when operated under pressure, operating
temperatures are limited to below 100°C. Therefore, to achieve good performance, effective electrocatalyst
technology is required. The catalysts form thin (several microns to several tens of microns) gas-porous
electrode layers on either side of the membrane. Ionic contact with the membrane is often enhanced by coating
the electrode layers using a liquid form of the membrane ionomer.

The MEA is typically located between a pair of current collector plates with machined flow fields for
distributing fuel and oxidant to anode and cathode, respectively (compare with Figure 2.12). A water jacket for
cooling may be inserted at the back of each reactant flow field followed by a metallic current collector plate.
The cell can also contain a humidification section for the reactant gases, which helps to keep the membrane
electrolyte in a hydrated, proton-conduction form. The technology is given a more thorough discussion in the
following chapter.

Another type of fuel cell is already built into most cars today: the lambda sensor measuring the oxygen
concentration in the exhaust of four-stroke spark ignition engines is based on high temperature oxygen ion,
0’7, conductors. Typically, this is yttria stabilized zirconia or YSZ, which is also used as solid electrolyte in
high temperature (up to 1100°C or 1850°F) solid oxide fuel cells (SOFC). In fact, a lambda sensor works
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rather well as a high-temperature fuel cell when a hydrogen or a hydrocarbon is used instead of exhaust gas.
Table 2.1 shows the electrode reactions.

The second high-temperature fuel cell uses molten carbonate salts at 650°C (1200°F) as electrolyte which
conducts carbonate ions, CO3 . It is unique that in this type of fuel cell, the ions are formed not from the
reactants but from CO, that is injected into the cathode gas stream, and usually recycled from the anode
exhaust — compare Table 2.1.

The two high-temperature fuel cells, solid oxide and molten carbonate (SOFC and MCFC), have mainly
been considered for large scale (MW) stationary power generation. In these systems, the electrolytes consist of
anionic transport materials, as O*~ and COj are the charge carriers. These two fuel cells have two major
advantages over low-temperature types. They can achieve high electric efficiencies — prototypes have
achieved over 45% — with over 60% currently targeted. This makes them particularly attractive for fuel-
efficient stationary power generation.

The high operating temperatures also allow direct, internal processing of fuels such as natural gas. This
reduces the system complexity compared with low-temperature power plants, which require hydrogen
generation in an additional process step. The fact that high-temperature fuel cells cannot easily be turned off is
acceptable in the stationary sector, but most likely only there.

Thermodynamics and Efficiency of Fuel Cells

Thermodynamics [Atkins, 1994] teaches that the right thermodynamic potential to use for processes with
nonmechanical work is AG, the Gibbs free energy. The Gibbs free energy determines the maximum of the
nonmechanical work that can be expected from such a reaction, for example, a biological or electrochemical
reaction. Another useful quantity in this context is the standard potential of an electrochemical reaction, E,. E,
is related to the Gibbs free energy of the reaction by

AG = nFE, (2.4)

where # is the number of charges in the reaction, and F = 96485 Cmol ™' is the Faraday constant. AG
essentially determines the upper limit of the electric work coming out of a fuel cell. Both Gibbs free energies
and standard reaction potentials are tabulated. So are standard reaction enthalpies, AH.

In order to derive the highest possible cell voltage and the cell efficiency, let us consider reaction
(Equation (2.1)). The reaction Gibbs free energy is determined in the usual way from the Gibbs free energies of
formation, AGg, of the product side minus AG¢ on the reactant side.

AG = AG¢(H,0) — AG¢(H,) — 1/2 AG{(O,) = AG¢(H,0) = —237.13 kJmol ™" (2.5)

(The Gibbs free energies of elements in their standard states are zero.)
From (Equation (2.4)) we can now calculate the maximum cell voltage for a cell based on reaction
(Equation (2.1)):

Ey = AG(H,0)/nF = 237.13kJmol ' /(2.96485 Cmol ') = 1.23V (2.6)

Here, n = 2 because reaction (Equation (2.3)) shows that two electrons are exchanged for the formation of one
mol of water.

The higher heating value (HHV) of the same reaction is simply AH, the reaction enthalpy for reaction
(Equation (2.1)) with liquid product water. In analogy with reaction (Equation (2.5)), we can calculate the
reaction enthalpy from the tabulated enthalpies of formation. Again:

AH = AH;(H,0,1) = —285.83 kJmol ™ (2.7)
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Comparison with (Equation (2.5)) shows that an electrochemical cell based on reaction (Equation (2.1)) can
at best achieve an electric efficiency of

NS = AG/AH = 0.83 = 83%

based on the HHV of the fuel.
Measuring the actual electric efficiency of a fuel cell is extremely simple: A measurement of the operating cell
voltage E is sufficient:

Na = E/E,@AG/AH = (nF/AH)eE = 0.68 V'E (2.8)

For example, a hydrogen/air fuel cell achieving a cell voltage of 0.7 V under operation converts
0.68V ' @0.7V = 0.47 = 47% of the chemical energy supplied into electric energy.

Effects of Pressure and Temperature

Everything that has been said so far was based on standard values for pressure and temperature, i.e., T =298 K
and P = 1 bar. In practice, fuel cells usually operate at elevated temperatures and, often, above ambient
pressure.

Generally, for a chemical reaction of the type

aA+bB mM + nN (2.9)

the effect of the partial pressures (strictly speaking: activities) of the reactants and products on the change in
Gibbs free energy is given as

PPl
AG = AG® +RTIn 22X (2.10)
PAPB

When converted to potentials, using (Equation (2.4)), this turns into the well-known Nernst equation. It is
clear from (Equation (2.1)), (Equation (2.9)), and (Equation (2.10)) that an increase in either P(H,) or P(O,)
will lead to a higher cell potential.
The temperature dependence is given by the temperature dependence of the Gibbs free energy, AG(T).
Since AG = AH — TAS, and AH depends only weakly on T, the temperature derivative of AG is given by:
dG/dT = —AS or using (Equation (2.4))

dE,/dT = —AS/nF (2.11)

System Efficiency

The system efficiency in this case will, of course, be lower due to the consumption of the power system itself and
due to wastage of hydrogen fuel or air. The reason for this is often system related, i.e., a certain amount of
hydrogen is passing through the cell unused in order to remove continuously water or contaminants from the
anode. The hydrogen leaving the cell is either recycled or burned. The hydrogen excess is quantified by two
terms used by different authors, stoichiometry and the fuel utilization. A 50% excess of hydrogen feed is
expressed in a fuel stoichiometry of 1.5 or in a fuel utilization of 1/1.5 = 2/3. An air surplus is also used
routinely. This will affect the system efficiency through the energy lost on compressor power.

Another consideration is linked to the method of providing hydrogen. When hydrogen is made from
another chemical that is more apt for storage (for example, on board a vehicle) or for supply from the natural
gas grid, the fuel processor or reformer will also have a certain efficiency.

Finally, the DC power generated by a fuel cell is often converted into AC, either for an electric motor or for
supplying mains current. The alternator, again, affects the overall system efficiency by a load-dependent loss
factor.
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Kinetics of Fuel Cell Reactions

As may be expected, the treatment of the kinetics of fuel cell reactions is harder than the thermodynamics but
nonetheless much simpler than the details of the energy conversion in thermal engines.

A full treatment of the electrochemical kinetics (Butler—Volmer Equation) is beyond the scope of this
chapter and can be found in the general electrochemical [Hamann, 1998] or dedicated fuel cell literature
[Hoogers, 2003]. It is a striking result of the kinetic work on fuel cells that anode reaction kinetics are far
superior to cathode kinetics and that the anode potential — with the cell operating on clean hydrogen — is
close to the reversible hydrogen potential at 0 V. The cell performance is therefore dominated by the cathode
potential, i.e., Ec.y = E..

Essentially, the kinetic description of electrode kinetics predicts an exponential dependence of the cell
current on the cell voltage. For practical purposes, it is often more desirable to express the cell potential as a
function of current drawn from the cell, i.e.,

EC = Er -b logw(i/ig) —1ir (212)

where E, = reversible potential for the cell; i, = exchange current density for oxygen reduction; b = Tafel slope
for oxygen reduction; r = (area specific) ohmic resistance; and i = current density, in which ohmic losses have
been included by adding the term (—ir).

This is the so called Tafel equation (with addition of the ir-dependence). The Tafel slope b is determined by
the nature of the electrochemical process. b can be expressed as

b= RT/pF (2.13)

where R = 8.314 Jmol 'K™' denotes the universal gas constant, F is again the Faraday constant, T is the
temperature (in K), and f is the transfer coefficient, a parameter related to the symmetry of the chemical
transition state, usually taken to be 0.5, when no first principle information is available. For the oxygen
reduction reaction in practical proton exchange membrane fuel cells, b is usually experimentally determined
with values between 40 and 80 mV.

The main factor controlling the activation overpotential and hence the cell potential, E.y = E., is the
(apparent) exchange current density i, (Equation (2.12)) demonstrates that, due to the logarithm, a
tenfold increase in 7, leads to an increase in cell potential at the given current by one unit of b, or typically
60 mV. It is important to dwell on this point. While the reversible potential E, is given by thermodynamics
and the Tafel slope b is dictated by the chemical reaction (and the temperature), the value for i, depends
entirely on reaction kinetics. Ultimately, it depends on the skill of the MEA and electrocatalyst producer to
increase this figure.

For doing so there are, in principle, the following possible approaches:

« The magnitude of iy can be increased (within limits) by adding more electrocatalyst to the cathode. As
today’s electrocatalysts (used in low temperature fuel cells) contain platinum, there are economic
reasons why MEA makers do not just put more platinum inside their products.

+ Clearly, there have been many attempts to do away with platinum as the leading cathode catalyst for
low-temperature fuel cells altogether. Unfortunately, to date, there appears to be no convincing
alternative to platinum or related noble metals. This is not merely due to the lack of catalytic activity of
other catalyst systems but often is a result of insufficient chemical stability of the materials considered.

+ A logical and very successful approach is the more effective use of platinum in fuel cell electrodes. A
technique borrowed from gas phase catalysis is the use of supported catalysts with small, highly
dispersed platinum particles. Of course, electrocatalysts have to use electrically conducting substrate
materials, usually specialized carbons.

« Of course, it is not sufficient to improve the surface area of the catalyst employed; there has to be good
electrochemical contact between the membrane and the catalyst layer. In-situ measurement of the
effective platinum surface area (EPSA) is a critical test for the quality of an electrode structure. The
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EPSA may be measured by electronic methods or, more commonly, by carbon monoxide adsorption
and subsequent electrooxidation to carbon dioxide with charge measurement. For more information
see Chapter 6 in [Hoogers, 2003]. Impedance measurements under practical loads can give valuable
information on the catalyst utilization under operating conditions.

Fueling and Fuel Cell Systems

Not all fuel cells require these two reactants, but all fuel cells will function well with hydrogen and oxygen or
air. In stationary power systems, the most convenient fuel is usually natural gas from the national grid. This
has to be converted into the right fuel for the fuel cell — see below. In automotive systems, but also for
portable power fuel, storage is an issue.

Hydrogen Storage

Pressure Cylinders. The need for lighter gas storage has led to the development of lightweight composite
rather than steel cylinders. Carbon-wrapped aluminum cylinders can store hydrogen at pressures of up to
55 MPa (550 bar/8000 PSI). In most countries, gas cylinders are typically filled up to a maximum of 24.8 or
30 MPa (248 bar/3600 PSI and 300 bar/4350 PSI, respectively). At the higher pressure, a modern composite
tank reaches a hydrogen mass fraction of approximately 3%, i.e., only 3% of the weight of the full cylinder
consists of hydrogen. In a further development, so called “conformable” tanks have been produced in order to
give a better space filling than packed cylinders.

General Motors’ current compressed hydrogen gas storage systems typically hold 2.1 kg of hydrogen in a
140 liter/65 kg tank at 350 bar, which is good for 170 km (106 miles). The target here is a 230 liter/110 kg tank
that would hold 7 kg of hydrogen at 700 bar, giving the same range as liquid hydrogen (see below), 700 km
(438 miles) (H&FC, 2001).

Californian Quantum Technologies WorldWide has demonstrated a composite hydrogen pressure storage
tank with a nominal operating pressure of almost 700 bar (10,000 PSI) giving an 80% capacity increase over
tanks operating at 350 bar. The new tank underwent a hydrostatic burst test at which it failed under 1620 bar
(23,500 psi). This test was done along the lines given in the draft regulations by the European Integrated
Hydrogen Project (EIHP). The tank has an in-tank regulator that provides a gas supply under no more than 10
bar (150 PSI).

Liquid Hydrogen. 1t is unfortunate that the critical temperature of hydrogen, i.e., the temperature below
which the gas can be liquefied, is at 33 K. Storage in cryogenic tanks at the boiling point of hydrogen, 20.39 K
(—252.76°C/—422.97°F) at 1 atm (981 hPa), allows higher storage densities at the expense of the energy
required for the liquefaction process. Lowering the temperature of hydrogen to its boiling point at 20.39 K
(—252.76°C/—422.97°F) at atmospheric pressure requires approximately 39.1 kJ/g or 79 k] mol™". To put this
figure into perspective, this energy amounts to over a quarter of the higher heating value (286 kJ mol™") of
hydrogen.

Another problem with cryogenic storage is hydrogen boil-off. Despite good thermal insulation, the heat
influx into the cryogenic tank is continuously compensated by boiling off quantities of the liquid (heat of
evaporation). In cryogenic storage systems on-board cars, the boil-off rate is estimated by most developers at
approximately 1% per day, which results in further efficiency losses.

Cryogenic tanks consist of a multi-layered aluminum foil insulation. A typical tank stores 120 1 of cryogenic
hydrogen or 8.5 kg, which corresponds to an extremely low (liquid) density of 0.071 kg dm™>. The empty tank
has a volume of approximately 200 1 and weighs 51.5 kg [Larminie, 2000]. This corresponds to a hydrogen
mass fraction of 14.2%.

In General Motors’ HydroGenl, 5 kg of hydrogen are stored in a 130 1/50 kg tank that gives the vehicle a
400 km (250 mile) drive range. The future target is a 150-1 tank that is lighter yet, holding 7 kg for a range of
700 km (438 miles), as well as reduced boil-off time via an additional liquefied/dried air cooling shield
developed by Linde.
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The actual handling of cryogenic hydrogen poses a problem to the filling station, requiring special
procedures such as fully automated, robotic filling stations.

Metal Hydrides. Most elements form ionic, metallic, covalent, or polymeric hydrides or mixtures thereof
[Greenwood, 1984]. Ionic and metallic types are of particular interest, as they allow reversible storage of
hydrogen [Sandrock, 1994].

The formation of the hydride is an exothermal process. Important parameters in this context are the
enthalpy of formation of the hydride, which may range between several k] and several hundred k] per mol
of hydrogen stored, and the resulting temperature and pressure to release the hydrogen from the hydride.
In order to adjust these figures to technically acceptable levels, intermetallic compounds have been
developed. Depending on the hydride used, the mass fraction of hydrogen ranges between 1.4 and 7.7%
of total mass. Many hydrides actually store more hydrogen by volume than liquid hydrogen does. However,
the storage process itself is exothermal and may amount to 25 to 45% of the hydrogen HHV (for full
details, see Chapter 5 in [Hoogers, 2003]). Clearly, for large storage capacities such as the typical automotive
tank, this is entirely unacceptable. Yet, for small, hydrogen-based portable systems, metal hydrides may form
a convenient method of energy storage if cartridges are made universally available for purchase and
recycling.

Sodium Borohydride. Sodium borohydride, NaBH,, has recently received much attention through the
work of Millenium Cell and DaimlerChrysler. Millennium Cell has patented a process that releases hydrogen
from an aqueous solution of sodium borohydride, NaBH,, in an exothermal reaction. (Sodium borohydride is
usually made from borax using diborane, a highly reactive, highly toxic gas.) Hydrogen is only produced when
the liquid fuel is in direct contact with a catalyst. The only other reaction product, sodium metaborate
(analogous to borax), is water soluble and environmentally benign. The 35 wt% solution (35 wt% NaBH,,
3 wt% NaOH, 62 wt% H,0) will store 7.7 wt% of hydrogen or 77 g/921 standard liters of hydrogen in one
liter of solution.

DaimlerChrysler has presented a fuel cell vehicle, the Natrium, that incorporates a sodium borohydride tank
of about the size of a regular gas tank, which can power the concept vehicle about 300 miles.

There are numerous questions regarding production, energy efficiency, infrastructure, and stability of the
solutions (Millenium quotes a half-life of 450 days, equivalent to 0.15% decomposition per day — this would
be far less than the liquid hydrogen boil-off). The technique may well have its merits for special applications,
particularly if an environmentally benign production process can be developed.

Fuel Reforming. Hydrogen is currently produced in large quantities for mainly two applications. Roughly
50% of the world hydrogen production is consumed for the hydro-formulation of oil in refineries producing
mainly automotive fuels. Approximately 40% is produced for subsequent reaction with nitrogen to ammonia,
the only industrial process known to bind atmospheric nitrogen. Ammonia is used in a number of
applications, with fertilizer production playing a key role.

Storage of some hydrocarbon-derived liquid fuel followed by hydrogen generation on-board vehicles has
been one option for chemical storage of hydrogen. So far, practical prototype cars have only been produced
with methanol reformers (DaimlerChrysler). In contrast, the work on gasoline reformers by GM/Toyota/
Exxon on the one hand and HydrogenSource (Shell Hydrogen and UTC Fuel Cells) on the other has not yet
led to working fuel cell prototype cars.

Fortunately, there is no dispute about natural gas reforming for stationary power generation. An exhaustive
discussion of the catalysis involved in fuel processing is presented in [Trimm, 2001].

The main techniques are briefly described in the following.

Steam Reforming (SR). Steam reforming, SR, of methanol is given by the following chemical reaction
equation:

CH;OH + H,0 - CO, +3H,  AH = 49kJmol™ (2.14)
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Methanol and water are evaporated and react in a catalytic reactor to carbon dioxide and hydrogen, the
desired product. Methanol steam reforming is currently performed at temperatures between 200 and 300C
(390 and 570°F) over copper catalysts supported by zinc oxide [Emonts, 1998]. One mole of methanol
reacts to three moles of dihydrogen. This means that an extra mole of hydrogen originates from the added
water.

In practice, reaction (Equation (2.14)) is only one of a whole series, and the raw reformer output consists of
hydrogen, carbon dioxide, and carbon monoxide. Carbon monoxide is converted to carbon dioxide and more
hydrogen in a high temperature shift, HTS, stage followed by a low temperature shift, LTS, stage. In both
stages, the water—gas shift reaction

CO+H,0—CO,+H, AH =—41kmol™ (2.15)

takes place.

As water—gas shift is an exothermal reaction, if too much heat is generated, it will eventually drive the
reaction towards the reactant side (Le Chatelier’s principle). Therefore, multiple stages with interstage
cooling are used in practice. The best catalyst for the HTS reaction is a mixture of iron and chromium
oxides (Fe;04 and Cr,03) with good activity between 400 and 550°C (750 and 1020°F). LTS uses copper
catalysts similar to and under similar operating conditions to those used in methanol steam reforming
(Equation (2.14)).

Steam reforming of methane from natural gas is the standard way of producing hydrogen on an industrial
scale. It is therefore of general importance to a hydrogen economy. In addition, smaller-scale methane steam
reformers have been developed to provide hydrogen for stationary power systems based on low-temperature
fuel cells, PEMFC and PAFC.

The methane steam reforming reaction is described by

CH, +H,0—>CO+3H, AH =206kJmol™ (2.16)

It is again followed by the shift reactions (Equation (2.15)).

Methane steam reforming is usually catalyzed by nickel [Ridler, 1996] at temperatures between 750 and
1000°C (1380 and 1830°F), with excess steam to prevent carbon deposition (“coking”) on the nickel catalyst
[Trimm, 2001].

Partial Oxidation (POX). The second important reaction for generating hydrogen on an industrial scale is
partial oxidation. It is generally employed with heavier hydrocarbons or when there are special preferences
because certain reactants (for example, pure oxygen) are available within a plant.

It can be seen as oxidation with less than the stoichiometric amount of oxygen for full oxidation to the
stable end products, carbon dioxide and water. For example, for methane

CH, + joz —CO+2H, AH=-36kJmol™ (2.17a)

and/or
CH, +0,— CO,+2H, AH = -319kjmol™ (2.17b)

While the methanol reformers used in fuel cell vehicles presented by DaimlerChrysler are based on steam
reforming, Epyx (a subsidary of Arthur D. Little, now part of Nuvera) and Shell (now incorporated into
HydrogenSource) are developing partial oxidation reactors for processing gasoline.

Autothermal Reforming (ATR). Attempts have been made to combine the advantages of both concepts,
steam reforming and partial oxidation. Ideally, the exothermal reaction (Equation (2.17)) would be used
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for startup and for providing heat to the endothermal process (Equation (2.16)) during steady-state
operation. The reactions can either be run in separate reactors that are in good thermal contact or in a single
catalytic reactor.

Comparison of Reforming Technologies. So, when does one use which technique for reforming? The
first consideration is the ease by which the chosen fuel can be reformed using the respective method. Generally
speaking, methanol is most readily reformed at low temperatures and can be treated well in any type of
reformer. Methane and, similarly, LPG (liquefied petroleum gas) require much higher temperatures but again
can be processed by any of the methods discussed. With higher hydrocarbons, the current standard fuels used
in the automotive sector, one usually resorts to POX reactors.

Table 2.2 compares the theoretical (thermodynamic) efficiencies for proton exchange membrane fuel cells
operating directly (DMFC) or indirectly on methanol (using one of the reformers discussed). The efficiencies
currently achieved are labeled #(tech) — typ, while the technical limits are estimated by the author at
ne(tech) — max.

Table 2.3 and Table 2.4 show gas compositions from methanol reformers calculated as upper limit (by the
author) and determined experimentally, respectively. Table 2.3 also includes information on the feed mix, i.e.,
X, the molar percentage, and wt%, the weight percentage of methanol in the methanol/water feed. A dis-
advantage of the POX reactors is the presence of nitrogen (from partial oxidation with ambient air) in the
reformer output. This leads to lower hydrogen concentrations.

Steam reforming gives the highest hydrogen concentration. At the same time, a system relying entirely on
steam reforming operates best under steady-state conditions because it does not lend itself to rapid dynamic
response. This also applies to startup. Partial oxidation, in contrast, offers compactness, fast startup, and rapid
dynamic response, while producing lower concentrations of hydrogen. In addition to differences in product
stoichiometries between SR and POX reformers, the output of a POX reformer is necessarily further diluted by
nitrogen. Nitrogen is introduced into the system from air, which is usually the only economical source of
oxygen, and carried through as an inert. Autothermal reforming offers a compromise.

Yet, the fuel processor cannot be seen on its own. Steam reforming is highly endothermic. Heat is usually
supplied to the reactor, for example, by burning extra fuel. In a fuel cell system, (catalytic) oxidation of excess
hydrogen exiting from the anode provides a convenient way of generating the required thermal energy. In
stationary power generation, it is worth considering that the PAFC fuel cell stack operates at a high enough
temperature to allow generating steam and feeding it to the fuel processor. Steam reforming may be
appropriate here whereas autothermal reforming could be considered in a PEMFC system, which has only
low-grade heat available.

Fuel efficiency also deserves careful attention. Though always important, the cost of fuel is the most
important factor in stationary power generation (on a par with plant availability). Hence, the method offering
the highest overall hydrogen output from the chosen fuel, usually natural gas, is selected. Steam reforming
delivers the highest hydrogen concentrations. Therefore, the fuel cell stack efficiency at the higher hydrogen
content may offset the higher fuel demand for steam generation. This is probably the reason why steam
reforming is currently also the preferred method for reforming natural gas in stationary power plants based on
PEM fuel cells.

TABLE 2.2 Thermodynamics of PEM Fuel Cell Systems Operating on Methanol

AH [KkJ/mol] AG [k]J/mol] el (theor.) e (tech) —typ  ne (tech) — max

DMEFC -702,35 0,97 0,27 0,40
SR + H, - PEM 130,98 -711,39 0,83 0,32 0,54
POX + H, - PEM —154,85 —474,26 0,65 0,25 0,42
ATR + H, - PEM 0 —602,73 0,83 0,32 0,54

Note: The DMEFC is a fuel cell that can electro-oxidize methanol directly while the other systems are based
on hydrogen fuel cells with reformer: Steam-reformer (SR), partial oxidation reformer (POX), and
autothermal (ATR) reformer. The efficiencies have been determined by thermodynamics (theo.) or esti-
mated by the author (typ./max.).
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TABLE 2.3  Stoichiometric Input Feed and Output Gas Compositions for Different
Concepts of Methanol Reforming

X (MeOH) wt% MeOH H, CO, N,
DMEC 0,5 64
SR + H, - PEM 0,5 64 75% 25% 0%
POX + H, - PEM 1,0 100 41% 20% 39%
ATR + H, - PEM 0,65 77 58% 23% 20%

TABLE 2.4 Experimental Gas Compositions Obtained as
Reformer Outputs

H, CO, N, CcO
SR [PASE 00] 67% 22% -
POX [PASE 00] 45% 20% 22%
ATR [GOLU 98] 55% 22% 21% 2%

In automotive applications, the dynamic behavior of the reformer system may control the whole drive train,
depending on whether backup batteries, super-capacitors or other techniques are used for providing peak
power. A POX reformer offers the required dynamic behavior and fast startup and is likely to be the best choice
with higher hydrocarbons. For other fuels, in particular, methanol, an ATR should work best. Yet, the
reformers used by DaimlerChrysler in their NECAR 3 and 5 vehicles are steam reformers. This perhaps
surprising choice can be reconciled when one considers that during startup, additional air is supplied to the
reformer system to do a certain degree of partial oxidation. During steady-state operation, the reformer
operates solely as SR with heat supplied from excess hydrogen. Clearly, it is not always possible to draw clear
borderlines between different types of reformers.

Striking advantages of liquid fuels are their high energy storage densities and their ease of transport and
handling. Liquid fuel tanks are readily available, and their weight and volume are essentially dominated by the
fuel itself. LPG is widely applied in transportation in some countries, and storage is comparably
straightforward since LPG is readily liquefied under moderate pressures (several bar).

CO Removal/Pd-Membrane Technology. As was noted in the introduction to this chapter, different
fuel cells put different demands on gas purity. CO removal is of particular concern to the operation of the
PEMFGC, less so with fuel cells operating at higher temperatures.

After reforming and water gas shift, the CO concentration in the reformer gas is usually reduced to 1 to 2%.
A PEMFC will require further cleanup down to levels in the lower ppm range. Another reason for having
further CO cleanup stages is the risk of CO spikes, which may result from rapid load changes of the reformer
system as can be expected from automotive applications.

There are a number of ways to clean the raw reformer gas of CO. Alternatively, ultra-pure hydrogen void of
any contaminant can be produced using Pd membrane technology.

We will discuss these methods in turn.

Preferential Oxidation. Oxidative removal of CO is one option often applied in fuel cell systems working
with hydrocarbon reformers. Unfortunately, this increases the system complexity because well-measured
concentrations of air have to be added to the fuel stream.

The reaction

CO + j 0,— CO, AH = —-260kjmol™’ (2.18)

works surprisingly well despite the presence of CO, and H, in the fuel gas. This is due to the choice of catalyst,
which is typically a noble metal such as platinum, ruthenium, or rhodium supported on alumina. Gold
catalysts supported on reducible metal oxides have also shown some benefit, particularly at temperatures
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below 100°C [Plzak, 1999]. CO bonds very strongly to noble metal surfaces at low to moderate temperatures.
So, the addition reaction (Equation (2.18)) takes place on the catalytic surface, in preference to the undesirable
direct catalytic oxidation of hydrogen. Therefore, this technique is referred to as preferential oxidation, or
PROX. The selectivity of the process has been defined as the ratio of oxygen consumed for oxidizing CO
divided by the total consumption of oxygen.

The term selective oxidation, or SELOX, is also used. But this should better be reserved for the case where
CO removal takes place within the fuel cell.

An elegant way of making the fuel cell more carbon monoxide-tolerant is the development of CO-tolerant
anode catalysts and electrodes [Cooper, 1997]. A standard technique is the use of alloys of platinum and
ruthenium. Another, rather crude, way of overcoming anode poisoning by CO is the direct oxidation of CO by
air in the anode itself [Gottesfeld, 1988]. One may see this as an internal form of the preferential oxidation
discussed above. In order to discriminate the terminology, this method is often referred to as selective
oxidation or SELOX. The air for oxidizing CO is “bled” into the fuel gas stream at concentrations of around
1%. Therefore, this technique has been termed air bleed. It is a widely accepted way of operating fuel cells on
reformer gases.

Bauman et al. have also shown that anode performance after degradation due to CO “spikes,” which are
likely to appear in a reformer-based fuel cell system upon rapid load changes, recovers much more rapidly
when an air bleed is applied [Bauman, 1999].

Pd-Membranes. In some industries, such as the semiconductor industry, there is a demand for ultra-pure
hydrogen. Since purchase of higher-grade gases multiplies the cost, hydrogen is either generated on site or low-
grade hydrogen is further purified.

A well-established method for hydrogen purification (and only applicable to hydrogen) is permeation
through palladium membranes [McCabe, 1997], and plug-and-play hydrogen purifiers are commercially
available. Palladium only allows hydrogen to permeate and retains any other gas components, such as
nitrogen, carbon dioxide, carbon monoxide, and any trace impurities, on the upstream side. As carbon
monoxide adsorbs strongly onto the noble metal, concentrations in the lower percent range may hamper
hydrogen permeation through the membrane, unless membrane operating temperatures high enough to
oxidize carbon monoxide (in the presence of some added air) to carbon dioxide are employed. In a practical
test, operating temperatures in excess of 350°C and operating pressures above 20 hPa (20 bar or 290 PSI) had
to be used [Emonts, 1998].

For economic reasons, thin film membranes consisting of palladium/silver layers deposited on a ceramic
support are being developed. Thin film membranes allow reducing the amount of palladium employed and
improve the permeation rate. Silver serves to stabilize the desired metallic phase of palladium under the
operation conditions. Yet, thermal cycling and hydrogen embrittlement pose potential risks to the integrity of
membranes no thicker than a few microns [Emonts, 1998].

The main problems with palladium membranes in automotive systems appear to be the required high
pressure differential, which takes its toll from overall systems efficiency, the cost of the noble metal, and/or
membrane lifetime. Other applications, in particular compact power generators, may benefit from reduced
system complexity.

A number of companies, including Misubishi Heavy Industries [Kuroda, 1996] and IdaTech [Edlund, 2000],
have developed reformers based on Pd membranes. Here, the reforming process takes place inside a membrane
tube or in close contact with the Pd membrane. IdaTech achieved CO and CO, levels of less than 1 ppm with a
SR operating inside the actual cleanup membrane unit using a variety of fuels.

Methanation. Methanation,

CO+3H, — CH, +H,0  AH = —206kJmol™’ (2.19)

is another option for removing CO in the presence of large quantities of H..
Unfortunately, due to current lack of selective catalysts, the methanation of CO, is usually also catalyzed.
Therefore, for cleaning up small concentrations of CO in the presence of large concentrations of CO,,
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methanation is not possible. IdaTech uses methanation in conjunction with Pd-membranes as second cleanup
stage. This is possible in this particular instance because the membrane removes both CO and CO, down to
ppm levels.

Other System Components

Fuel Cell Stack. Figure 2.12 demonstrates how MEAs are supplied with reactant gases and put together to
form a fuel cell stack. The gas supply is a compromise between the flat design necessary for reducing
ohmic losses and sufficient access of reactants. Therefore, so-called flow field plates are employed to feed
hydrogen to the anodes and air/oxygen to the cathodes present in a fuel cell stack. Other stack components
include cooling elements, current collector plates for attaching power cables, end plates, and, possibly,
humidifiers. End plates give the fuel cell stack mechanical stability and enable sealing of the different
components by compression. A number of designs have been presented. Ballard Power Systems has used both
threaded rods running along the whole length of the stack and metal bands tied around the central section of
the stack for compression.

Bipolar Plates. Flow field plates in early fuel cell designs — and still in use in the laboratory — were
usually made of graphite into which flow channels were conveniently machined. These plates have high
electronic and good thermal conductivity and are stable in the chemical environment inside a fuel cell. Raw
bulk graphite is made in a high-temperature sintering process that takes several weeks and leads to shape
distortions and the introduction of some porosity in the plates. Hence, making flow field plates is a lengthy
and labor-intensive process, involving sawing blocks of raw material into slabs of the required thickness,
vacuum-impregnating the blocks or the cut slabs with some resin filler for gas-tightness, and grinding and
polishing to the desired surface finish. Only then can the gas flow fields be machined into the blank plates by a
standard milling and engraving process. The material is easily machined but abrasive. Flow field plates made in
this way are usually several millimeters (1 mm = 0.04 inch) thick, mainly to give them mechanical strength
and allow the engraving of flow channels. This approach allows the greatest possible flexibility with respect to
designing and optimizing the flow field.

When building stacks, flow fields can be machined on either side of the flow field plate such that it forms
the cathode plate on one and the anode plate on the other side. Therefore, the term bipolar plate in often used
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FIGURE 2.12  Fuel cell stack made up of flow field plates (or bipolar plates) and MEAs (shown in the insert).
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in this context. The reactant gases are then passed through sections of the plates and essentially the whole fuel
cell stack — compare Figure 2.1.

Graphite-Based Materials. The choice of materials for producing bipolar plates in commercial fuel cell
stacks is not only dictated by performance considerations but also cost. Present blank graphite plates cost
between US$20 and US$50 apiece in small quantities, i.e., up to US$1000/m?>, or perhaps over US$100 per kW
assuming one plate per MEA plus cooling plates at an MEA power density of 1 Wem™2. Again, automotive
cost targets are well beyond reach, even ignoring additional machining and tooling time.

This dilemma has sparked off several alternative approaches. Ballard Power Systems has developed plates
based on (laminated) graphite foil, which can be cut, molded, or carved in relief in order to generate a flow
field pattern. This may open up a route to low-cost volume production of bipolar plates. Potential concerns
are perhaps the uncertain cost and the availability of the graphite sheet material in large volumes.

Another cost-effective volume production technique is injection or compression molding. Difficulties with
molded plates lie in finding the right composition of the material, which is usually a composite of graphite
powder in a polymer matrix. While good electronic conductivity requires a high graphite fill, this hampers the
flow and hence the moldability of the composite. Thermal stability and resistance towards chemical attack of
the polymers limit the choice of materials.

Plug Power has patented flow field plates that consist of conducting parts framed by nonconducting
material, which may form part of the flow field systems.

Metallic Bipolar Plates. Metals are very good electronic and thermal conductors and exhibit excellent
mechanical properties. Undesired properties include their limited corrosion resistance and the difficulty and
cost of machining.

The metals contained in the plates bear the risk of leaching in the harsh electrochemical environment inside
a fuel cell stack; leached metal may form damaging deposits on the electrocatalyst layers or could be ion-
exchanged into the membrane or the ionomer, thereby decreasing the conductivity. Corrosion is believed to be
more serious at the anode, probably due to weakening of the protective oxide layer in the hydrogen
atmosphere.

Several grades of stainless steel (310, 316, 904L) have been reported to survive the highly corroding
environment inside a fuel cell stack for 3000 h without significant degradation [Davies, 2000] by forming a
protective passivation layer.

Clearly, the formation of oxide layers reduces the conductivity of the materials employed. Therefore,
coatings have been applied in some cases. In the simplest case, this may be a thin layer of gold or titanium.
Titanium nitride layers are another possibility and have been applied to lightweight plates made of aluminum
or titanium cores with corrosion-resistant spacer layers. Whether these approaches are commercially viable
depends on the balance between materials and processing costs.

Meanwhile, mechanical machining of flow fields into solid stainless steel plates is difficult. A number of
companies such as Microponents (Birmingham, U.K.) and PEM (Germany) are attempting to achieve volume
production of flow field plates by employing chemical etching techniques. Yet, etching is a slow process and
generates slurries containing heavy metals, and it is hence of limited use for mass production.

Another solution to the problem of creating a (serpentine) flow field is using well-known metal
stamping techniques. To date, there appear to be no published data on flow fields successfully produced in this
fashion.

Humidifiers and Cooling Plates. A fuel cell stack may contain other components. The most prominent
ones are cooling plates or other devices and techniques for removing reaction heat and, possibly, humidifiers.

Cooling is vital to maintain the required point of operation for a given fuel cell stack. This may either be an
isothermal condition, or perhaps a temperature gradient may be deliberately superimposed in order to help
water removal. Relatively simple calculations show that for very high power densities such as those attained in
automotive stacks, liquid cooling is mandatory. This is traditionally done by introducing dedicated cooling
plates into the stack, through which water is circulated.
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In less demanding applications, such as portable systems, where the system has to be reduced to a bare
minimum of components, air cooling is sometimes applied. In the simplest case, the cathode flow fields are
open to ambient, and reactant air is supplied by a fan, at the same time providing cooling. No long-term
performance data have been reported for this type of air-cooled stack.

A second function sometimes integrated into the stack is reactant humidification. It is currently unknown
whether innovative membrane concepts will ever allow unhumidified operation in high-performance fuel cell
stacks. In most automotive stacks to date, both fuel gas and air are most likely humidified because maximum
power is required, which is only achieved with the lowest possible membrane resistance.

The literature knows several types of humidifiers, bubblers, membrane, or fiber-bundle humidifiers and
water evaporators. The simplest humidifier is the well-known “bubbler,” essentially the wash bottle design
with gas directly passing through the liquid. Clearly, this approach allows only poor control of
humidification, is less suited within a complex fuel cell system, and may cause a potential safety hazard due
to the direct contact of the fluids. Another approach is using a membrane humidifier. A semipermeable
membrane separates a compartment filled with water from a compartment with the reactant gas. Ideally,
the gas is conducted along the membrane and continually increases its humidity up to or close to saturation
as it passes from the gas inlet to the gas outlet. Some concepts combine humidification and cooling
[Vitale, 2000].

This concludes the list of the most important functional components of a fuel cell stack. The fuel cell system
contains a large number of other components for fuel generation, pumping, compression, etc., which are
usually just summarized under the term balance-of-plant, BOP.

Direct Methanol Fuel Cells

No doubt one of the most elegant solutions would be to make fuel cells operate on a liquid fuel. This is
particularly so for the transportation and portable sectors. The direct methanol fuel cell (DMFC), a liquid-
or vapor-fed PEM fuel cell operating on a methanol/water mix and air, therefore deserves careful
consideration. The main technological challenges are the formulation of better anode catalysts, which lower
the anode overpotentials (currently several hundred millivolts at practical current densities), and the
improvement of membranes and cathode catalysts in order to overcome cathode poisoning and fuel losses
by migration of methanol from anode to cathode. Current prototype DMFCs generate up to 0.2 Wem™>
(based on the MEA area) of electric power, but not yet under practical operating conditions or with
acceptable platinum loadings.

Therefore, there is currently little hope that DMFCs will ever be able to power a commercially viable car.
The strength of the DMEFC lies in the inherent simplicity of the entire system and the fact that the liquid
fuel holds considerably more energy than do conventional electrochemical storage devices such as primary
and secondary batteries. Therefore, DMFCs are likely to find a range of applications in supplying electric
power to portable or grid-independent systems with small power consumption but long, service-free
operation.

Applications

It now looks as though fuel cells are eventually coming into widespread commercial use. Before starting a fuel
cell development project, one should consider the benefits to be expected in the respective application.
Table 2.5 lists a range of applications for each type of fuel cell.

Transportation. In the transportation sector, fuel cells are probably the most serious contenders as
competitors to internal combustion engines. They are highly efficient as they are electrochemical rather
than thermal engines. Hence they can help to reduce the consumption of primary energy and the emission
of CO,.

What makes them most attractive for transport applications, though, is the fact that they emit zero or ultra-
low emissions. And this is what mainly inspired automotive companies and other fuel cell developers in the
1980s and 1990s to start developing fuel cell-powered cars and buses. Leading developers realized that
although the introduction of the three-way catalytic converter had been a milestone, keeping up the pace in
cleaning up car emissions further was going to be very tough indeed. Legislation such as California’s Zero
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TABLE 2.5 Currently Developed Types of Fuel Cells and Their Characteristics and Applications
Electric
Charge Operating Efficiency Power Range/
Fuel Cell Type Electrolyte Carrier ~ Temperature Fuel (System) Application

Alkaline FC KOH OH 60-120°C Pure H, 35-55% <5 kW, niche
(AFC) markets (military,

space)

Proton exchange Solid polymer H* 50-100°C Pure H, (tolerates 35-45% Automotive, CHP
membrane FC (such as Nafion) CO») (5-250 kW),
(PEMFC) portable

Phosphoric acid Phosphoric acid H* ~220°C Pure H, (tolerates 40% CHP (200 kW)
FC (PAFC) CO,, approx. 1%

CO)

Molten carbonate  Lithium and Cco¥ ~650°C H,, CO, CHy,, other >50% 200 kW-MW
FC (MCFC) potassium hydrocarbons range, CHP

carbonate tolerates CO, and standalone

Solid oxide Solid oxide o* ~1000°C H,, CO, CHy,, other >50% 2 kW-MW range,
FC (SOFC) electrolyte hydrocarbons CHP and

(yttria, zirconia) tolerates CO, standalone

Emission Mandate has come in and initially, only battery-powered vehicles were seen as a solution to the
problem of building zero-emission vehicles. Meanwhile, it has turned out that the storage capacity of batteries
is unacceptable for practical use because customers ask for the same drive range they are used to from internal
combustion engines (ICEs). In addition, the battery solution is unsatisfactory for yet another reason: with
battery-powered cars the point where air pollution takes place is only shifted back to the electric power plant
providing the electricity for charging. This is the point where fuel cells were first seen as the only viable
technical solution to the problem of car-related pollution.

It has now become clear that buses will make the fastest entry into the market because the hydrogen storage
problem has been solved with roof-top pressure tanks. Also, fueling is not an issue due to the fleet nature of
buses. For individual passenger cars, the future remains unclear. Most developers have now moved away from
on-board reforming and promote direct hydrogen storage. Yet, this will require a new fuel infrastructure,
which is not easy to establish.

Another automotive application is auxiliary power units (APUs). APUs are designed not to drive the main
power train but to supply electric power to all devices on-board conventional internal combustion engines,
even when the main engine is not operating. A typical example for a consumer requiring large amounts of
power (several kW) is an air-conditioning system. Currently, due to the difficulties with reforming gasoline,
high-temperature fuel cells are considered a good option.

Stationary Power.
were going to meet automotive cost targets, other applications, including stationary power, would benefit

Cost targets were first seen as an opportunity: The reasoning went that, when fuel cells

from this development, and a cheap multipurpose power source would become available.

Meanwhile, stationary power generation, in addition to buses, is viewed as the leading market for fuel cell
technology. The reduction of CO, emissions is an important argument for the use of fuel cells in small
stationary power systems, particularly in combined heat and power generation. In fact, fuel cells are currently
the only practical engines for micro-CHP systems in the domestic environment at less than, say, 5 kW of electric
power output. The higher capital investment for a CHP system would be offset against savings in domestic
energy supplies and — in more remote locations — against power distribution cost and complexity. It is
important to note that due to the use of CHP, the electrical efficiency is less critical than in other applications.
Therefore, in principle all fuel cell types are applicable. In particular, PEMFC systems and SOFC systems are
currently being developed in this market segment. PEMFC systems offer the advantage that they can be easily
turned off when not required. SOFC systems, with their higher operating temperature, are usually operated
continuously. They offer more high-grade heat and provide simpler technology for turning the main feed —
natural gas, sometimes propane — into electric power than the more poison-sensitive PEMFC technology.
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In the 50 to 500 kW range there will be competition with spark or compression ignition engines modified to
run on natural gas. So far, several hundred 200-kW phosphoric acid fuel cell plants manufactured by ONSI
(IFC) have been installed worldwide. Yet, in this larger power range, high-temperature fuel cells offer distinct
advantages. They allow simpler gas pretreatment than low-temperature fuel cells do and achieve higher
electrical efficiencies. This is important when one considers that a standard motor CHP unit at several
hundred kilowatts of electric power output will generally achieve close to 40% electrical efficiency — at a
fraction of the cost of a fuel cell. High-temperature fuel cells also offer process heat in the form of steam rather
than just hot water. Both MCFC and SOFC are currently being developed for industrial CHP systems.

Portable Power. The portable market is less well defined, but a potential for quiet fuel cell power generation is
seen in the sub-1kW portable range. The term “portable fuel cells” often includes grid-independent applications
such as camping, yachting, and traffic monitoring. Fuels considered vary from one application to another. And
fuels are not the only aspect that varies. Different fuel cells may be needed for each subsector in the portable market.

It is currently not clear whether DMFC systems will ever be able to compete with lithium ion batteries in
mass markets such as cellular phones or portable computers. But in applications where size does not matter
and long, unattended service at low power levels is required, DMFCs are the ideal power source.

There may also be room for hydrogen-fueled PEMFC systems where higher peak power demand is needed
for short durations. Storage of hydrogen and the implementation of a supply infrastructure remain problems
to be solved.

At more than several hundred watts of electric power, reformer-based systems remain the only option to
date. This is the range of the APU (see Transportation, above), and it is likely that similar systems will provide
power to yachts and motor homes, mountaineering huts, etc. They may be fueled by propane or perhaps some
liquid fuel — compare the following section.

Choice of Fuel

Before even deciding which fuel cell type to use, one needs to identify the best fuel base and the allowable size
and complexity of the resulting fuel cell system.

Of the three key applications for fuel cells — automotive propulsion, stationary power generation and
portable power — the automotive case is most readily dealt with. For generating the propulsion power of a
car, bus, or truck, only PEMFCs are currently being considered for their superior volumetric power density
with operation on hydrogen. Leading developers originally favored hydrogen generation from methanol on
board and, more recently, either hydrogen generation from reformulated gasoline on board or hydrogen
storage on board. As hydrogen generation from gasoline is technically difficult, questionable for energy
efficiency reasons, and methanol as a fuel base has been demonstrated but is unwanted by most developers,
hydrogen storage on board appears to emerge as the overall compromise. Moreover, automotive propulsion is
still at least 10 years away from widespread market introduction; it is a highly challenging, specialist job that is
well underway at the leading developers’ laboratories — and it should be left there.

The other extreme is portable power, where again the PEMFC is the only fuel cell seriously considered. In
this case, there are two options for fuel, hydrogen or direct methanol, i.e., without prior conversion to
hydrogen. The latter type of PEMFC is usually referred to as DMFC. For systems larger than, say, 1 kW that
operate continuously, direct methanol is not an option because of the expense of the fuel cell. Direct hydrogen
is not an option because of the lack of storage capacity. Therefore, one may consider converting a chemical
such as LPG, propane, butane, methanol, gasoline, or diesel into hydrogen. Such larger systems will be
considered among the stationary power systems.

Stationary power generation, at the first glance, is the least clear application in terms of the technology base:
four types of fuel cell are currently being developed for stationary power generation.

In contrast, the fuel base is rather clear in this particular case: for residential and small combined heat and
power generation, natural gas is the usual source of energy, and fuel cell systems have to adapt to this fuel. In
areas without a gas — and electricity — grid, LPG may be an option and is being actively pursued by a
number of developers.

Table 2.6 summarizes the most likely applications and fueling options for all types of fuel cells.



TABLE 2.6 Fuel Cell Applications and Likely Fueling Options

Automotive Portable Stationary
Residential Remote
Battery Replacement  Battery Replacement Power or Residential Small-Scale Heat and
Auxiliary Long Operation, Short Operation, Heat and Power Power (100 kW to Large Central Power
Fuel Cell Main Drive Train Power Low Power High Power (few kW range) several MW) Station (many MW)
PEMFC 50 to 100 kW Less likely 0.1 to 500 W direct 100 W to few kW 1 to 10 kW natural 100 kW to 10 MW
hydrogen powered methanol powered hydrogen gas or LPG natural gas powered
(liquid or = DMFC (compressed or powered (possibly less likely
compressed) other metal hydride) methanol or fuel oil)
fuels less likely
MCEFC Less likely Less likely 100 kW to 10 MW Perhaps, in
natural gas powered combination with
gas turbine coal
gas fired
SOFC Several kW gasoline 1 to 10 kW natural gas 100 kW to 10 MW Perhaps, in
or diesel powered or LPG powered natural gas powered combination
with gas turbine
coal gas fired
PAFC 100 kW to 10 MW

natural gas powered
less likely
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Defining Terms

AFC: Alkaline fuel cell.

APU: Auxiliary power unit — supplying electric power to cars independent of the main engine.

Bipolar plate: Metal, graphite or composite plate separating two adjacent cells in planar PEMFC, AFC,
PAFC, and MCFC stacks (possibly also planar SOFC). One side consequently acts as positive electrode
(cathode), while the opposite side acts as negative electrode (anode) to the following cell. The two sides
contain channels to distribute the reactants, usually hydrogen-rich gas (anode) and air (cathode).

CHP: Combined heat and power generation.

DMFC: Direct methanol fuel cell. Liquid or vaporized methanol/water fueled version of PEMFC.

Humidifier: Unit required for providing high water vapor concentration in inlet gas streams of PEMFC.

MCEFC: Molten carbonate fuel cell.

MEA: Membrane electrode assembly — central electrochemical part of a PEMFC. Consists of anode,
cathode and membrane electrolyte.

PAFC: Phosphoric acid fuel cell.

PEMFC: Proton exchange membrane fuel cell — also called SPFC.

Reformer: Gas or liquid processing unit providing hydrogen-rich gas to run fuel cells off readily available
hydrocarbon fuels such as methane, methanol, propane, gasoline, or diesel.

SPFC: Solid polymer fuel cell — see PEMFC.

SOFC: Solid oxide fuel cell.

Stack: Serial combination (pile) of alternating planar cells and bipolar plates in order to increase the overall
voltage.
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3.1 High-Voltage Direct-Current Transmission

Rao S. Thallam

The first commercial high-voltage direct-current (HVDC) power transmission system was commissioned in
1954, with an interconnection between the island of Gotland and the Swedish mainland. It was an undersea
cable, 96 km long, with ratings of 100 kV and 20 MW. There are now more than 50 systems operating

throughout the world, and several more are in the planning, design, and construction stages. HVDC
transmission has become acceptable as an economical and reliable method of power transmission and
interconnection. It offers advantages over alternating current (ac) for long-distance power transmission and as
asynchronous interconnection between two ac systems and offers the ability to precisely control the power
flow without inadvertent loop flows in an interconnected ac system. Table 3.1 lists the HVDC projects to date
(1995), their ratings, year commissioned (or the expected year of commissioning), and other details. The
largest system in operation, Itaipu HVDC transmission, consists of two *=600-kV, 3150-MW-rated bipoles,
transmitting a total of 6300 MW power from the Itaipu generating station to the Ibiuna (formerly Sao Roque)
converter station in southeastern Brazil over a distance of 800 km.

3-1
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Table 3.1 HVDC Projects Data

HVDC Year Power Rating, =~ DC Volts,  Line/Cable, Location
Suppliert Commissioned MW kv km

Mercury Arc Valves

Moscow-Kashira® F 1951 30 +100 100 Russia
Gotland TI* A 1954 20 *100 96 Sweden
English Channel A 1961 160 +100 64 England-France
Volgograd-Donbass” F 1965 720 +400 470 Russia
Inter-Island A 1965 600 *+250 609 New Zealand
Konti-Skan I A 1965 250 250 180 Denmark-Sweden
Sakuma A 1965 300 2125 B-Bf  Japan
Sardinia I 1967 200 200 413 Italy
Vancouver I A 1968 312 260 69 Canada
Pacific Intertie \4 1970 1440 +400 1362 USA
1982 1600
Nelson River I° I 1972 1620 +450 892 Canada
Kingsnorth I 1975 640 *266 82 England
Thyristor Valves
Gotland Extension A 1970 30 *150 96 Sweden
Eel River C 1972 320 2% 80 B-B Canada
Skagerrak I A 1976 250 250 240 Norway-Denmark
Skagerrak II A 1977 500 +250 240 Norway-Denmark
Skagerrak III A 1993 440 +350 240 Norway-Denmark
Vancouver II C 1977 370 -280 77 Canada
Shin-Shinano D 1977 300 2x125 B-B Japan
1992 600 3x125
Square Butte C 1977 500 *250 749 USA
David A. Hamil C 1977 100 50 B-B USA
Cahora Bassa ] 1978 1920 +533 1360 Mozambique-S. Africa
Nelson River II ] 1978 900 +250 930 Canada
1985 1800 +500
C-U A 1979 1000 +400 710 USA
Hokkaido-Honshu E 1979 150 125 168 Japan
E 1980 300 250
1993 600 +250
Acaray G 1981 50 25.6 B-B Paraguay
Vyborg F 1981 355 1x170 (£85) B-B Russia (tie with Finland)
F 1982 710 2X%170
1065 3x170
Duernrohr ] 1983 550 145 B-B Austria
Gotland II A 1983 130 150 100 Sweden
Gotland IIT A 1987 260 +150 103 Sweden
Eddy County C 1983 200 82 B-B USA
Chateauguay ] 1984 1000 2X140 B-B Canada
Oklaunion C 1984 200 82 B-B USA
Itaipu A 1984 1575 *300 785 Brazil
A 1985 2383
A 1986 3150 +600
A 1987 6300 2 X £600
Inga-Shaba A 1982 560 +500 1700 Zaire
Pac Intertie Upgrade A 1984 2000 *500 1362 USA
Blackwater B 1985 200 57 B-B USA
Highgate A 1985 200 +56 B-B  USA
Madawaska C 1985 350 140 B-B Canada
Miles City C 1985 200 +82 B-B USA
Broken Hill A 1986 40 2x17(%8.33) B-B Australia

(Continued)
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Table 3.1 Continued

HVDC Year Power Rating, = DC Volts,  Line/Cable, Location
Suppliert Commissioned MW kv km
Intermountain A 1986 1920 +500 784 USA
Cross-Channel
Les Mandarins H 1986 2000 +270 72 France
Sellindge I 1986 2000 +270 72 England
Descantons-Comerford C 1986 690 +450 172 Canada-USA
SACOI4 H 1986 200 200 415 Corsica Island
SACOI® 1992 300 Ttaly
Urguaiana Freq. Conv. D 1987 53.7 17.9 B-B Brazil (tie with Uruguay)
Virginia Smith (Sidney) G 1988 200 55.5 B-B USA
Gezhouba-Shanghai B+G 1989 600 500 1000 China
1990 1200 +500
Konti-Skan II A 1988 300 285 150 Sweden-Denmark
Vindhyachal A 1989 500 2%69.7 B-B India
Pac Intertie Expansion B 1989 1100 *500 1362 USA
McNeill 1 1989 150 42 B-B Canada
Fenno-Skan A 1989 500 400 200 Finland-Sweden
Sileru-Barsoor K 1989 100 +100 196 India
200 +200
400 +200
Rihand-Delhi A 1991 750 +500 910 India
1991 1500 +500
Hydro Quebec-New Eng. A 1990 20008 +450 1500 Canada-USA
Welch-Monticello 1995 300 B-B USA
1998 600
Etzenricht 1993 600 160 B-B Germany (tie with Czech)
Vienna South-East G 1993 600 160 B-B Austria (tie with Hungary)
DC Hybrid Link AB 1993 992 +270/-350 617 New Zealand
Chandrapur-Padghe 1997 1500 +500 900 India
Chandrapur-Ramagundam 1996 1000 2%205 B-B India
Leyte-Luzun 1997 1000 350 440 Philippines
Haenam-Cheju I 1997 300 +180 100 South Korea
Baltic Cable Project 1994 600 450 250 Sweden-Germany
Victoria-Tasmania 1995 300 300 Australia
Kontek HVDC Intercon 1995 600 600 Denmark
Scotland-N. Ireland 1998 250 150 60 United Kingdom
Greece-Italy 1998 500 Ttaly
Tiang-Guang 1998 1800 500 903 China
Visakhapatnam 1998 500 205 B-B India
Thailand-Malaysia 1998 300 300 110 Malaysia-Thailand
Rivera 1998 70 B-B Urguay
TA-ASEA; H-CGEE Alsthom;
B-Brown Boveri; I-GEC (formerly Eng. Elec.);
C—General Electric; J-HVDC W.G. (AEG, BBC, Siemens);
D-Toshiba; K—(Independent);
E—-Hitachi; AB-ABB Brown Boveri;
F-Russian; JV-Joint Venture (GE and ASEA).

G-Siemens;

“Retired from service.

Two valve groups replaced with thyristors in 1977.

“Two valve groups in Pole 1 replaced with thyristors by GEC in 1991.

950-MW thyristor tap.

“Uprate with thyristor valves.

fBack-to-back HVDC system.

EMultiterminal system. Largest terminal is rated 2250 MW.

Source: Data compiled by D.J. Melvold, Los Angeles Department of Water and Power.
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Configurations of DC Transmission
HVDC transmission systems can be classified into three categories:

1. Back-to-back systems
2. Two-terminal, or point-to-point, systems
3. Multiterminal systems

These will be briefly described here.
Back-to-Back DC System

In a back-to-back dc system (Figure 3.1), both rectifier and inverter are located in the same station, usually
in the same building. The rectifier and inverter are usually tied with a reactor, which is generally of outdoor,
air-core design. A back-to-back dc system is used to tie two asynchronous ac systems (systems that are not in
synchronism). The two ac systems can be of different operating frequencies, for example, one 50 Hz and the
other 60 Hz. Examples are the Sakuma and Shin-Shinano converter stations in Japan. Both are used to link
the 50- and 60-Hz ac systems. The Acaray station in Paraguay links the Paraguay system (50 Hz) with the
Brazilian system, which is 60 Hz. Back-to-back dc links are also used to interconnect two ac systems that are of
the same frequency but are not operating in synchronism. In North America, eastern and western systems are
not synchronized, and Quebec and Texas are not synchronized with their neighboring systems. A dc link offers
a practical solution as a tie between nonsynchronous systems. Thus to date, there are ten back-to-back dc links
in operation interconnecting such systems in North America. Similarly, in Europe, eastern and western
systems are not synchronized, and dc offers the practical choice for interconnection between them.

Two-Terminal, or Point-to-Point, DC Transmission

Two-terminal dc systems can be either bipolar or monopolar. Bipolar configuration, shown in Figure 3.2, is
the commonly used arrangement for systems with overhead lines. In this system, there will be two conductors,
one for each polarity (positive and negative) carrying nearly equal currents. Only the difference of these
currents, which is usually small, flows through ground return.

A monopolar system will have one conductor, either positive or negative polarity, with current returning
through either ground or another metallic return conductor. The monopolar ground return current
configuration, shown in Figure 3.3, has been used for undersea cable systems, where current returns through
the sea. This configuration can also be used for short-term emergency operation for a two-terminal dc line
system in the event of a pole outage. However, concerns for corrosion of underground metallic structures and
interference with telephone and other utilities will restrict the duration of such operation. The total ampere-
hour operation per year is usually the restricting criterion.

In a monopolar metallic return system, shown in Figure 3.4, return current flows through a conductor, thus
avoiding problems associated with ground return current. This method is generally used as a contingency
mode of operation for a normal bipolar transmission system in the event of a partial converter (one-pole

FIGURE 3.1 Back-to-back dc system.
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FIGURE 3.3 Monopolar ground return dc system.

LINE

FIGURE 3.4 Monopolar metallic return dc system.

equipment) outage. In the case of outage of a one-pole converter, the conductor of the affected pole will be
used as the returning conductor. A metallic return transfer breaker will be opened, diverting the return current
from the ground path and into the pole conductor. This conductor will be grounded at one end and will be
insulated at the other end. This system can transmit half the power of the normal bipolar system capacity (and
can be increased if overload capacity is available). However, the line losses will be doubled compared to the
normal bipolar operation for the same power transmitted.

Multiterminal DC Systems
There are two basic configurations in which the dc systems can be operated as multiterminal systems (MTDC):

1. Parallel configuration
2. Series configuration

Parallel configuration can be either radial-connected (Figure 3.5(a)) or mesh-connected (Figure 3.5(b)). In
a parallel-connected multiterminal dc system, all converters operate at the same nominal dc voltage, similar to
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FIGURE 3.5 (a) Parallel-controlled radial MTDC system; (b) parallel-connected mesh-type MTDC system.

[}

FIGURE 3.6 Series-connected MTDC system.

ac system interconnections. In this operation, one converter determines the operating voltage, and all other
terminals operate in a current-controlling mode.

In a series-connected multiterminal dc system (Figure 3.6), all converters operate at the same current. One
converter sets the current that will be common to all converters in the system. Except for the converter that
sets the current, the remaining converters operate in voltage control mode (constant firing angle or constant
extinction angle). The converters operate almost independently without requirement for high-speed
communication between them. The power output of a non-current-controlling converter is varied by varying
its voltage. At all times, the sum of the voltages across the rectifier stations must be larger than the sum of
voltages across the inverter stations. Disadvantages of a series-connected system are (1) reduced efficiency
because full line insulation is not used at all times, and (2) operation at higher firing angles will lead to high
converter losses and higher reactive power requirements from the ac system.

There are now two truly multiterminal dc systems in operation. The Sardinia—Corsica—Italy three-terminal
dc system was originally commissioned as a two-terminal (Sardinia—Italy) system in 1967 with a 200-MW
rating. In 1986, the Corsica tap was added and the system was upgraded to a 300-MW rating. The two-
terminal Hydro Quebec—New England HVDC interconnection (commissioned in 1985) was extended to a
five-terminal system and commissioned in 1990 (see Table 3.1). The largest terminal of this system at Radisson
station in Quebec is rated at 2250 MW. Two more systems, the Nelson River system in Canada and the Pacific
NW-SW Intertie in the United States, also operate as multiterminal systems. Each of these systems has two
converters at each end of the line, but the converters at each end are constrained to operate in the same mode,
either rectifier or inverter.
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FIGURE 3.7 Transmission cost as function of line length.

Economic Comparison of AC and DC Transmission

In cases where HVDC is selected on technical considerations, it may be the only practical option, as in the
case of an asynchronous interconnection. However, for long-distance power transmission, where both ac
and HVDC are practical, the final decision is dependent on total costs of each alternative. Total cost of a
transmission system includes the line costs (conductors, insulators, and towers) plus the right-of-way (R-0-W)
costs. A dc line with two conductors can carry almost the same amount of power as the three-phase ac line
with the same size of line conductors. However, dc towers with only two conductors are simpler and cheaper
than three-phase ac towers. Hence the per-mile costs of line and R-o-W will be lower for a dc line. Power losses
in the dc line are also lower than for ac for the same power transmitted. However, the HVDC system requires
converters at the two ends of the line; hence the terminal costs for dc are higher than for ac. Variation of total
costs for ac and dc as a function of line length are shown in Figure 3.7. There is a break-even distance above
which the total costs of dc option will be lower than the ac transmission option. This is in the range of 500 to
800 km for overhead lines but much shorter for cables. It is between 20 and 50 km for submarine cables and
twice as far for underground cables.

Principles of Converter Operation

Converter Circuit

Since the generation and most of the transmission and utilization is alternating current, HVDC transmission
requires conversion from ac to dc (called rectification) at the sending end and conversion back from dc to ac
(called inversion) at the receiving end. In HVDC transmission, the basic device used for conversion from ac to
dc and from dc to ac is a three-phase full-wave bridge converter, which is also known as a Graetz circuit. This
is a three-phase six-pulse converter. A three-phase twelve-pulse converter will be composed of two three-phase
six-pulse converters, supplied with voltages differing in phase by 30 degrees (Figure 3.8). The phase difference
of 30 degrees is obtained by supplying one six-pulse bridge with a Y/Y transformer and the other by Y/A
transformer.

Relationships between AC and DC Quantities

Voltages and currents on ac and dc sides of the converter are related and are functions of several converter
parameters, including the converter transformer. The following equations are provided here for easy reference.
Detailed derivations are given in Kimbark [1971].

E;1 = rms line-to-line voltage of the converter ac bus
I} = rms value of fundamental frequency component of the converter ac current
h = harmonic number
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FIGURE 3.8 Basic circuit of a 12-pulse HVDC converter.

o = valve firing delay angle (from the instant the valve voltage is positive)
u = overlap angle (also called commutation angle)
¢ = phase angle between voltage and current
cos ¢ = displacement power factor

V4o = ideal no-load dc voltage (at « = 0 and u = 0)
L. = commutating circuit inductance
f = 180—o = angle of advance for inverter
y = 180—(x+u) = margin angle for inverter

with x = 0, u = 0,

32

Vdo - —ELL - 135ELL (31)
I

With o > 0, and u =0
V4= Vgpcosa 3.2)

Theoretically o can vary from 0 to 180 degrees (with u = 0); hence V4 can vary from +Vy, to —Vy,. Since the
valves conduct current in only one direction, variation of dc voltage from Vy, to —Vy, means reversal of power
flow direction and the converter mode of operation changing from rectifier to inverter.

NG

I, =1, =0.78I, (3.3)
T

COs ¢ = cosu = (3.4)

Vao
With « > 0and 0 <u> 60°,

cos o + cos(o + u)
Vd == VdO B (35)
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Vy4

32 cos o + cos(o + u)
= EqL (3.6)

T 2

6
I, =~ %Id (3.7)

The error in Equation (3.7) is only 4.3% at u = 60 degrees (maximum overlap angle for normal steady-state
operation), and it will be even lower (1.1%) for most practical cases when u is 30 degrees or less. It can be seen
from Equations (3.6) and (3.7) that the ratio between ac and dc currents is almost fixed, but the ratio between
ac and dc voltages varies as a function of o and u. Hence the HVDC converter can be viewed as a variable-ratio
voltage transformer, with almost fixed current ratio.

Py = Valy (3.8)

P,. =+/—3E I cos ¢ (3.9)

Substituting for V4 and I in Equation (3.8) and comparing with Equation (3.9),

cos o + cos(o + u)

cos ¢ = (3.10)
2
From Equations (3.5) and (3.10),
\%
cos ¢ = —d (3.11)
Viao

From Equations (3.1), (3.5), and (3.10),
Vd i 135ELL COS ¢ (312)

AC Current Harmonics

The HVDC converter is a harmonic current source on the ac side. Fourier analysis of an ac current waveform,
shown in Figure 3.9, shows that it contains the fundamental and harmonics of the order 5, 7, 11, 13, 17, 19,
etc. The current for zero degree overlap angle can be expressed as

2\/51 cos a)t—%cos Swt + %cos 7wt
d

—ﬁcos a)t-i-Bcos wt +
and I
Ly = %0 (3.14)

where I}y and Iy are the fundamental and harmonic currents, respectively, at & = 0 and u = 0.
Equation (3.14) indicates that the magnitudes of harmonics are inversely proportional to their order.
Converter ac current waveform i, for phase a with a Y/A transformer is also shown in Figure 3.9. Fourier
analysis of this current shows that the fundamental and harmonic components will have the same magnitude
as in the case of the Y/Y transformer. However, harmonics of order 5, 7, 17, 19, etc. are in phase opposition,
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FIGURE 3.9 AC line current waveforms, i,, i, ic with Y/Y transformer and i, with Y/A transformer.
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whereas harmonics of order 11, 13, 23, 25, etc. are in phase with the Y/Y transformer case. Hence harmonics of
order 5, 7, 17, 19, etc. will be canceled in a 12-pulse converter and do not appear in the ac system. In practice
they will not be canceled completely because of imbalances in converter and transformer parameters.

Effect of Overlap. The effect of overlap due to commutation angle is to decrease the amplitude of
harmonics from the case with zero overlap. Magnitudes of harmonics for a general case with finite firing angle
(o) and overlap angle (u) are given by

1 1 1/2
h— 2 [A2 + B? = 2ABcos(20 + u)] / (3.15)
Iho X
where
_sin(h+ 1% B sin(h—1)%
 h+1 - h-1

x = cos oo — cos(o + u)

Noncharacteristic Harmonics. In addition to the harmonics described above, converters also generate
other harmonics due to “nonideal” conditions of converter operation. Examples of the nonideal conditions
are converter ac bus voltage imbalance, perturbation of valve firing pulses, distortion of ac bus voltages, and
unbalanced converter transformer impedances. Harmonics generated due to these causes are called
noncharacteristic harmonics. These are usually smaller in magnitude compared to characteristic harmonics but
can create problems if resonances exist in the ac system at these frequencies. In several instances additional
filters were installed at the converter ac bus to reduce levels of these harmonics flowing into the ac system.
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Converter Control

The static characteristic of a HVDC converter is shown in Figure 3.10. There are three distinct features of this
characteristic.

Constant Firing Angle Characteristic (A-B). If the converter is operating under constant firing angle
control, the converter characteristic can be described by the equation

oL,

3
V4 = Vgocos o — Iy (3.16)

When the ordered current is too high for the converter to deliver, it will operate at the minimum firing angle
(usually 5 degrees). Then the current will be determined by the voltage V3 and the load. This is also referred to

as the natural voltage characteristic. The converter in this mode is equivalent to a dc voltage source with
internal resistance R., where

R. = (3.17)

Constant Current Control. This is the usual mode of operation of the rectifier. When the converter is
operating in constant current control mode, the firing angle is adjusted to maintain dc current at the ordered
value. If the load current goes higher than the ordered current for any reason, control increases the firing angle
to reduce dc voltage and the converter operation moves in the direction from B to C. At point C, the firing
angle reaches 90 degrees (neglecting overlap angle), the voltage changes polarity, and the converter becomes an
inverter. From C to D, the converter works as an inverter.

Constant Extinction Angle Control. At point D, the inverter firing angle has increased to a point
where further increase can cause commutation failure. The inverter, for its safe operation, must be operated
with sufficient angle of advance f8, such that under all operating conditions the extinction angle 7y is greater
than the valve deionization angle. The deionization angle is defined as the time in electrical degrees from the
instant current reaches zero in a particular valve to the time the valve can withstand the application of
positive voltage. Typical minimum values of y are 15 to 20 degrees for mercury arc valves and slightly less for

CONSTANT
FIRING
ANGLE
A B  CONTROL
CONSTANT
+Vy <——— CURRENT
CONTROL
RECTIFIER
OPERATION
T C
l —_— ] a
INVERTER
OPERATION
.Vd
l B
D CONSTANT
EXTINCTION

FIGURE 3.10 HVDC converter static characteristic.
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thyristor valves. During the range D to E, the increase of load current increases the overlap angle, which
reduces the dc voltage. This is the negative resistance characteristic of the inverter.
The functional requirements for HVDC converter control are:

1. Minimize the generation of noncharacteristic harmonics.

2. Safe inverter operation with fewest possible commutation failures even with distorted ac voltages.

3. Lowest possible consumption of reactive power. This requires operation with smallest possible delay
angle o and extinction angle y without increased risk of commutation failures.

4. Smooth transition from current control to extinction angle control.

5. Sufficient stability margins and response time when the ratio of the ac system short-circuit strength and
the rated dc power (short-circuit ratio) is low.

Individual Phase Control

In the early HVDC systems individual phase control systems were used. The firing angle of each valve is
calculated individually and operated either as constant o or constant 9 control.

A schematic of the individual phase control system is shown in Figure 3.11. Six timing voltages are derived
from the ac bus voltage, and the six grid pulses are generated at nominally identical delay times subsequent to
the respective voltage-zero crossings. The delays are produced by independent delay circuits and controlled by
a common direct voltage V., which is derived through a feedback loop to control constant dc line current or
constant power. Several variations of this control were used until the late 1960s.

Disadvantages of Individual Phase Control. With distorted ac bus voltages, the firing pulses will be
unequally spaced, thus generating noncharacteristic harmonics in ac current. This in turn will further distort
the ac bus voltage. This process could lead to harmonic instability, particularly with ac systems of low short-
circuit capacity (high-impedance system). Control system filters were tried to solve this problem. However, the
filters could increase the potential for commutation failures and also reduce the speed of control system
response for faults or disturbances in the ac system.

Equal Pulse Spacing Control

A control system based on the principle of equal spacing of firing pulses at intervals of 60 degrees (electrical)
independent of ac bus voltages was developed in the late 1960s. The basic components of this system, shown in
Figure 3.12, consist of a voltage-controlled oscillator and ring counter. The frequency of the oscillator is
directly proportional to the dc control voltage V.. Under steady-state conditions, pulse frequency is precisely
6f, where f is the ac system frequency. The phase of each grid pulse will have some arbitrary value relative to
the ac bus voltage. If the three-phase ac bus voltages are symmetrical sine waves with no distortion, then o is
the same for all valves. The oscillator will be phase-locked with the ac system frequency to avoid drifting. The
dc control voltage V. is derived from a feedback loop for constant current, constant power, or constant
extinction angle .

ACLINE
VOLTAGE ~ [CRITICAL] A
% L LEVEL | =5 [VARIABLE
TRIGGER DELAY__| GATE PULSE
CIRCUIT (VALVE 1)
TO DELAY CIRCUITS
FOR OTHER VALVES ‘
V¢ (CONTROL VOLTAGE
OBTAINED BY A
FEEDBACK LOOP)

FIGURE 3.11 Constant o control.
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FIGURE 3.12 Equal pulse spacing control.

The control systems used in recent projects are digital-based and much more sophisticated than the earlier
versions.

Developments

During the last two or three decades, several developments in HVDC technology have taken place that
improved viability of the HVDC transmission. Prior to 1970 mercury arc valves were used for converting from
ac to dc and dc to ac. They had several operational problems including frequent arcbacks. Arcback is a random
phenomenon that results in failure of a valve to block conduction in the reverse direction. This is most
common in the rectifier mode of operation. In rectifier operation, the valve is exposed to inverse voltage for
approximately two-thirds of each cycle. Arcbacks result in line-to-line short circuits, and sometimes in three-
phase short circuits, which subject the converter transformer and valves to severe stresses.

Thyristors

Thyristor valves were first used for HVDC transmission in the early 1970s, and since then have completely
replaced mercury arc valves. The term thyristor valve, carried over from mercury arc valve, is used to refer to an
assembly of series and parallel connection of several thyristors to make up the required voltage and current ratings
of one arm of the converter. The first test thyristor valve in a HVDC converter station was installed in 1967,
replacing a mercury arc valve in the Ygne converter station on the island of Gotland (see Gotland I in Table 3.1).
The Eel River back-to-back station in New Brunswick, Canada, commissioned in 1972, was the first all-thyristor
HVDC converter station. The voltage and current ratings of thyristors have increased steadily over the last two
decades. Figure 3.13 shows the maximum blocking voltage of thyristors from the late 1960s to date. The current
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| 1
1970 1980 1990 YEAR

FIGURE 3.13 Maximum blocking voltage development.
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FIGURE 3.14 DC circuit breaker (one module).

ratings have also increased in this period from 1 to 4 kA. Some of the increased current ratings were achieved with
large-diameter silicon wafers (presently 100-mm diameter) and with improved cooling systems. Earlier projects
used air-cooled thyristors. Water-cooled thyristors are used for all the recent projects.

Other recent developments include direct light-triggered thyristors and gate turn-oft (GTO) thyristors. GTO
thyristors have some advantages for HVDC converters connected to weak ac systems. They are now available
in ratings up to 4.5 kV and 4 kA but have not yet been applied in HVDC systems.

DC Circuit Breakers

Interrupting the current in ac systems is aided by the fact that ac current goes through zero every half-
cycle or approximately every 8 ms in a 60-Hz system. The absence of natural current zero in dc makes it
difficult to develop a dc circuit breaker. There are three principal problems in designing a dc circuit
breaker:

1. Forcing current zero in the interrupting element
2. Controlling the overvoltages caused by large di/dt in a highly inductive circuit
3. Dissipating large amounts of energy (tens of megajoules)

The second and third problems are solved by the application of zinc oxide varistors connected line to
ground and across the breaking element. The first is the major problem, and several different solutions are
adopted by different manufacturers. Basically, current zero is achieved by inserting a counter voltage into the
circuit.

In the circuit shown in Figure 3.14, opening CB (air-blast circuit breaker) causes current to be commutated
to the parallel LC circuit. The commutating circuit will be oscillatory, which creates current zero in the circuit
breaker. The opening of CB increases the voltage across the commutating circuit, which will be limited by the
zinc oxide varistor ZnO, by entering into conduction. The resistance R is the closing resistor in series with
switch S.

It should be noted that a two-terminal dc system does not need a dc breaker, since the fast converter
control response can bring the current quickly to zero. In multiterminal systems, dc breakers can provide
additional flexibility of operation. The multiterminal dc systems commissioned so far have not employed dc
breakers.

HVDC Light

HVDC converter technology has undergone several stages of evolution. In the 1950s and 1960s, mercury
arc rectifiers were used for conversion from ac to dc and vice versa. In the 1970s, thyristors of
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sufficient voltage rating became available to build HVDC converters. Thyristors greatly improved the
performance of converters over the mercury arc rectifiers, which suffered from frequent arcbacks.
Although the use of thyristors has greatly improved the performance, HVDC transmission with thyristor
converters has some disadvantages. The latest development, in the 1990s, is the application of insulated
gate bipolar transistor (IGBT) valves and voltage source converters (VSC). This technology is called
“HVDC light”

Voltage source converters when applied for HVDC transmission have some advantages over the
traditional HVDC transmission. Traditional HVDC converters with thyristors are basically current source
converters and require an ac voltage source and reactive power supply for satisfactory operation. The
weaker the ac source, the more reactive the power supply required, and reactive power must be regulated
over a strict close range. In most cases, shunt capacitor banks/ harmonic filters connected to the ac bus
provide a reactive power supply. In some cases when the ac system is very weak, where the short-circuit
ratio is less than 2.0, static var controllers (SVC) or synchronous condensers have to be installed to improve
the performance.

HVDC light using voltage source converters will not require a reactive power supply and can even operate
without an ac source. VSCs with IGBTs use pulse width modulation (PWM) to synthesize an ac voltage source.
IGBTs are fired at a frequency of 1 to 3 kHz, which means less harmonic filtering, and smaller inductors and
capacitors. HVDC light with VSC converters can also provide voltage support to the ac system. The VSC
design is capable of operating in four-quadrant mode, which means polarity reversal is not needed to reverse
the direction of power.

VSC Converter Design

Voltage-sourced converter design comprises valves with series-connected IGBTs. Each IGBT is rated 2.5 kV
and 1500 A. The converter station is built with modular valve housings, which are electromagnetically
shielded. A three-level voltage-sourced converter schematic is shown in Figure 3.15. The midpoint of the VSC
is effectively grounded, and is connected to the ac system through series phase reactors and a power
transformer. Shunt ac filters are connected to filter the harmonics. The filter size required for HVDC light will
be much smaller than a traditional HVDC system.

Three-phase, three-level VSC converter connection and the PWM signal are shown in Figure 3.16.

The converter design also uses compact, dry, high-voltage dc capacitors on the dc side of the VSC for a
back-to-back dc station. For transmission applications, dc filters may be required.

VSC-based HVDC light projects to date (2003) are listed in Table 3.2.

IGBT Valves
Transmission Cable
Phase a
AC bus Reactor = B

@ m{} z_—é— B

AC filters DC Capacitor

Control
System

FIGURE 3.15 VSC-based dc transmission (HVDC light).
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FIGURE 3.16 PWM signal for three-level VSC.

Table 3.2 HVDC Light Projects (2003)

Name of Project

Rating

Reasons for Using VSC

Helljon
Gotland

Tjaereborg
Directlink
Eagle Pass

Cross Sound

Cable Interconnection

Troll A

3 MW, = 10 kV, 10 km

50 MW, = 80 kV, 70 km
underground cable

7 MW, =10 kV, 4 km
underground

3 x 60 MW, +80 kV, 65 km
underground

36 MW, back-to-back

330 MW, +150 KV, 180 km
undersea cable

2x40 MW, 460 kV, 70 km
submarine cable

Development

Wind power, Environmental,
Voltage support, Stabilize ac lines

Wind power testing, Variable frequency,
Voltage support

Asynchronous tie, Weak systems,
Environmental, Permitting

Weak system, Voltage support,
Asynchronous tie, Black start capability

Asynchronous tie, Weak systems,
Environmental, Permitting

Offshore platform, Var. speed drive,
Environmental, Black start

Defining Terms

Asynchronous ac systems:
synchronism.

Bipole: DC system with two conductors, one positive and the other negative polarity. Rated voltage of a

bipole is expressed as =100 kV, for example.

Commutation:

Commutation angle (overlap angle):
Extinction angle:
Firing angle (delay angle):
Pulse number of a converter:

Thyristor valve:
current and voltage ratings of one arm of the converter.

AC systems with either different operating frequencies or that are not in

Process of transferring current from one valve to another.

commutation process.
Time in electrical degrees from the instant the current in a valve reaches zero (end of

Time in electrical degrees from the start to the completion of the

conduction) to the time the valve voltage changes sign and becomes positive.

Time in electrical degrees from the instant the valve voltage is positive to the

application of firing pulse to the valve (start of conduction).

way bridge is a six-pulse converter.
Assembly of series and parallel connection of several thyristors to make up the required

Number of ripples in dc voltage per cycle of ac voltage. A three-phase two-
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Further Information

The three textbooks cited under References are excellent for further reading. The IEEE (U.S.) and IEE (U.K.)
periodically hold conferences on “dc transmission.” The last IEEE conference was held in 1984 in Montreal,
and the IEE conference was held in 1991 (conf. publ. no. 345) in London. Proceedings can be ordered from
these organizations.

3.2 Compensation

Mohamed E. EI-Hawary

The term compensation is used to describe the intentional insertion of reactive power-producing devices, either
capacitive or inductive, to achieve a desired effect in the electric power system. The effects include improved
voltage profiles, enhanced stability performance, and improved transmission capacity. The devices are
connected either in series or in shunt (parallel) at a particular point in the power circuit.

For illustration purposes, we consider the circuit of Figure 3.17, where the link has an impedance of R + jX,
and it is assumed that V;>V, and V; leads V. The corresponding phasor diagram for zero R and lagging load
current I is shown in Figure 3.18. The approximate relationship between the scalar voltage difference between
two nodes in a network and the flow of reactive power Q can be shown to be [Weedy, 1972]

_ RP, +XQ,
\Z

In most power circuits, X>>R and the voltage difference AV determines Q.
The flow of power and reactive power is from A to B when V>V, and V; leads V,. Q is determined mainly

AV (3.18)

by V1—V,. The direction of reactive power can be reversed by making V,>V;. It can thus be seen that if a
scalar voltage difference exists across a largely reactive link, the reactive power flows toward the node of lower
voltage. Looked at from an alternative point of view, if there is a reactive power deficit at a point in an electric
network, this deficit has to be supplied from the rest of the circuit and hence the voltage at that point falls.
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FIGURE 3.18 Phasor diagram for system shown in
FIGURE 3.17 Two nodes connected by a link. Figure 3.20.

Of course, a surplus of reactive power generated will cause a voltage rise. This can be interpreted as providing
voltage support by supplying reactive power at that point.

Assuming that the link is reactive, i.e., with R = 0, then P; = P, = P. In this case, the active power
transferred from point A to point B can be shown to be given by [El-Hawary, 1995]

P =P, sind (3.19)
The maximum power transfer P,y is given by

RS
X

P (3.20)

It is clear that the power transfer capacity defined by Equation (3.20) is improved if V, is increased.

Series Capacitors

Series capacitors are employed to neutralize part of the inductive reactance of a power circuit, as shown in
Figure 3.19. From the phasor diagram of Figure 3.20 we see that the load voltage is higher with the capacitor
inserted than without the capacitor.

Introducing series capacitors is associated with an increase in the circuit’s transmission capacity [from
Equation (3.20) with a net reduction in X] and enhanced stability performance as well as improved voltage
conditions on the circuit. They are also valuable in other aspects such as:

- Controlling reactive power balance
« Load distribution and control of overall transmission losses

1=
FIGURE 3.20 Phasor diagram corresponding to
FIGURE 3.19 Line with series capacitor. Figure 3.22.
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Series-capacitor compensation delays investments in additional overhead lines for added transmission
capacity, which is advantageous from an environmental point of view.

The first worldwide series-capacitor installation was a 33-kV 1.25-MVAR bank on the New York Power &
Light system, which was put in service in 1928. Since then, many higher-capacity, higher-voltage installations
have been installed in the United States, Canada, Sweden, Brazil, and other countries.

The reduction in a circuit’s inductive reactance increases the short-circuit current levels over those for the
noncompensated circuit. Care must be taken to avoid exposing series capacitors to such large short-circuit
currents, since this causes excessive voltage rise as well as heating that can damage the capacitors. Specially
calibrated spark gaps and short-circuiting switches are deployed within a predetermined time interval to avoid
damage to the capacitors.

The interaction between a series-capacitor-compensated ac transmission system in electrical resonance and
a turbine-generator mechanical system in torsional mechanical resonance results in the phenomenon of
subsynchronous resonance (SSR). Energy is exchanged between the electrical and mechanical systems at one
or more natural frequencies of the combined system below the synchronous frequency of the system. The
resulting mechanical oscillations can increase until mechanical failure takes place.

Techniques to counteract SSR include the following:

 Supplementary excitation control: The subsynchronous current and/or voltage is detected and the
excitation current is modulated using high-gain feedback to vary the generator output voltage, which
counters the subsynchronous oscillations [see El-Serafi and Shaltout, 1979].

« Static filters: These are connected in series with each phase of each main generator. Step-up
transformers are employed. The filters are tuned to frequencies that correspond to the power
system frequency and the troublesome machine natural modes of oscillations [see Tice and Bowler,
1975].

 Dynamic filters: In a manner similar to that of excitation control, the subsynchronous oscillation is
detected, and a counter emf is generated by a thyristor cycloconverter or a similar device and injected in
the power line through a series transformer [see Kilgore et al., 1975].

* Bypassing series capacitors: To limit transient torque buildup, complete or partial bypass with the aid of
low set gaps.

« Amortisseur windings on the pole faces of the generator rotors can be employed to improve
damping.

A more recent damping scheme [see Hingorani, 1981] is based on measuring the half-cycle period of
the series-capacitor voltage, and if this period exceeds a preset value, the capacitor’s charge is dissipated
into a resistor shunting the capacitor through two antiparallel thyristors.

A passive SSR countermeasure scheme [see Edris, 1990] involves using three different combinations of
inductive and capacitive elements on the three phases. The combinations will exhibit the required equal
degree of capacitive compensation in the three phases at power frequency. At any other frequency, the
three combinations will appear as unequal reactances in the three phases. In this manner, asynchronous
oscillations will drive unsymmetrical three-phase currents in the generator’s armature windings. This
creates an mmf with a circular component of a lower magnitude, compared with the corresponding
component if the currents were symmetrical. The developed interacting electromagnetic torque will
be lower.

Synchronous Compensators

A synchronous compensator is a synchronous motor running without a mechanical load. Depending on the
value of excitation, it can absorb or generate reactive power. The losses are considerable compared with static
capacitors. When used with a voltage regulator, the compensator can run automatically overexcited at high-
load current and underexcited at low-load current. The cost of installation of synchronous compensators is
high relative to capacitors.
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Shunt Capacitors

Shunt capacitors are used to supply capacitive KVAR to the system at the point where they are connected, with
the same effect as an overexcited synchronous condenser, generator, or motor. Shunt capacitors supply reactive
power to counteract the out-of-phase component of current required by an inductive load. They are either
energized continuously or switched on and oft during load cycles.

Figure 3.21(a) displays a simple circuit with shunt capacitor compensation applied at the load side. The line
current Iy is the sum of the motor load current Iy and the capacitor current I.. From the current phasor
diagram of Figure 3.21(b), it is clear that the line current is decreased with the insertion of the shunt capacitor.
Figure 3.21(c) displays the corresponding voltage phasors. The effect of the shunt capacitor is to reduce the
source voltage to V;; from V.

From the above considerations, it is clear that shunt capacitors applied at a point in a circuit supplying a
load of lagging power factor have the following effects:

« Increase voltage level at the load

« Improve voltage regulation if the capacitor units are properly switched

« Reduce I’R power loss and I’X kVAR loss in the system because of reduction in current

« Increase power factor of the source generators

» Decrease kVA loading on the source generators and circuits to relieve an overloaded condition or
release capacity for additional load growth

+ By reducing kVA load on the source generators, additional active power loading may be placed on the
generators if turbine capacity is available

» Reduce demand kVA where power is purchased

» Reduce investment in system facilities per kW of load supplied

To reduce high inrush currents in starting large motors, a capacitor starting system is employed. This
maintains acceptable voltage levels throughout the system. The high inductive component of normal reactive
starting current is offset by the addition, during the starting period only, of capacitors to the motor bus. This
differs from applying capacitors for motor power factor correction.
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FIGURE 3.21 (a) Shunt-capacitor-compensated load; (b) current phasor diagram; (c) voltage phasor diagram.
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When used for voltage control, the action of shunt capacitors is different from that of synchronous
condensers, since their reactive power varies as the square of the voltage, whereas the synchronous machine
maintains approximately constant kVA for sudden voltage changes. The synchronous condenser has a greater
stabilizing effect upon system voltages. The losses of the synchronous condenser are much greater than those
of capacitors.

Note that in determining the amount of shunt capacitor kVAR required, since a voltage rise increases the
lagging kVAR in the exciting currents of transformer and motors, some additional capacitor kVAR above that
based on initial conditions without capacitors may be required to get the desired correction. If the load
includes synchronous motors, it may be desirable, if possible, to increase the field currents to these motors.

The following are the relative merits of shunt and series capacitors:

- If the total line reactance is high, series capacitors are very effective.

« If the voltage drop is the limiting factor, series capacitors are effective; also, voltage fluctuations are
evened out.

« If the reactive power requirements of the load are small, the series capacitor is of little value.

« If thermal considerations limit the current, then series capacitors are of little value since the reduction
in line current associated with them is small.

Applying capacitors with harmonic-generating apparatus on a power system requires considering the
potential of an excited harmonic resonance condition. Either a series or a shunt resonance condition may take
place. In actual electrical systems utilizing compensating capacitors, either type of resonance or a combination
of both can occur if the resonant point happens to be close to one of the frequencies generated by harmonic
sources in the system. The outcome can be the flow of excessive amounts of harmonic current or the
appearance of excessive harmonic overvoltages, or both. Possible effects of this are excessive capacitor fuse
operation, capacitor failure, overheating of other electrical equipment, or telephone interference.

Shunt Reactors

Shunt reactor compensation is usually required under

conditions that are the opposite of those requiring shunt I Va Im
capacitor compensation (see Figure 3.22). Shunt — >—O
reactors are installed to remedy the following situations: .
Eapgcmve
oa

 Opvervoltages that occur during low load periods
at stations served by long lines as a result of the

|
line’s capacitance (Ferranti effect). R T Shunt

Reactor
« Leading power factors at generating plants

resulting in lower transient and steady-state =
stability limits, caused by reduced field current
and the machine’s internal voltage. In this case, FIGURE 3.22 Shunt-reactor-compensated load.
shunt reactors are usually installed at either side
of the generator’s step-up transformers.

» Open-circuit line charging kVA requirements in extra-high-voltage systems that exceed the available
generation capabilities.

Coupling from nearby energized lines can cause severe resonant overvoltages across the shunt reactors of
unenergized compensated lines.

Static VAR Compensators (SVC)

Advances in thyristor technology for power systems applications have lead to the development of the static
VAR compensators (SVC). These devices contain standard shunt elements (reactors, capacitors) but are
controlled by thyristors [El-Hawary, 1995].
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Static VAR compensators provide solutions to two types of compensation problems normally encountered
in practical power systems [Gyugyi et al., 1978]. The first is load compensation, where the requirements are
usually to reduce or cancel the reactive power demand of large and fluctuating industrial loads, such as electric
arc furnaces and rolling mills, and to balance the real power drawn from the ac supply lines. These types of
heavy industrial loads are normally concentrated in one plant and served from one network terminal, and thus
can be handled by a local compensator connected to the same terminal. The second type of compensation
is related to voltage support of transmission lines at a given terminal in response to disturbances of both
load and generation. The voltage support is achieved by rapid control of the SVC reactance and thus its
reactive power output. The main objectives of dynamic VAR compensation are to increase the stability
limit of the ac power system, to decrease terminal voltage fluctuations during load variations, and to
limit overvoltages subsequent to large disturbances. SVCs are essentially thyristor-controlled reactive
power devices.

The two fundamental thyristor-controlled reactive power device configurations are [Olwegard et al., 1981]:

* Thyristor-switched shunt capacitors (TSC): The idea is to split a capacitor bank into sufficiently small
capacitor steps and switch those steps on and off individually. Figure 3.23(a) shows the concept of the
TSC. It offers stepwise control, virtually no transients, and no harmonic generation. The average delay
for executing a command from the regulator is half a cycle.

« Thyristor-switched shunt reactors (TCR): In this scheme the fundamental frequency current
component through the reactor is controlled by delaying the closing of the thyristor switch with
respect to the natural zero crossings of the current. Figure 3.23(b) shows the concept of the TCR.
Harmonic currents are generated from the phase-angle-controlled reactor.

The magnitude of the harmonics can be reduced using two methods. In the first, the reactor is split into smaller
steps, while only one step is phase-angle controlled. The other reactor steps are either on or off. This decreases the
magnitude of all harmonics. The second method involves the 12-pulse arrangement, where two identical
connected thyristor-controlled reactors are used, one operated from a wye-connected secondary winding, the
other from a delta-connected winding of a step-up transformer. TCR units are characterized by continuous
control, and there is a maximum of one half-cycle delay for executing a command from the regulator.

In many applications, the arrangement of an SVC consists of a few large steps of thyristor-switched
capacitor and one or two thyristor-controlled reactors, as shown in Figure 3.23(c). The following are some

Y
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FIGURE 3.23 Basic static VAR compensator configurations. (a) Thyristor-switched shunt capacitors (TSC); (b) thyristor-
switched shunt reactors (TCR); (c) combined TSC/TCR.
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Fixed-Capacitor, Thyristor-Controlled Reactor (FC-TCR) Scheme

This scheme was originally developed for industrial applications, such as arc furnace “flicker” control [Gyugyi
and Taylor, 1980]. It is essentially a TCR (controlled by a delay angle o) in parallel with a fixed capacitor.
Figure 3.24 shows a basic fixed-capacitor, thyristor-controlled reactor-type compensator and associated
waveforms. Figure 3.25 displays the steady-state reactive power versus terminal voltage characteristics of a
static VAR compensator. In the figure, B¢ is the imaginary part of the admittance of the capacitor C, and By is
the imaginary part of the equivalent admittance of the reactor L at delay angle «. The relation between the
output VARs and the applied voltage is linear over the voltage band of regulation. In practice, the fixed
capacitor is usually replaced by a filter network that has the required capacitive reactance at the power system
frequency but exhibits a low impedance at selected frequencies to absorb troublesome harmonics.

The behavior and response of the FC-TCR type of compensator under large disturbances is uncontrollable,
at least during the first few cycles following the disturbance. The resulting voltage transients are essentially
determined by the fixed capacitor and the power system impedance. This can lead to overvoltage and
resonance problems.

At zero VAR demand, the capacitive and reactive VARs cancel out, but the capacitor bank’s current is
circulated through the reactor bank via the thyristor switch. As a result, this configuration suffers from no load
(standby) losses. The losses decrease with increasing the capacitive VAR output and, conversely, increase with
increasing the inductive VAR output.

a=0 oy oy oy Q@ _ goe
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FIGURE 3.24 Basic fixed-capacitor, thyristor-controlled reactor-type compensator and associated waveforms.
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FIGURE 3.25 The steady-state reactive power versus terminal voltage characteristics of a static VAR compensator.
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Thyristor-Switched Capacitor, Thyristor-Controlled Reactor (TSC-TCR) Scheme

This hybrid compensator was developed specifically
for utility applications to overcome the disadvan- _[ _]_ J_ _L
L

tages of the FC-TCR compensators (behavior
under large disturbances and loss characteristic).
Figure 3.26 shows a basic circuit of this compen-
sator. It consists in general of a thyristor-controlled

reactor bank (or banks) and a number of capacitor
banks, each in series with a solid-state switch, which
is composed of either a reverse-parallel-connected FIGURE 3.26 Basic thyristor-switched capacitor,
thyristor pair or a thyristor in reverse parallel with a thyristor-controlled reactor-type compensator
diode. The reactor’s switch is composed of a reverse-

parallel-connected thyristor pair that is capable of continuously controlling the current in the reactor from
zero to maximum rated current.

The total capacitive range is divided into n operating intervals, where 7 is the number of capacitor banks in
the compensator. In the first interval one capacitor bank is switched in, and at the same time the current in the
TCR bank is adjusted so that the resultant VAR output from capacitor and reactor matches the VAR demand.
In the ith interval the output is controllable in the range [(i—1)VAR /1] to (iVAR,x/n) by switching in the
ith capacitor bank and using the TCR bank to absorb the surplus capacitive VARs. This scheme can be
considered as a conventional FC-TCR, where the rating of the reactor bank is kept relatively small (1/n times
the maximum VAR output) and the value of the capacitor bank is changed in discrete steps so as to keep the
operation of the reactor bank within its normal control range.

The losses of the TSC-TCR compensator at zero VARs output are inherently low, and they increase in
proportion to the VAR output.

The mechanism by which SVCs introduce damping into the system can be explained as a result of the change in
system voltage due to switching of a capacitor/reactor. The electrical power output of the generators is changed
immediately due to the change in power transfer capability and the change in load power requirements.

Among the early applications of SVC for power system damping is the application to the Scandinavian
system as discussed in Olwegard et al. [1981]. More recently, SVC control for damping of system oscillations
based on local measurements has been proposed. The scheme uses phase-angle estimates based on voltage and
power measurements at the SVC location as the control signal [see Lerch et al., 1991].

For a general mathematical model of an SVC and an analysis of its stabilizing effects, see Hammad [1986].
Representing the SVC in transient analysis programs is an important consideration [see Gole and Sood, 1990;
Lefebvre and Gerin-Lajoie, 1992].

It is important to recognize that applying static VAR compensators to series-clompensated ac transmission
lines results in three distinct resonant modes [Larsen et al., 1990]:

« Shunt-capacitance resonance involves energy exchange between the shunt capacitance (line charging
plus any power factor correction or SVCs) and the series inductance of the lines and the generator.

« Series-line resonance involves energy exchange between the series capacitor and the series inductance of
the lines, transformers, and generators. The resonant frequency will depend on the level of series
compensation.

- Shunt-reactor resonance involves energy exchange between shunt reactors at the intermediate
substations of the line and the series capacitors.

The applications of SVCs are part of the broader area of flexible ac transmission systems (FACTS)
[Hingorani, 1993]

Defining Terms

Capacitor bank: An assembly at one location of capacitors and all necessary accessories, such as switching
equipment, protective equipment, and controls, required for a complete operating installation.
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Reactor: A device whose primary purpose is to introduce reactance into a circuit. Inductive reactance is
frequently abbreviated inductor.

Resonance: The enhancement of the response of a physical system to a periodic excitation when the
excitation frequency is equal to a natural frequency of the system.

Shunt: A device having appreciable impedance connected in parallel across other devices or apparatus and
diverting some of the current from it. Appreciable voltage exists across the shunted device or apparatus,
and an appreciable current may exist in it.

Shunt reactor: A reactor intended for connection in shunt to an electric system to draw inductive current.

Subsynchronous resonance: An electric power system condition where the electric network exchanges
energy with a turbine generator at one or more of the natural frequencies of the combined system below
the synchronous frequency of the system.

Thyristor: A bistable semiconductor device comprising three or more junctions that can be switched from
the off state to the on state, or vice versa, such switching occurring within at least one quadrant of the
principal voltage-current characteristic.
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Further Information

An excellent source of information on the application of capacitors on power systems is the Westinghouse
Transmission and Distribution book, published in 1964. A most readable treatment of improving system
stability by series capacitors is given by Kimbark’s paper [1966]. Jancke et al. [1975] give a detailed discussion
of experience with the 400-kV series-capacitor compensation installations on the Swedish system and aspects
of the protection system. Hauer [1989] presents a discussion of practical stability controllers that manipulate
series and/or shunt reactance.

An excellent summary of the state of the art in static VAR compensators is the record of the IEEE Working
Group symposium conducted in 1987 on the subject (see IEEE Publication 87TH0187-5-PWR, Application of
Static VAR Systems for System Dynamic Performance).

For state-of-the-art coverage of subsynchronous resonance and countermeasures, two symposia are
available: IEEE Publication 79THO0059-6-PWR, State-of-the-Art Symposium—Turbine Generator Shaft
Torsionals, and IEEE Publication 81TH0086-9-PWR, Symposium on Countermeasures for Subsynchronous
Resonance.
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3.3  Fault Analysis in Power Systems

Charles A. Gross

A fault in an electrical power system is the unintentional and undesirable creation of a conducting
path (a short circuit) or a blockage of current (an open circuit). The short-circuit fault is typically the most
common and is usually implied when most people use the term fault. We restrict our comments to the
short-circuit fault.

The causes of faults include lightning, wind damage, trees falling across lines, vehicles colliding with towers
or poles, birds shorting out lines, aircraft colliding with lines, vandalism, small animals entering switchgear,
and line breaks due to excessive ice loading. Power system faults may be categorized as one of four types: single
line-to-ground, line-to-line, double line-to-ground, and balanced three-phase. The first three types constitute
severe unbalanced operating conditions.

It is important to determine the values of system voltages and currents during faulted conditions so that
protective devices may be set to detect and minimize their harmful effects. The time constants of the associated
transients are such that sinusoidal steady-state methods may still be used. The method of symmetrical
components is particularly suited to fault analysis.

Our objective is to understand how symmetrical components may be applied specifically to the four general
fault types mentioned and how the method can be extended to any unbalanced three-phase system problem.

Note that phase values are indicated by subscripts, a, b, ¢; sequence (symmetrical component) values are
indicated by subscripts 0, 1, 2. The transformation is defined by

v, 1 1 vy Vi

Vv, | = a all|lV,|=ITIl V

V. a a LV, v,
Vo J 1 % V,
Vil==|1 a & v, |=111"=1|7V,
v, 1 @ o« v, V.

Simplifications in the System Model

Certain simplifications are possible and usually employed in fault analysis.

« Transformer magnetizing current and core loss will be neglected.

« Line shunt capacitance is neglected.

+ Sinusoidal steady-state circuit analysis techniques are used. The so-called dc offset is accounted for by
using correction factors.

« Prefault voltage is assumed to be 1£0° per-unit. One per-unit voltage is at its nominal value prior to
the application of a fault, which is reasonable. The selection of zero phase is arbitrary and convenient.
Prefault load current is neglected.

For hand calculations, neglect series resistance is usually neglected (this approximation will not be necessary
for a computer solution). Also, the only difference in the positive and negative sequence networks is
introduced by the machine impedances. If we select the subtransient reactance X/ for the positive sequence
reactance, the difference is slight (in fact, the two are identical for nonsalient machines). The simplification is
important, since it reduces computer storage requirements by roughly one-third. Circuit models for
generators, lines, and transformers are shown in Figures 3.27, 3.28, and 3.29, respectively.
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FIGURE 3.28 Line sequence circuit models.
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FIGURE 3.29 Transformer sequence circuit models.
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FIGURE 3.30 General fault port in an electric power system. (a) General fault port in phase (abc) coordinates; (b)
corresponding fault ports in sequence (012) coordinates.

Our basic approach to the problem is to consider the general situation suggested in Figure 3.30(a).
The general terminals brought out are for purposes of external connections that will simulate faults.
Note carefully the positive assignments of phase quantities. Particularly note that the currents flow out of
the system. We can construct general sequence equivalent circuits for the system, and such circuits are
indicated in Figure 3.30(b). The ports indicated correspond to the general three-phase entry port of
Figure 3.30(a). The positive sense of sequence values is compatible with that used for phase values.
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The Four Basic Fault Types

The Balanced Three-Phase Fault
Imagine the general three-phase access port terminated in a fault impedance (Z;) as shown in Figure 3.31(a)

The terminal conditions are

‘:/‘1 Zf 0 0 za
Ve |=|0 & 0|4
. 0 0 2z .
Transforming to [Zy;,],
zZ 0 o0 z 0 o
[Zop] =TT 0 Z O [[T]=] 0 Z 0O
0 0 Z 0 0 Z

The corresponding network connections are given in Figure 3.32(a). Since the zero and negative sequence

networks are passive, only the positive sequence network is nontrivial.

Vo=V,=0 (3.21)
I,=L=0 (3.22)
Vi =271, (3.23)
(a) a {b) a
b b
c 8-
T, I T T D
B B 5 B lo i, ll__
2 + + + 2 2 + + L
v, Vy A v, v,
n - n i
(c) a (d) a
b b
T T
g ‘|
Iy o] by [o]
< < < <
v, v,
n - n
X

FIGURE 3.31 Fault types. (a) Three-phase fault; (b) single phase-to-ground fault; (c) phase-to-phase fault; (d) double
phase-to-ground fault.
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FIGURE 3.32 Sequence network terminations for fault types. (a) Balanced three-phase fault; (b) single phase-to-ground
fault; (c) phase-to-phase fault; (d) double phase-to-ground fault.

The Single Phase-to-Ground Fault

Imagine the general three-phase access port terminated as shown in Figure 3.31(b). The terminal
conditions are

Therefore
Iy +a’l, +al, =1, +al, + a’, = 0
or
I =1
Also

Tb=To+azjl+ajzzjo+(a2+a)jl=O
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or

(3.24)

(==}
Il
~1
i
Il
[\S]

Furthermore it is required that

Va == iju
I . (3.25)
VO + Vl + Vz - SZfIl

In general then, Equations (3.24) and (3.25) must be simultaneously satisfied. These conditions can be met by
interconnecting the sequence networks as shown in Figure 3.32(b).

The Phase-to-Phase Fault

Imagine the general three-phase access port terminated as shown in Figure 3.31(c). The terminal conditions
are such that we may write

IOZO IbZ—IC VbZZfTb-i-VC

It follows that

=L =L=0 (3.26)
I,=0 (3.27)
I, =-I, (3.28)

In general then, Equations (3.26), (3.27), and (3.28) must be simultaneously satisfied. The proper
interconnection between sequence networks appears in Figure 3.32(c).

The Double Phase-to-Ground Fault

Consider the general three-phase access port terminated as shown in Figure 3.31(d). The terminal conditions
indicate

L=0 V=V, V,=0,+1)Z
It follows that
IL=I,=L=0 (3.29)
Vi=V, (3.30)
and
Vo =V, = 3Z], (3.31)

For the general double phase-to-ground fault, Equations (3.29), (3.30), and (3.31) must be simultaneously
satisfied. The sequence network interconnections appear in Figure 3.32(d).
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An Example Fault Study

Case: EXAMPLE SYSTEM

Run:

System has data for 2 Line(s); 2 Transformer(s);
4 Bus(es); and 2 Generator(s)

Transmission Line Data

Line Bus Bus Seq R X B Srat

1 2 3 pos 0.00000 0.16000 0.00000 1.0000

Zero 0.00000 0.50000 0.00000
2 2 3 pos 0.00000 0.16000 0.00000 1.0000
Zero 0.00000 0.50000 0.00000

Transformer Data

Transformer HV Bus LV Bu  Seq R X C Srat

1 2 1 pos 0.00000  0.05000  1.00000  1.0000

Y Y zZero 0.00000 0.05000
2 3 4 pos 0.00000  0.05000  1.00000  1.0000
Y D zZero 0.00000 0.05000

Generator Data

No. Bus Srated Ra Xd"! Xo Rn Xn Con

1 1 1.0000 0.0000 0.200 0.0500 0.0000 0.0400 Y

2 4 1.0000 0.0000 0.200 0.0500 0.0000 0.0400 Y

Zero Sequence [Z] Matrix

0.0 + j(0.1144) 0.0 + j(0.0981) 0.0 + j(0.0163) 0.0 + j(0.0000)
0.0 + j(0.0981) 0.0 + j(0.1269) 0.0 + j(0.0212) 0.0 + j(0.0000)
0.0 + j(0.0163) 0.0 + j(0.0212) 0.0 + j(0.0452) 0.0 + j(0.0000)
0.0 + j(0.0000) 0.0 + j(0.0000) 0.0 + j(0.0000) 0.0 + j(0.1700)

Positive Sequence

[Z] Matrix

0.0 + j(0.1310)
0.0 + j(0.1138)
0.0 + j(0.0862)
0.0 + j(0.0690)

0.0 + j(0.1138)
0.0 + j(0.1422)
0.0 + j(0.1078)
0.0 + j(0.0862)

0.0 + j(0.0862)
0.0 + j(0.1078)
0.0 + j(0.1422)
0.0 + j(0.1138)

0.0 + j(0.0690)
0.0 + j(0.0862)
0.0 + j(0.1138)
0.0 + j(0.1310)

The single-line diagram and sequence networks are presented in Figure 3.33.
Suppose bus 3 in the example system represents the fault location and Zf = 0. The positive sequence circuit
can be reduced to its Thévenin equivalent at bus 3:

Er = 1.0£0° Zpy = j0.1422
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FIGURE 3.33 Example system. (a) Single-line diagram; (b) zero sequence network; (c) positive sequence network;
(d) negative sequence network.

Similarly, the negative and zero sequence Thévenin elements are

Ep, =0 Zp, =j0.1422
ETO - O ZTO =]00452

The network interconnections for the four fault types are shown in Figure 3.34. For each of the fault types,
compute the currents and voltages at the faulted bus.

Balanced Three-Phase Fault

The sequence networks are shown in Figure 3.34(a). Obviously,

VOZIO:VZZIZZO

- 1£0° _
= - = —j7.032; alsoV, =0
j0.1422
To compute the phase values,
1, I, 11 1 0 7.0322-90°[V, 0 0
L |=I[T| I, |=]|1 a a || —7.032 |=] 7.032£150° || V, |=[T1]0|=]0
I I 1 a a 0 7.032£30° V. 0 0

Single Phase-to-Ground Fault

The sequence networks are interconnected as shown in Figure 3.34(b).

- 1£0° :
o=hL=5L=- - . = —j3.034
j0.0452 4 j0.1422 + j0.1422
I, 1 17[—j3.034 —79.102
L |=|1 & a|]—3034]|= 0

a a*]|L—j3.034 0

[
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j0.1422 ', 01422 _',
+ + + P +
° Positive = o ositive -
1o Sequence 1 1fo° Sequence 1
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FIGURE 3.34 Example system faults at bus 3. (a) Balanced three-phase; (b) single phase-to-ground; (c) phase-to-phase;

(d) double phase-to-ground.

The sequence voltages are

Vo = —j0.0452(—j3.034) = —1371
V, =1.0—;0.1422(—j3.034) = 0.5685
V, = —j0.0422(—j3.034) = —0.4314

The phase voltages are

v, 1 1 1 —0.1371 0
Vv, |=11 & a 0.5685 | =] 0.8901£ —103.4°
V. 1 a a*]|-04314 0.8901£ —103.4°

Phase-to-phase and double phase-to-ground fault values are calculated from the appropriate networks
[Figures 3.34(c) and (d)]. Complete results are provided.
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FaultedBus Phase a Phase b Phase ¢

3 G G G

Sequence Voltages

Bus ) V1 V2

1 0.0000/ 0.0 0.3939/ 0.0 0.0000/ 0.0
2 0.0000/ 0.0 0.2424/ 0.0 0.0000/ 0.0
3 0.0000/ 0.0 0.0000/ 0.0 0.0000/ 0.0
4 0.0000/ 0.0 0.2000/ —-30.0 0.0000/ 30.0

Phase Voltages

Bus Va Vb Vc

1 0.3939/ 0.0 0.3939/ —120.0 0.3939/ 120.0
2 0.2424/ 0.0 0.2424/ —120.0 0.2424/ 120.0
3 0.0000/ 6.5 0.0000/ —151.2 0.0000/ 133.8
4 0.2000/ -30.0 0.2000/ —150.0 0.2000/ 90.0

Sequence Currents

Bus to Bus 10 I1 12
1 2 0.0000/ 167.8 3.0303/ —90.0 0.0000/ 90.0
1 0 0.0000/ —12.2 3.0303/ 90.0 0.0000/ —90.0
2 3 0.0000/ 167.8 1.5152/ —=90.0 0.0000/ 90.0
2 3 0.0000/ 167.8 1.5152/ —=90.0 0.0000/ 90.0
2 1 0.0000/ —12.2 3.0303/ 90.0 0.0000/ —90.0
3 2 0.0000/ —-12.2 1.5152/ 90.0 0.0000/ —90.0
3 2 0.0000/ —-12.2 1.5152/ 90.0 0.0000/ —=90.0
3 4 0.0000/ —12.2 4.0000/ 90.0 0.0000/ —90.0
4 3 0.0000/ 0.0 4.0000/ —120.0 0.0000/ 120.0
4 0 0.0000/ 0.0 4.0000/ 60.0 0.0000/ —60.0
Faulted Bus Phase a Phase b Phase ¢

3 G G G
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Phase Currents
Bus to Bus Ta b Ic
1 2 3.0303/ —=90.0 3.0303/ 150.0 3.0303/ 30.0
1 0 3.0303/ 90.0 3.0303/ —30.0 3.0303/ —150.0
2 3 1.5151/ —=90.0 1.5151/ 150.0 1.5151/ 30.0
2 3 1.5151/ —90.0 1.5151/ 150.0 1.5151/ 30.0
2 1 3.0303/ 90.0 3.0303/ -30.0 3.0303/ —150.0
3 2 1.5151/ 90.0 1.5151/ —30.0 1.5151/ —150.0
3 2 1.5151/ 90.0 1.5151/ —30.0 1.5151/ —150.0
3 4 4.0000/ 90.0 4.0000/ —=30.0 4.0000/ —150.0
4 3 4.0000/ —120.0 4.0000/ 120.0 4.0000/ —0.0
4 0 4.0000/ 60.0 4.0000/ —60.0 4.0000/ —180.0
Faulted Bus Phase a Phase b Phase ¢
3 G 0 0
Sequence Voltages
Bus Vo Vi V2
1 0.0496/ 180.0 0.7385/ 0.0 0.2615/ 180.0
2 0.0642/ 180.0 0.6731/ 0.0 0.3269/ 180.0
3 0.1371/ 180.0 0.5685/ 0.0 0.4315/ 180.0
4 0.0000/ 0.0 0.6548/ —=30.0 0.3452/ 210.0
Phase Voltages
Bus Va Vb Ve
1 0.4274/ 0.0 0.9127/ —108.4 0.9127/ 108.4
2 0.2821/ 0.0 0.8979/ —105.3 0.8979/ 105.3
3 0.0000/ 89.2 0.8901/ —103.4 0.8901/ 103.4
4 0.5674/ —61.8 0.5674/ —118.2 1.0000/ 90.0
Sequence Currents
Bus to Bus 10 11 12
1 2 0.2917/ —=90.0 1.3075/ —=90.0 1.3075/ —=90.0
1 0 0.2917/ 90.0 1.3075/ 90.0 1.3075/ 90.0
2 3 0.1458/ —90.0 0.6537/ —=90.0 0.6537/ —=90.0
2 3 0.1458/ —=90.0 0.6537/ —=90.0 0.6537/ —=90.0
2 1 0.2917/ 90.0 1.3075/ 90.0 1.3075/ 90.0
3 2 0.1458/ 90.0 0.6537/ 90.0 0.6537/ 90.0
3 2 0.1458/ 90.0 0.6537/ 90.0 0.6537/ 90.0
3 4 2.7416/ 90.0 1.7258/ 90.0 1.7258/ 90.0
4 3 0.0000/ 0.0 1.7258/ —120.0 1.7258/ —60.0
4 0 0.0000/ 90.0 1.7258/ 60.0 1.7258/ 120.0
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Faulted Bus Phase a Phase b Phase ¢
3 G 0 0
Phase Currents
Bus to Bus Ta b Ic
1 2 2.9066/ —90.0 1.0158/ 90.0 1.0158/ 90.0
1 0 2.9066/ 90.0 1.0158/ -90.0 1.0158/ —=90.0
2 3 1.4533/ —90.0 0.5079/ 90.0 0.5079/ 90.0
2 3 1.4533/ —90.0 0.5079/ 90.0 0.5079/ 90.0
2 1 2.9066/ 90.0 1.0158/ —90.0 1.0158/ —90.0
3 2 1.4533/ 90.0 0.5079/ —90.0 0.5079/ =90 0
3 2 1.4533/ 90.0 0.5079/ —=90.0 0.5079/ =900
3 4 6.1933/ 90.0 1.0158/ 90.0 1.0158/ 90.0
4 3 2.9892/ —=90.0 2.9892/ 90.0 0.0000/ —90.0
4 0 2.9892/ 90.0 2.9892/ —=90.0 0.0000/ 90.0
Faulted Bus Phase a Phase b Phase ¢
3 0 C B
Sequence Voltages
Bus Vo V1 V2
1 0.0000/ 0.0 0.6970/ 0.0 0.3030/ 0.0
2 0.0000/ 0.0 0.6212/ 0.0 0.3788/ 0.0
3 0.0000/ 0.0 0.5000/ 0.0 0.5000/ 0.0
4 0.0000/ 0.0 0.6000/ —30.0 0.4000/ 30.0
Phase Voltages
Bus Va Vb Ve
1 1.0000/ 0.0 0.6053/ —145.7 0.6053/ 145.7
2 1.0000/ 0.0 0.5423/ —157.2 0.5423/ 157.2
3 1.0000/ 0.0 0.5000/ —180.0 0.5000/ —180.0
4 0.8718/ —6.6 0.8718/ —173.4 0.2000/ 90.0
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Sequence Currents

Bus to Bus 10 11 12

1 2 0.0000/ —61.0 1.5152/ —90.0 1.5152/ 90.0

1 0 0.0000/ 119.0 1.5152/ 90.0 1.5152/ —=90.0

2 3 0.0000/ —61.0 0.7576/ —90.0 0.7576/ 90.0

2 3 0.0000/ —61.0 0.7576/ —=90.0 0.7576/ 90.0

2 1 0.0000/ 119.0 1.5152/ 90.0 1.5152/ —=90.0

3 2 0.0000/ 119.0 0.7576/ 90.0 0.7576/ —=90.0

3 2 0.0000/ 119.0 0.7576/ 90.0 0.7576/ —90.0

3 4 0.0000/ 119.0 2.0000/ 90.0 2.0000/ —=90.0

4 3 0.0000/ 0.0 2.0000/  —120.0 2.0000/ 120.0

4 0.0000/ 90.0 2.0000/ 60.0 2.0000/ —60.0

Faulted Bus Phase a Phase b Phase ¢
3 0 C B
Phase Currents
Bus to Bus Ta b Ic
1 2 0.0000/ 180.0 2.6243/ 180.0 2.6243/ 0.0
1 0 0.0000/ 180.0 2.6243/ 0.0 2.6243/ 180.0
2 3 0.0000/ —180.0 1.3122/ 180.0 1.3122/ 0.0
2 3 0.0000/ —180.0 1.3122/ 180.0 1.3122/ 0.0
2 1 0.0000/ 180.0 2.6243/ 0.0 2.6243/ 180.0
3 2 0.0000/ —180.0 1.3122/ 0.0 1.3122/ 180.0
3 2 0.0000/ —180.0 1.3122/ 0.0 1.3122/ 180.0
3 4 0.0000/ —180.0 3.4641/ 0.0 3.4641/ 180.0
4 3 2.0000/ —180.0 2.0000/ 180.0 4.0000/ 0.0
4 0 2.0000/ 0.0 2.0000/ 0.0 4.0000/ — 180.0
Faulted Bus Phase a Phase b Phase ¢
3 0 G G
Sequence Voltages

Bus Vo V1 V2
1 0.0703/ 0.0 0.5117/ 0.0 0.1177/ 0.0
2 0.0909/ 0.0 0.3896/ 0.0 0.1472/ 0.0
3 0.1943/ —0.0 0.1943/ 0.0 0.1943/ 0.0
4 0.0000/ 0.0 0.3554/ —=30.0 0.1554/ 30.0
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Phase Voltages

Bus Va Vb Ve

1 0.6997/ 0.0 0.4197/ —125.6 0.4197/ 125.6
2 0.6277/ 0.0 0.2749/ —130.2 0.2749/ 130.2
3 0.5828/ 0.0 0.0000/ —30.7 0.0000/ —139.6
4 0.4536/ —12.7 0.4536/ —167.3 0.2000/ 90.0

Sequence Currents

Bus to Bus 10 11 12
1 2 0.4133/ 90.0 2.4416/ —90.0 0.5887/ 90.0
1 0 0.4133/ —-90.0 2.4416/ 90.0 0.5887/ —=90.0
2 3 0.2067/ 90.0 1.2208/ —=90.0 0.2943/ 90.0
2 3 0.2067/ 90.0 1.2208/ —=90.0 0.2943/ 90.0
2 1 0.4133/ —90.0 2.4416/ 90.0 0.5887/ —90.0
3 2 0.2067/ —90.0 1.2208/ 90.0 0.2943/ —90.0
3 2 0.2067/ —=90.0 1.2208/ 90.0 0.2943/ —=90.0
3 4 3.8854/ —90.0 3.2229/ 90.0 0.7771/ —90.0
4 3 0.0000/ 0.0 3.2229/ —120.0 0.7771/ 120.0
4 0 0.0000/ -=90.0 3.2229/ 60.0 0.7771/ —60.0

Faulted Bus Phase a Phase b Phase ¢

3 0 G G

Phase Currents

Bus to Bus Ia b Ic

1 2 1.4396/ —-90.0 2.9465/ 153.0 2.9465/ 27.0
1 0 1.4396/ 90.0 2.9465/ —=27.0 2.9465/ —153.0
2 3 0.7198/ —90.0 1.4733/ 153.0 1.4733/ 27.0
2 3 0.7198/ —=90.0 1.4733/ 153.0 1.4733/ 27.0
2 1 1.4396/ 90.0 2.9465/ —=27.0 2.9465/ —153.0
3 2 0.7198/ 90.0 1.4733/ —-27.0 1.4733/ —153.0
3 2 0.7198/ 90.0 1.4733/ —-27.0 1.4733/ —153.0
3 4 1.4396/ —90.0 6.1721/ —55.9 6.1721/ —124.1
4 3 2.9132/ —133.4 2.9132/ 133.4 4.0000/ -0.0

4 0 2.9132/ 46.6 2.9132/ —46.6 4.0000/ —180.0
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Further Considerations

Generators are not the only sources in the system. All ix R
rotating machines are capable of contributing to fault ¥
current, at least momentarily. Synchronous and induction

mi

motors will continue to rotate due to inertia and function
as sources of fault current. The impedance used for such -
machines is usually the transient reactance X/ or the
subtransient X3, depending on protective equipment and  pJGURE 3.35 Positive sequence circuit locking back
speed of response. Frequently motors smaller than 50 hp  into faulted bus.
are neglected. Connecting systems are modeled with their
Thévenin equivalents.

Although we have used ac circuit techniques to calculate faults, the problem is fundamentally transient since
it involves sudden switching actions. Consider the so-called dc offset current. We model the system by
determining its positive sequence Thévenin equivalent circuit, looking back into the positive sequence network

—©

at the fault, as shown in Figure 3.35. The transient fault current is

i(t) = L\/2 cos(wt — B) + Iy.e /"

This is a first-order approximation and strictly applies only to the three-phase or phase-to-phase fault. Ground
faults would involve the zero sequence network also.

E
= ———— = rmsaccurrent

Iac
Rt x

I4.(t) = I.e */* = dc offset current

The maximum initial dc offset possible would be
MaXIdc = Imax = \/Elac

The dc offset will exponentially decay with time constant 7, where
L X
T=—=—
R R

The maximum dc offset current would be I;.(t)
I(t) = Igee™"* = V2Le"?

The transient rms current I(t), accounting for both the ac and dc terms, would be

I(t) = /I + B.(t) = LV1 +2e7/°

Define a multiplying factor k; such that I,. is to be multiplied by k; to estimate the interrupting capacity of a
breaker which operates in time T,,. Therefore,

_ 1T
-

ac

ki 1+ 2¢72To/7

Observe that the maximum possible value for k; is /3.
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Example

In the circuit of Figure 3.35, E= 2400V, X = 2Q, R = 0.1Q, and f = 60 Hz. Compute k; and determine
the interrupting capacity for the circuit breaker if it is designed to operate in two cycles. The fault is
applied at t = 0.

Solution
2400
L, =——=1200A
2
R— 2 —_—
TOp == 0.0333s
X 2
T=—=——=20.053
wR 37.7
k; = \/1 426 2Top/T = \/1 4 2¢70:0067/0.053 — | 759
Therefore

I =kl = 1.252(1200) = 1503 A

The Thévenin equivalent at the fault point is determined by normal sinusoidal steady-state methods, resulting
in a first-order circuit as shown in Figure 3.35. While this provides satisfactory results for the steady-state
component I, the X/R value so obtained can be in serious error when compared with the rate of decay of I(¢)
as measured by oscillographs on an actual faulted system. The major reasons for the discrepancy are, first of
all, that the system, for transient analysis purposes, is actually high-order, and second, the generators do not
hold constant impedance as the transient decays.

Summary

Computation of fault currents in power systems is best done by computer. The major steps are summarized
below:

« Collect, read in, and store machine, transformer, and line data in per-unit on common bases.
» Formulate the sequence impedance matrices.

+ Define the faulted bus and Z. Specify type of fault to be analyzed.

« Compute the sequence voltages.

« Compute the sequence currents.

« Correct for wye-delta connections.

+ Transform to phase currents and voltages.

For large systems, computer formulation of the sequence impedance matrices is required. Refer to Further
Information for more detail. Zero sequence networks for lines in close proximity to each other (on a common
right-of-way) will be mutually coupled. If we are willing to use the same values for positive and negative
sequence machine impedances,

[Zl] = [£,]

Therefore, it is unnecessary to store these values in separate arrays, simplifying the program and reducing the
computer storage requirements significantly. The error introduced by this approximation is usually not
important. The methods previously discussed neglect the prefault, or load, component of current; that is, the
usual assumption is that currents throughout the system were zero prior to the fault. This is almost never strictly
true; however, the error produced is small since the fault currents are generally much larger than the load currents.
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Also, the load currents and fault currents are out of phase with each other, making their sum more nearly equal to
thelarger components than would have been the case if the currents were in phase. In addition, selection of precise
values for prefault currents is somewhat speculative, since there is no way of predicting what the loaded state of the
system is when a fault occurs. When it is important to consider load currents, a power flow study is made to
calculate currents throughout the system, and these values are superimposed on (added to) results from the fault
study.

A term which has wide industrial use and acceptance is the fault level or fault MVA at a bus. It relates to the
amount of current that can be expected to flow out of a bus into a three-phase fault. As such, it is an alternate
way of providing positive sequence impedance information. Define

Faultlevelin MVA atbusi = V;

PUnominal

Iipufauh 53 ¢hase

1 S3 Dbas
— 1 — — base
( ) lel 3 {/)base lel

Fault study results may be further refined by approximating the effect of dc offset.

The basic reason for making fault studies is to provide data that can be used to size and set protective
devices. The role of such protective devices is to detect and remove faults to prevent or minimize damage to
the power system.

Defining Terms

DC offset: The natural response component of the transient fault current, usually approximated with a
first-order exponential expression.

Fault: An unintentional and undesirable conducting path in an electrical power system.

Fault MVA: At a specific location in a system, the initial symmetrical fault current multiplied by the
prefault nominal line-to-neutral voltage (X3 for a three-phase system).

Sequence (012) quantities: Symmetrical components computed from phase (abc) quantities. Can be
voltages, currents, and/or impedances.
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3.4 Protection

Arun G. Phadke

Fundamental Principles of Protection

Protective equipment—relays—is designed to respond Bus T T
to system abnormalities (faults) such as short circuits. l NN Line
When faults occur, the relays must signal the appropriate ' B

circuit breakers to trip and isolate the faulted equip-
ment. The protection systems not only protect the faulty
equipment from more serious damage, they also protect
the power system from the consequences of having faults

remain on the system for too long. In modern high-
voltage systems, the potential for damage to the power
system—rather than to the individual equipment—is FIGURE 3.36 Elements of a protection system.
often far more serious, and power system security

considerations dictate the design of the protective

system. The protective system consists of four major subsystems as shown in Figure 3.36. The transducers
(T) are current and voltage transformers, which transform high voltages and currents to a more manageable
level. In the United States, the most common standard for current transformers is a secondary current of 5 A
(or less) for steady-state conditions. In Europe, and in some other foreign countries, a 1-A standard is also
common. The voltage transformer standard is 69.3 V line-to-neutral or 120 V line-to-line on the transformer
secondary side. Standardization of the secondary current and voltage ratings of the transducers has permitted
independent development of the transducers and relays. The power handling capability of the transducers is
expressed in terms of the volt-ampere burden, which they can supply without significant waveform distortion.
In general, the transient response of the transducers is much more critical in relaying applications.

The second element of the protection system is the relay (R). This is the device that, using the current,
voltage, and other inputs, can determine if a fault exists on the system, for which action on the part of the relay
is needed. We will discuss relays in greater detail in the following. The third element of the protection chain is
the circuit breaker (B), which does the actual job of interrupting the flow of current to the fault. Modern high-
voltage circuit breakers are capable of interrupting currents of up to 100,000 A, against system voltages of up
to 800,000 V, in about 15 to 30 ms. Lower-voltage circuit breakers are generally slower in operating speed. The
last element of the protection chain is the station battery, which powers the relays and circuit breakers. The
battery voltage has also been standardized at 125 V, although some other voltage levels may prevail in
generating stations and in older substations.

The relays and circuit breakers must remove the faulted equipment from the system as quickly as possible.
Also, if there are many alternative ways of deenergizing the faulty equipment, the protection system must
choose a strategy that will remove from service the minimum amount of equipment. These ideas are
embodied in the concepts of zones of protection, relay speed, and reliability of protection.

Zones of Protection

To make sure that a protection system removes the minimum amount of equipment from the power system
during its operation, the power system is divided into zones of protection. Each zone has its associated
protection system. A fault inside the zone causes the associated protection system to operate. A fault in any
other zone must not cause an operation. A zone of protection usually covers one piece of equipment, such as a
transmission line. The zone boundary is defined by the location of transducers (usually current transformers)
and also by circuit breakers that will operate to isolate the zone. A set of zones of protection is shown in
Figure 3.37. Note that all zones are shown to overlap with their neighbors. This is to ensure that no point on
the system is left unprotected. Occasionally, a circuit breaker may not exist at a zone boundary. In such cases,
the tripping must be done at some other remote circuit breakers. For example, consider protection zone A in
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Figure 3.37. A fault in that zone must be isolated by
tripping circuit breakers X and Y. While the breaker X is
near the transformer and can be tripped locally, Y is
remote from the station, and some form of commu-
nication channel must be used to transfer the trip
command to Y. Although most zones of protection have
a precise extent, there are some zones that have a loosely
defined reach. These are known as open zones and are  FJGURE 3.37 Zones of protection for a power system.

most often encountered in transmission line protection.  Zgnes overlap; most zones are bounded by breakers.

Speed of Protection

The faster the operation of a protection function, the quicker is the prospect of removing a fault from the
system. Thus, all protection systems are made as fast as possible. However, there are considerations that dictate
against making the protection faster than a minimum limit. Also, occasionally, it may be necessary to slow
down a protection system in order to satisfy some specific system need. In general, the fastest protection
available operates in about 5 to 10 ms after the inception of a fault [Thorp et al., 1979]. If the protection is
made faster than this, it is likely to become “trigger happy” and operate falsely when it should not. When a
protection system is intended as a backup system for some other protection, it is necessary to deliberately slow
it down so that the primary protection may operate in its own time before the backup system will operate.
This calls for a deliberate slowing of the backup protection. Depending upon the type of backup system being
considered, the protection may sometimes be slowed down to operate in up to several seconds.

Reliability of Protection

In the field of relaying, reliability implies certain very specific concepts [Mason, 1956]. A reliable protection
system has two attributes: dependability and security. A dependable relay is one that always operates for
conditions for which it is designed to operate. A secure relay is one that will not operate for conditions for
which it is not intended to operate. In modern power systems, the failure to operate when a fault occurs—lack
of dependability— has very serious consequences for the power system. Therefore, most protective systems are
made secure by duplicating relaying equipment, duplicating relaying functions, and providing several levels of
backup protection. Thus modern systems tend to be very dependable, i.e., every fault is cleared, perhaps by
more than one relay. As a consequence, security is somewhat degraded: modern protection systems will,
occasionally, act and trip equipment falsely. Such occurrences are rare, but not uncommon. As power systems
become leaner, i.e., they have insufficient margins of reserve generation and transmission, lack of security can
be quite damaging. This has led to recent reevaluation of the proper balance between security and
dependability of the protection systems.

Overcurrent Protection

The simplest fault detector is a sensor that measures the increase in current caused by the fault. The fuse is the
simplest overcurrent protection; in fact, it is the complete protection chain—sensor, relay, and circuit
breaker—in one package. Fuses are used in lower-voltage (distribution) circuits. They are difficult to set in
high-voltage circuits, where load and fault currents may be of the same order of magnitude. Furthermore, they
must be replaced when blown, which implies a long duration outage. They may also lead to system
unbalances. However, when applicable, they are simple and inexpensive.

Inverse-Time Characteristic

Overcurrent relays sense the magnitude of the current in the circuit, and when it exceeds a preset value (known
as the pickup setting of the relay), the relay closes its output contact, energizing the trip coil of the appropriate
circuit breakers. The pickup setting must be set above the largest load current that the circuit may carry and
must be smaller than the smallest fault current for which the relay must operate. A margin factor of 2 to 3
between the maximum load on the one hand and the minimum fault current on the other and the pickup
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setting of the relay is considered to be desirable. The
overcurrent relays usually have an inverse-time charac-
teristic as shown in Figure 3.38. When the current
exceeds the pickup setting, the relay operating time
decreases in inverse proportion to the current magni-
tude. Besides this built-in feature in the relay mechan-
ism, the relay also has a time-dial setting, which shifts the
inverse-time curve vertically, allowing for more flexibility
in setting the relays. The time dial has 11 discrete
settings, usually labeled 1/2, 1, 2, ..., 10, the lowest
setting providing the fastest operation. The inverse-time
characteristic offers an ideal relay for providing primary |, times pick up
and backup protection in one package.

Time

Time dial o

pry
-~
N

FIGURE 3.38 Inverse-time relay characteristic.

Coordination Principles

Consider the radial transmission system shown in Figure 3.39. The transformer supplies power to the feeder,
which has four loads at buses A, B, C, and D. For a fault at Fy, the relay R.; must operate to open the circuit
breaker B;. The relay R, is responsible for a zone of protection, which includes the entire zone of R.;. This
constitutes a remote backup for the protection at bus C. The backup relay (R,.) must be slower than the
primary relay (R.;), its associated circuit breaker, with a safety margin. This delay in operating of the backup
relay is known as the coordination delay and is usually about 0.3 s. In a similar fashion, R, backs up Ry The
magnitude of the fault current varies as shown in Figure 3.39(b), as the location of the fault is moved along the
length of the feeder. We may plot the inverse time characteristic of the relay with the fault location as the
abscissa, recalling that a smaller current magnitude gives rise to a longer operating time for the relay.
The coordinating time delay between the primary and backup relays is also shown. It can be seen that, as we
move from the far end of the feeder toward the source, the fault clearing time becomes progressively longer.
The coordination is achieved by selecting relays with a time dial setting that will provide the proper separation
in operating times.

The effect of cumulative coordination-time delays is slowest clearing of faults with the largest fault currents.
This is not entirely satisfactory from the system point of view, and wherever possible, the inverse-time relays
are supplemented by instantaneous overcurrent relays. These relays, as the name implies, have no intentional
time delays and operate in less than one cycle. However, they cannot coordinate with the downstream relays
and therefore must not operate (“see”) for faults into the protection zone of the downstream relay.

lload 1 load 1 load 1 load
[o] D

(a) A B

Current
Time

instantaneous

(b)

FIGURE 3.39 Coordination of inverse-time overcurrent and instantaneous relays for a radial system.
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This criterion is not always possible to meet. However, whenever it can be met, instantaneous relays are used
and provide a preferable compromise between fast fault clearing and coordinated backup protection.

Directional Overcurrent Relays

When power systems become meshed, as for most
subtransmission and high-voltage transmission net-
works, inverse time overcurrent relays do not provide
adequate protection under all conditions. The problem
arises because the fault current can now be supplied
from either end of the transmission line, and discrimi-

nation between faults inside and outside the zone of
protection is not always possible. Consider the loop
system shown in Figure 3.40. Notice that in this system  gp[GURE 3.40 Protection of a loop (network) system
there must be a circuit breaker at each end of the line, as  with directional overcurrent relays.

a fault on the line cannot be interrupted by opening one

end alone. Zone A is the zone of protection for the line A-D. A fault at F; must be detected by the relays R,
and Ry,. The current through the circuit breaker B, for the fault F; must be the determining quantity for the
operation of the relay R;,. However, the impedances of the lines may be such that the current through the
breaker By, for the fault F, may be higher than the current for the fault F;. Thus, if current magnitude alone is
the criterion, the relay R, would operate for fault F,, as well as for the fault F;. Of course, operation of Ry, for
F, is inappropriate, as it is outside its zone of protection, zone A. This problem is solved by making the
overcurrent relays directional. By this is meant that the relays will respond as overcurrent relays only if the
fault is in the forward direction from the relays, i.e., in the direction in which their zone of protection extends.
The directionality is provided by making the relay sensitive to the phase angle between the fault current and a
reference quantity, such as the line voltage at the relay location. Other reference sources are also possible,
including currents in the neutral of a transformer bank at the substation.

Distance Protection

As the power networks become more complex, protection with directional overcurrent relays becomes even
more difficult, if not impossible. Recall that the pickup setting of the relays must be set above the maximum
load which the line is expected to carry. However, a network system has so many probable configurations due
to various circuit breaker operations that the maximum load becomes difficult to define. For the same reason,
the minimum fault current—the other defining parameter for the pickup setting—also becomes uncertain.
Under these circumstances, the setting of the pickup of the overcurrent relays, and their reach, which will
satisfy all the constraints, becomes impossible. Distance relays solve this problem.

Distance relays respond to a ratio of the voltage and current at the relay location. The ratio has the
dimensions of an impedance, and the impedance between the relay location and fault point is proportional to
the distance of the fault. As the zone boundary is related to the distance between the sending end and the
receiving end of the transmission line, the distance to the fault forms an ideal relaying parameter. The distance
is also a unique parameter in that it is independent of the current magnitude. It is thus free from most of the
difficulties associated with the directional overcurrent relays mentioned above.

In a three-phase power system, 10 types of faults are possible: three single phase-to-ground faults, three
phase-to-phase faults, three double phase-to-ground faults, and one three-phase fault. It turns out that relays
responsive to the ratio of delta voltages and delta currents measure the correct distance to all multiphase faults.
The delta quantities are defined as the difference between any two phase quantities; for example, E, — Ej, is the
delta voltage between a and b phases. Thus for a multiphase fault between phases x and y,

E,—E
y:ZI
L—1,
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where x and y can be g, b, or ¢ and Z, is the positive sequence impedance between the relay location and the
fault. For ground distance relays, the faulted phase voltage, and a compensated faulted phase current must be
used

E

_x = Z
I, + ml

where m is a constant depending upon the line impedances and I, is the zero sequence current in the
transmission line. A full complement of relays consists of three phase distance relays and three ground distance
relays. As explained before, the phase relays are energized by the delta quantities, while the ground distance
relays are energized by each of the phase voltages and the corresponding compensated phase currents. In many
instances, ground distance protection is not preferred, and the time overcurrent relays may be used for ground
fault protection.

Step-Distance Protection

The principle of distance measurement for faults is explained above. A relaying system utilizing that principle
must take into account several features of the measurement principle and develop a complete protection
scheme. Consider the system shown in Figure 3.41. The distance relay R,, must protect line AB, with its zone
of protection as indicated by the dashed line. However, the distance calculation made by the relay is not precise
enough for it to be able to distinguish between a fault just inside the zone and a fault just outside the zone,
near bus B. This problem is solved by providing a two-zone scheme, such that if a fault is detected to be in
zone 1, the relay trips instantaneously, and if the fault is detected to be inside zone 2, the relay trips with a time
delay of about 0.3 s. Thus for faults near the zone boundary, the fault is cleared with this time delay, while for
near faults, the clearing is instantaneous. This arrangement is referred to as a step-distance protection scheme,
consisting of an underreaching zone (zone 1), and an overreaching zone (zone 2). The relays of the
neighboring line (BC) can also be backed up by a third zone of the relay, which reaches beyond the zone of
protection of relay Ry,.. Zone 3 operation is delayed further to allow the zone 1 or zone 2 of R, to operate and
clear the fault on line BC.

The distance relays may be further subdivided into categories depending upon the shape of their protection
characteristics. The most commonly used relays have a directional distance, or a mho characteristic. The two
characteristics are shown in Figure 3.42. The directional impedance relay consists of two functions, a
directional detection function and a distance measurement function. The mho characteristic is inherently

A B C
Zong 3 (ab)
£
= Zone 2 (ab) Zone 2 (bc)
Zone 1 (ab) Zone 1 (bc)

FIGURE 3.41 Zones of protection in a step-distance protection scheme. Zone 3 provides backup for the downstream line
relays.
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FIGURE 3.42 (a) Directional impedance characteristic. (b) Mho characteristic. Loadability limits as shown.

directional, as the mho circle, by relay design, passes through the origin of the RX plane. Figure 3.42 also shows
the multiple zones of the step distance protection.

Loadability of Distance Relays

The load carried by a transmission line translates into an apparent impedance as seen by the relay, given
by

_lep
pP P- ]Q
where P —jQ is the load complex power and E is the voltage at the bus where a distance relay is connected.
This impedance maps into the RX plane, as do all other apparent impedances, and hence the question arises
whether this apparent load impedance could be mistaken for a fault by the distance relay. Clearly, this
depends upon the shape of the distance relay characteristic employed. The loadability of a distance relay
refers to the maximum load power (minimum apparent impedance) that the line can carry before a
protective zone of a distance relay is penetrated by the apparent impedance. A typical load line is shown in
Figure 3.42. It is clear from this figure that the mho characteristic has a higher loadability than the
directional impedance relay. In fact, other relay characteristics can be designed so that the loadability of a
relay increased even further.

Za

Other Uses of Distance Relays

Although the primary use of distance relays is in protecting transmission lines, some other protection tasks
can also be served by distance relays. For example, loss-of-field protection of generators is often based upon
distance relays. Out-of-step relays and relays for protecting reactors may also be distance relays. Distance relays
are also used in pilot protection schemes described next, and as backup relays for power apparatus.

Pilot Protection

Pilot protection of transmission lines uses communication channels (pilot channels) between the line
terminals as an integral element of the protection system. In general, pilot schemes may be subdivided into
categories according to the medium of communication used. For example, the pilot channels may be wire
pilots, leased telephone circuits, dedicated telephone circuits, microwave channels, power line carriers, or fiber
optic channels. Pilot protection schemes may also be categorized according to their function, such as a
tripping pilot or a blocking pilot. In the former, the communication medium is used to send a tripping signal
to a remote line terminal, while in the latter, the pilot channel is used to send a signal that prevents tripping at
the remote terminal for faults outside the zone of protection of the relays. The power line carrier system is the
most common system used in the United States. It uses a communication channel with a carrier signal
frequency ranging between 30 and 300 kHz, the most common bands being around 100 kHz. The modulated
carrier signal is coupled into one or more phases of the power line through coupling capacitors. In almost all
cases, the capacitors of the capacitive-coupled voltage transformers are used for this function (see Figure 3.43).
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FIGURE 3.43 Carrier system for pilot protection of lines. Transmitter and receiver are connected to relays.

The carrier signal is received at both the sending and the receiving ends of the transmission line by tuned
receivers. The carrier signal is blocked from flowing into the rest of the power system by blocking filters, which
are parallel resonant circuits, known as wave traps.

Coverage of 100% of Transmission Line

The step-distance scheme utilizes the zone 1 and zone 2 combination to protect 100% of the transmission line.
The middle portion of the transmission line, which lies in zone 1 of relays at the two ends of the line, is
protected at high speed from both ends. However, for faults in the remaining portion of the line, the near end
clears the fault at high speed, i.e., in zone 1 time, while the remote end clears the fault in zone 2 time. In effect,
such faults remain on the system for zone 2 time, which may be of the order 0.3 to 0.5 s. This becomes
undesirable in modern power systems where the margin of stability may be quite limited. In any case, it is
good protection practice to protect the entire line with high-speed clearing of all internal faults from both ends
of the transmission line. Pilot protection accomplishes this task.

Directional Comparison Blocking Scheme

Consider the fault at F, shown in Figure 3.44. As discussed above, this fault will be cleared in zone 1 time by
the step-distance relay at bus B, while the relay at bus A will clear the fault in zone 2 time. Since the relays at
bus B can determine, with a high degree of certainty, that a fault such as F, is indeed inside the zone of
protection of the relays, one could communicate this knowledge to terminal A, which can then cause the local
circuit breaker to trip for the fault F,. If the entire relaying and communication task can be accomplished
quickly, 100% of the line can be protected at high speed. One of the most commonly used methods of
achieving this function is to use overreaching zones of protection at both terminals, and if a fault is detected to
be inside this zone, and if the remote terminal confirms that the fault is inside the zone of protection, then the

Over reaching zone

FIGURE 3.44 Pilot protection with overreaching zones of protection. This is most commonly used in a directional
comparison blocking scheme.
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local relay may be allowed to trip. In actual practice, the complement of this information is used to block the
trip at the remote end. Thus, the remote end, terminal B in this case, detects faults that are outside the zone of
protection and, for those faults, sends a signal which asks the relay at terminal A to block the tripping
command. Thus, for a fault such as F;, the relay at A will trip, unless the communication is received from
terminal B that this particular fault is outside the zone of protection—as indeed fault F5 happens to be. This
mode, known as a blocking carrier, is preferred, since a loss of the carrier signal created by an internal fault, or
due to causes that are unrelated to the fault, will not prevent the trip at the remote end. This is a highly
dependable protection system, and precisely because of that it is somewhat less secure. Nevertheless, as
discussed previously, most power systems require that a fault be removed as quickly as possible, even if in
doing so for a few faults an unwarranted trip may result.

Other Pilot Protection Schemes

Several other types of pilot protection schemes are available. The choice of a specific scheme depends upon
many factors. Some of these factors are importance of the line to the power system, the available
communication medium, dependability of the communication medium, loading level of the transmission line,
susceptibility of the system to transient stability oscillations, presence of series or shunt compensating devices,
multiterminal lines, etc. A more complete discussion of all these issues will be found in the references
[Westinghouse, 1982; Blackburn, 1987; Horowitz and Phadke, 1992].

Computer Relaying

Relaying with computers began to be discussed in technical literature in the mid-1960s. Initially, this was an
academic exercise, as neither the computer speeds nor the computer costs could justify the use of computers
for relaying. However, with the advent of high-performance microprocessors, computer relaying has become a
very practical and attractive field of research and development. All major manufacturers of electric power
equipment have computer relays to meet all the needs of power system engineers. Computer relaying is also
being taught in several universities and has provided a very fertile field of research for graduate students.
Computer relaying has also uncovered new ways of measuring power system parameters and may influence
future development of power system monitoring and control functions.

Incentives for Computer Relaying

The acceptance of computer relays has been due to economic factors which have made microcomputers
relatively inexpensive and computationally powerful. In addition to this economic advantage, the computer
relays are also far more versatile. Through their self-diagnostic capability, they provide an assurance of
availability. Thus, even if they should suffer the same (or even greater) number of failures in the field as
traditional relays, their failures could be communicated to control centers and a maintenance crew called to
repair the failures immediately. This type of diagnostic capability was lacking in traditional protection systems
and often led to failures of relays, which went undetected for extended periods. Such hidden failures have been
identified as one of the main sources of power system blackouts.

The computing power available with computer relays has also given rise to newer and better protection
functions in several instances. Improved protection of transformers, multiterminal lines, fault location,
and reclosing are a few of the protection functions where computer relaying is likely to have a significant
impact. Very significant developments in the computer relaying field are likely to occur in the coming
years.

Architecture for a Computer Relay

There are many ways of implementing computer-based relays. Figure 3.45 is a fairly typical block diagram of
a computer relay architecture. The input signals consisting of voltage and currents and contact status are
filtered to remove undesired frequency components and potentially damaging surges. These signals are
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FIGURE 3.45 Block diagram of a computer relay architecture.

sampled by the CPU under the control of a sampling clock. Typical sampling frequency used in a modern
digital relay varies between 4 and 32 times the nominal power system frequency. The sampled data is
processed by the CPU with a digital filtering algorithm, which estimates the appropriate relaying quantity. A
typical relaying quantity may be the rms value of a current, the voltage or current phasor, or the apparent
impedance. The estimated parameters are then compared with prestored relay characteristics, and the
appropriate control action is initiated. The decision of the relay is communicated to the substation
equipment, such as the circuit breaker, through the output ports. These outputs must also be filtered to
block any surges from entering the relay through the output lines. In most cases, the relay can also
communicate with the outside world through a modem. The data created by a fault is usually saved by the
relaying computer and can be used for fault analysis or for sequence-of-event analysis following a power
system disturbance. The user may interface with the relay through a keyboard, a control panel, or a
communication port. In any case, provision must be made to enter relay settings in the relay and to save
these settings in case the station power supply fails. Although the block diagram in Figure 3.45 shows
different individual subsystems, the actual hardware composition of the subsystems is dependent on the
computer manufacturer. Thus, we may find several microprocessors in a given implementation, each
controlling one or more subsystems. Also, the hardware technology is in a state of flux, and in a few years,
we may see an entirely different realization of the computer relays.

Experience and Future Trends

Field experience with the computer relays has been excellent so far. The manufacturers of traditional
relays have adopted this technology in a big way. As more experience is gained with the special requirements of
computer relays, it is likely that other—nontraditional—relay manufacturers will enter the field.

It seems clear that in computer relaying, power system engineers have obtained a tool with exciting new
possibilities. Computers, with the communication networks now being developed, can lead to
improved monitoring, protection, and control of power systems. An entirely new field, adaptive relaying,
has been introduced recently [Phadke and Horowitz, 1990]. The idea is that protection systems should adapt to
changing conditions of the power networks. In doing so, protection systems become more sensitive and
reliable. Another development, which can be traced to computer relaying, is that of synchronized phasor
measurements in power systems [Phadke and Thorp, 1991]. The development of the Global Positioning
System (GPS) satellites has made possible the synchronization of sampling clocks used by relays and other
measuring devices across the power system. This technology is expected to have a major impact on static and
dynamic state estimation and on control of the electric power networks.

Defining Terms

Computer relays: Relays that use digital computers as their logic elements.
Distance protection: Relaying principle based upon estimating fault location (distance) and providing a
response based upon the distance to the fault.
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Electromechanical relays: Relays that use electromechanical logic elements.

Pilot: A communication medium used by relays to help reach a reliable diagnosis of certain faults.

Relays: Devices that detect faults on power equipment and systems and take appropriate control actions to
deenergize the faulty equipment.

Reliability: For relays, reliability implies dependability, i.e., certainty of operating when it is supposed to,
and security, certainty of not operating when it is not supposed to.

Solid state relays: Relays that use solid state analog components in their logic elements.

Transducers: Current and voltage transformers that reduce high-magnitude signals to standardized low-
magnitude signals which relays can use.
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Further Information

In addition to the references provided, papers sponsored by the Power System Relaying Committee of the
IEEE and published in the IEEE Transactions on Power Delivery contain a wealth of information about
protective relaying practices and systems. Publications of CIGRE also contain papers on relaying, through
their Study Committee 34 on protection. Relays and relaying systems usually follow standards, issued
by IEEE in this country, and by such international bodies as the IEC in Europe. The field of computer
relaying has been covered in Computer Relaying for Power Systems, by A.G. Phadke and J].S. Thorp
(New York: Wiley, 1988).

3.5 Transient Operation of Power Systems

R.B. Gungor

Stable operations of power transmission systems have been a great concern of utilities since the beginning of
early power distribution networks. The transient operation and the stability under transient operation are
studied for existing systems, as well as the systems designed for future operations.

Power systems must be stable while operating normally at steady state for slow system changes under

switching operations, as well as under emergency conditions, such as lightning strikes, loss of some generation,
or loss of some transmission lines due to faults.

The tendency of a power system (or a part of it) to develop torques to maintain its stable operation is
known as stability. The determination of the stability of a system then is based on the static and dynamic
characteristics of its synchronous generators. Although large induction machines may contribute energy to the
system during the subtransient period that lasts one or two cycles at the start of the disturbance, in general,
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induction machine loads are treated as static loads for YN 0
transient stability calculations. This is one of the 0 +
simplification considerations, among others. @

The per-phase model of an ideal synchronous B Vi
generator with nonlinearities and the stator resistance
neglected is shown in Figure 3.46, where E; is the o

generated (excitation) voltage and X is the steady-state
direct axis synchronous reactance. In the calculation of = FIGURE3.46 Per-phase model of an ideal synchronous
transient and subtransient currents, X; is replaced by generator. (Source: R.B. Gungor, Power Systems, San
transient reactance X, and subtransient reactance X!, Diego: Harcourt Brace Jovanovich, 1988, chap. 11.
respectively. With permission.)

Per-phase electrical power output of the generator for
this model is given by Equation (3.32).

E,V,

P, ==L _sind = P,,,sind (3.32)
XS

where J is the power angle, the angle between the generated voltage and the terminal voltage.

The simple power-angle relation of Equation (3.32) can be used for real power flow between any two
voltages separated by a reactance. For the synchronous machine, the total real power is three times the value
calculated by Equation (3.32), when voltages in volts and the reactance in ohms are used. On the other hand,
Equation (3.32) gives per-unit power when per-unit voltages and reactance are used.

Figure 3.47 shows a sketch of the power-angle relation of Equation (3.32). Here the power P; is carried by
the machine under J;, and P, under J,. For gradual changes in the output power up to P, for 6 = 90°, the
machine will be stable. So we can define the steady-state stability limit as

. OP
< — .
0<90 35 >0 (3.33)

A sudden change in the load of the generator, e.g., from P; to P,, will cause the rotor to slow down so that the
power angle J is increased to supply the additional power to the load. However, the deceleration of the rotor
cannot stop instantaneously. Hence, although at J, the developed power is sufficient to supply the load, the

0 5 3 90° 8

FIGURE 3.47 Power-angle characteristics of ideal synchronous generator. (Source: R.B. Gungor, Power Systems, San
Diego: Harcourt Brace Jovanovich, 1988, chap. 11. With permission.)
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FIGURE 3.48 Typical power angle-time relations. (Source: R.B. Gungor, Power Systems, San Diego: Harcourt Brace
Jovanovich, 1988, chap. 11. With permission.)

rotor will overshoot ¢, until a large enough opposite torque is built up to stop deceleration. Now the excess
energy will start accelerating the rotor to decrease . Depending on the inertia and damping, these oscillations
will die out or the machine will become unstable and lose its synchronism to drop out of the system. This is
the basic transient operation of a synchronous generator. Note that during this operation it may be possible
for 6 to become larger than 90° and the machine still stay stable. Thus 6 = 90° is not the transient
stability limit.

Figure 3.48 shows typical power-angle versus time relations.

In the discussions to follow, the damping (stabilizing) effects of (1) the excitation systems; (2) the speed
governors; and (3) the damper windings (copper squirrel-cage embedded into the poles of the synchronous
generators) are omitted.

Stable Operation of Power Systems

Figure 3.49 shows an N-bus power system with G generators.
To study the stability of multimachine transmission systems, the resistances of the transmission lines
and transformers are neglected and the reactive networks are reduced down to the generator internal

1 Q— ————»G+1
2( — —>» G+2
| Passive |
| reactive |
| power
system |
| |
' |
¢ O— L N

.|| S

FIGURE 3.49 A multimachine reactive power system. (Source: R.B. Gungor, Power Systems, San Diego: Harcourt Brace
Jovanovich, 1988, chap. 11. With permission.)
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Xz

FIGURE 3.50 Multiport reduced reactive network. (Source: R.B. Gungor, Power Systems, San Diego: Harcourt Brace
Jovanovich, 1988, chap. 11. With permission.)

voltages by dropping the loads and eliminating the load buses. One such reduced network is sketched in
Figure 3.50.
The power flow through the reactances of a reduced network are

P; :E"Ejsina,-- ij=12,...,G (3.34)
] Xi' 7l
The generator powers are o
P;=> Py (3.35)
k=1
The system will stay stable for
OP;
>0 i=1,2,...,G (3.36)
35,

Equation (3.36) is observed for two machines at a time by considering all but two (say k and n) of the powers
in Equation (3.35) as constants. Since the variations of all powers but k and n are zero, we have

oP, oP, oP,

= do;; +—-ddé,+ - - - +—-ddg=0 3.37
00, 06, ¢ 00, © (337)

These G-2 equations are simultaneously solved for G-2 ddys, then these are substituted in dP; and dP,

equations to calculate the partial derivatives of P, and P, with respect to d\, to see if Equations (3.36) fori = k

and i = n are satisfied. Then the process is repeated for the remaining pairs.

dp;

Although the procedure outlined seems complicated, it is not too difficult to produce a computer algorithm
for a given system.

To study the transient stability, dynamic operations of synchronous machines must be considered. An ideal
generator connected to an infinite bus (an ideal source) through a reactance is sketched in Figure 3.51.

The so-called swing equation relating the accelerating (or decelerating) power (difference between shaft
power and electrical power as a function of ) to the second derivative of the power angle is given in
Equation (3.38).

Pa :Ps_Pe
2 ) 3.38
i—g = PS—E—%E’ sin 0 (3.38)

where M = HS/180f (M]J/electrical degree); H is the inertia constant (MJ/MVA); S is the machine rating
(MVA); f is the frequency (Hz); P, is the shaft power (MW).
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FIGURE 3.51 An ideal generator connected to an infinite bus. (Source: R.B. Gungor, Power Systems, San Diego: Harcourt
Brace Jovanovich, 1988, chap. 11. With permission.)

For a system of G machines, a set of G swing equations as given in Equation (3.39) must be solved
simultaneously.
&5,
iﬁzpsi_PmaX;Sinéi i=1,2,...,G (339)
The swing equation of the single-machine system of Figure 3.51 can be solved either graphically or
analytically. For graphical integration, which is called equal-area criterion, we represent the machine by its
subtransient reactance, assuming that electrical power can be calculated by Equation (3.32), and during the
transients the shaft power P; remains constant. Then, using the power-angle curve(s), we sketch the locus of
operating point on the curve(s) and equate the areas for stability. Figure 3.52 shows an example for which the
shaft power of the machine is suddenly increased from the initial value of P, to P,.
The excess energy (area A;) will start to accelerate the rotor to increase ¢ from 9, to J,, for which the area
(A,) above P, equals the area below. These areas are

d;
Ay = Py(0,—0,) = [ Pray sin 6do
, 5 (3.40)
Ay = [ Ppaxsinddd — Pi(4,, — 5,)
5

s

Substituting, the values of P,, P, d,, and Js, 0,, can be calculated.

Pe
Pmax
AN
P, N
s : A1
PO
of s & &, 90° B o 5

FIGURE 3.52 A sudden loading of a synchronous generator. (Source: R.B. Gungor, Power Systems, San Diego: Harcourt
Brace Jovanovich, 1988, chap. 11. With permission.)
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Figure 3.53 illustrates another example, where a three-phase fault reduces the power transfer to infinite bus
to zero. O is the critical clearing angle beyond which the machine will not stay stable.

The third example, shown in Figure 3.54, indicates that the power transfers before, during, and after the
fault are different. Here the system is stable as long as 0, = Omax-

For the analytical solution of the swing equation a numerical integration technique is used (Euler’s method,
modified Euler’s method, Runge-Kutta method, etc.). The latter is most commonly used for computer
algorithms.

The solution methods developed are based on various assumptions. As before, machines are represented
by subtransient reactances, electrical powers can be calculated by Equation (3.32), and the shaft power

7

o X\
0 8&\\§ ‘ 3

FIGURE 3.53 Ciritical clearing angle for stability. (Source: R.B. Gungor, Power Systems, San Diego: Harcourt Brace
Jovanovich, 1988, chap. 11. With permission.)
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FIGURE 3.54 Power-angle relation for power transfer during fault. (Source: R.B. Gungor, Power Systems, San Diego:
Harcourt Brace Jovanovich, 1988, chap. 11. With permission.)
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does not change during transients. In addition, the velocity increments are assumed to start at the
beginning of time increments, and acceleration increments start at the middle of time increments; finally,
an average acceleration can be used where acceleration is discontinuous (e.g., where circuit breakers open
or close).

Figure 3.55 shows a sketch of angle, velocity, and acceleration changes related to time as outlined above.
Under these assumptions the next value of the angle é can be obtained from the previous value as

(Ar)?
5k+1 - 5k + Ak+15 - 5k + Ak5 + Vpak (3.41)

where the accelerating power is

Pak = Ps - Pek
and
Pek = Pmaxk sin 5](

For hand calculations a table, as shown in Table 3.3, can be set up for fast processing.
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FIGURE 3.55 Incremental angle, velocity, and acceleration changes versus time. (Source: R.B. Gungor, Power Systems, San
Diego: Harcourt Brace Jovanovich, 1988, chap. 11. With permission.)



3-60 Systems, Controls, Embedded Systems, Energy, and Machines

Table 3.3 Numerical Calculations of Swing Equations

n t P P Py BOPa A5,
M

0 0_

0 0,

0 Oay

1 At

2 2At

3 3At

4 4At

5 5At

6 6At

Computer algorithms are developed by using the before-fault, during-fault, and after-fault Zgys matrix of
the reactive network reduced to generator internal voltages with generators represented by their subtransient
reactances. Each generator’s swing curve is obtained by numerical integration of its power angle for a specified
condition, then a set of swing curves is tabulated or graphed for observation of the transient stability.

Defining Terms

Critical clearing angle: Power angle corresponding to the critical clearing time.

Critical clearing time: The maximum time at which a fault must be cleared for the system to stay
transiently stable.

Disturbance (fault): A sudden change or a sequence of changes in the components or the formation of a
power system.

Large disturbance: A disturbance for which the equations for dynamic operation cannot be linearized for
analysis.

Power angle: The electrical angle between the generated and terminal voltages of a synchronous generator.

Small disturbance: A disturbance for which the equations for dynamic operation can be linearized for
analysis.

Stability: The tendency of a power system (or a part of it) to develop torques to maintain its stable
operation for a disturbance.

Steady-state stability: A power system is steady-state stable if it reaches another steady-state operating
point after a small disturbance.

Transient operation: A power system operating under abnormal conditions because of a disturbance.

Transient stability: A power system is transiently stable if it reaches a steady-state operating point after a
large disturbance.
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Further Information

In addition to the references listed above, further and more recent information can be found in IEEE
publications, such as IEEE Transactions on Power Systems, IEEE Transactions on Power Delivery, IEEE
Transactions on Energy Conversion, and IEEE Transactions on Automatic Control.

Power Engineering Review and Computer Applications in Power of the IEEE are good sources for paper
summaries.

Finally, IEEE Transactions on Power Apparatus and Systems dating back to the 1950s can be consulted.

3.6 Planning

J. Duncan Glover

Introduction

An electric utility transmission system performs three basic functions: delivers outputs from generators to the
system; supplies power to the distribution system; and provides for power interchange with other utilities. The
electric utility industry has developed planning principles and criteria to ensure that the transmission system
reliably performs these basic functions.

The North American Electric Reliability Council (NERC) has provided definitions of the terms reliability,
adequacy, and security (see Defining Terms at the end of this section).

System reliability may be viewed from two perspectives: short-term reliability and long-term reliability. The
system operator is primarily concerned with real-time security aspects in the short term, that is, supplying steady,
uninterrupted service under existing operating conditions and as they occur over the next few minutes, hours,
days, or months. The transmission planning engineer, however, is concerned not only with security aspects in the
short term but also adequacy and security aspects in the long term, as many as 25 or more years into the future.

The actual construction of a major transmission facility requires three to five years or more, depending
largely on the siting and certification process. As such, the planning process requires up to ten years prior to
operation of these facilities to ensure that they are available when required. The long lead times, environmental
impacts, and high costs required for new transmission facilities require careful and near-optimal planning.
Future changes in system operating conditions, such as changes in spatial load and generation patterns, create
uncertainties that challenge the transmission planning engineer to select the best technical solution among
several alternatives with due consideration of nontechnical factors. Transmission planning strives to maintain
an optimal balance between system reliability, environmental impacts, and cost under future uncertainties.

Before transmission planning is started, long-term load forecasting and generation planning are completed. In
long-term load forecasting, peak and off-peak loads in each area of the system under study are projected, year by
year, from the present up to 25 years into the future. Such forecasts are based on present and past load trends,
population growth patterns, and economic indicators. In generation planning, generation resources are selected
with sufficient generation reserve margins to meet projected customer loads with adequate quality and reliability
in an economic manner. New generating units both at new plant sites and at existing plants are selected, and
construction schedules are established to ensure that new generation goes online in time to meet projected loads.

The results of long-term load forecasting and generation planning are used by transmission planning
engineers to design the future transmission system so that it performs its basic functions. The following are
selected during the transmission planning process:

 Routes for new lines
» Number of circuits for each route or right-of-way
« EHV vs. HVDC lines
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Overhead vs. underground line construction

Types of towers for overhead lines

Voltage levels

Line ratings

Shunt reactive and series capacitive line compensation

Number and locations of substations

Bus and circuit-breaker configurations at substations

Circuit-breaker ratings

Number, location, and ratings of bulk power system transformers

Number, location, and ratings of voltage-regulating transformers and phase-shifting transformers
Number, location, and ratings of shunt capacitor banks and synchronous condensers for voltage
control

Number, location, and ratings of flexible ac transmission system (FACTS) modules, including static VAR
compensators (SVCs) and thyristor-controlled series compensators for control of voltage and power flows
Basic insulation levels (BILs)

Surge arrester locations and ratings

Protective relaying schemes

Communications facilities

Upgrades of existing circuits

Reinforcements of system interconnections.

Planning Tools

As electric utilities have grown in size and the number of interconnections has increased, making the above

selections during the planning process has become increasingly complex. The increasing cost of additions and

modifications has made it imperative that planning engineers consider a wide range of design options and
perform detailed studies on the effects on the system of each option based on a number of assumptions:

normal and emergency operating conditions, peak and off-peak loadings, and present and future years of
operation. A large volume of network data must be collected and accurately handled. To assist the planning
engineer, the following digital computer programs are used [Glover and Sarma, 2002]:

1.

Power-flow programs. Power-flow (also called load-flow) programs compute voltage magnitudes, phase
angles, and transmission line power flows for a power system network under steady-state operating
conditions. Other output results, including transformer tap settings, equipment losses, and reactive power
outputs of generators and other devices, are also computed. To do this, the locations, sizes, and operating
characteristics of all loads and generation resources of the system are specified as inputs. Other inputs
include the network configuration as well as ratings and other characteristics of transmission lines,
transformers, and other equipment. Today’s computers have sufficient storage and speed to compute in
less than one minute power-flow solutions for networks with more than 100,000 buses and 100,000
transmission lines. High-speed printers then print out the complete solution in tabular form for analysis
by the planning engineer. Also available are interactive power-flow programs, whereby power-flow results
are displayed on computer screens in the form of interactive and animated single-line diagrams. The
engineer uses these to modify the network from a keyboard or with a mouse and can readily visualize the
results. Spreadsheet analyses are also used. The computer’s large storage and high-speed capabilities allow
the engineer to run the many different cases necessary for planning.

Transient stability programs. Transient stability programs are used to study power systems under
disturbance conditions to predict whether synchronous generators remain in synchronism and system
stability is maintained. System disturbances can be caused by the sudden loss of a generator or
a transmission line, by sudden load increases or decreases, and by short circuits and switching operations.
The stability program combines power-flow equations and generator dynamic equations to compute the
angular swings of machines during disturbances. The program also computes critical clearing times for
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network faults and allows the planning engineer to investigate the effects of various network
modifications, machine parameters, disturbance types, and control schemes.

Short-circuits programs. Short-circuits programs compute three-phase and line-to-ground fault currents
in power system networks in order to evaluate circuit breakers and relays that detect faults and control
circuit breakers. Minimum and maximum short-circuit currents are computed for each circuit breaker
and relay location under various system operating conditions, such as lines or generating units out of
service, in order to specify circuit breaker ratings and protective relay schemes.

Transients programs. Transients programs compute the magnitudes and shapes of transient overvoltages
and currents that result from switching operations and lightning strikes. Planning engineers use the
results of transients programs to specify BILs for transmission lines, transformers, and other equipment
and to select surge arresters that protect equipment against transient overvoltages.

Research efforts aimed at developing computerized, automated transmission planning tools are ongoing.
Examples and references are given in Overbye and Weber (2001). Other programs for transmission planning
include production cost, investment cost, relay coordination, power-system database management,
transformer thermal analysis, and transmission line design programs. Some of the vendors that offer software
packages for transmission planning are given as follows:

ABB Network Control Ltd., Switzerland (www.abb.com)

CYME International, St. Bruno, Quebec, Canada (www.cyme.com)
Electrocon International, Inc., Ann Arbor, MI. (www.electrocon.com)
GE Energy, Schenectady, NY (www.gepower.com)

PowerWorld Corporation, Champaign, IL (www.powerworld.com)
Shaw Power Technologies, Inc., Schenectady, NY (www.shawgrp.com)
Operation Technology, Inc., Irvine, CA (www.etap.com)

Basic Planning Principles

The electric utility industry has established basic planning principles intended to provide a balance among all
power system components so as not to place too much dependence on any one component or group of
components. Transmission planning criteria are developed from these principles along with actual system
operating history and reasonable contingencies. These planning principles are given as follows:

1.

3.
4.

Maintain a balance among power system components based on size of load, size of generating units and
power plants, the amount of power transfer on any transmission line or group of lines, and the strength
of interconnections with other utilities. In particular:

a. Avoid excessive generating capacity at one unit, at one plant, or in one area.

b. Avoid excessive power transfer through any single transformer, through any transmission line,
circuit, tower, or right-of-way, or though any substation.

c. Provide interconnection capacity to neighboring utilities, which is commensurate with the size of
generating units, power plants, and system load.

Provide transmission capability with ample margin above that required for normal power transfer from
generators to loads in order to maintain a high degree of flexibility in operation and to meet a wide
range of contingencies.

Provide for power system operation such that all equipment loadings remain within design capabilities.
Utilize switching arrangements, associated relay schemes, and controls that permit:

a. Effective operation and maintenance of equipment without excessive risk of uncontrolled power
interruptions.

b. Prompt removal and isolation of faulted components.

c. Prompt restoration in the event of loss of any part of the system.
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Equipment Ratings

Transmission system loading criteria used by planning engineers are based on equipment ratings. Both normal
and various emergency ratings are specified. Emergency ratings are typically based on the time required for
either emergency operator actions or equipment repair times. For example, up to two hours may be required
following a major event such as loss of a large generating unit or a critical transmission facility in order to
bring other generating resources online and to perform appropriate line-switching operations. The time to
repair a failed transmission line typically varies from two to ten days, depending on the type of line (overhead,
underground cable in conduit, or pipe-type cable). The time required to replace a failed bulk-power-system
transformer is typically 30 days. As such, ratings of each transmission line or transformer may include normal,
two-hour emergency, two- to ten-day emergency, and in some cases 30-day emergency ratings.

The rating of an overhead transmission line is based on the maximum temperature of the conductors.
Conductor temperature affects the conductor sag between towers and the loss of conductor tensile strength due to
annealing. If the temperature is too high, proscribed conductor-to-ground clearances [ANSI-C2, 2002] may not
be met, or the elastic limit of the conductor may be exceeded such that it cannot shrink to its original length when
cooled. Conductor temperature depends on the current magnitude and its time duration, as well as on ambient
temperature, wind velocity, solar radiation, and conductor surface conditions. Standard assumptions on ambient
temperature, wind velocity, etc. are selected, often conservatively, to calculate overhead transmission line ratings
[ANSI/IEEE Std. 738-93, 1993]. It is common practice to have summer and winter normal line ratings, based on
seasonal ambient temperature differences. Also, in locations with higher prevailing winds, such as coastal areas,
larger normal line ratings may be selected. Emergency line ratings typically vary from 110 to 120% of normal
ratings. Real-time monitoring of actual conductor temperatures along a transmission line has also been used for
online dynamic transmission line ratings [Henke and Sciacca, 1989].

Normal ratings of bulk power system transformers are determined by manufacturers’ nameplate ratings.
Nameplate ratings are based on the following ANSI/IEEE standard conditions:

1. Continuous loading at nameplate output

2. 30°C average ambient temperature (never exceeding 40°C)

3. 110°C average hot-spot conductor temperature (never exceeding 120°C) for 65°C average-winding-rise
transformers [ANSI/IEEE C57.91, 1995].

For 55°C average-winding-rise transformers, the hot-spot temperature limit is 95°C average (never
exceeding 105°C). The actual output that a bulk power system transformer can deliver at any time with normal
life expectancy may be more or less than the nameplate rating, depending on the ambient temperature and
actual temperature rise of the windings. Emergency transformer ratings typically vary from 130 to 150% of
nameplate ratings.

Planning Criteria

Transmission system planning criteria have been developed from the above planning principles and
equipment ratings as well as from actual system operating data, probable operating modes, and equipment
failure rates. These criteria are used to plan and build the transmission network with adequate margins to
ensure a reliable supply of power to customers under reasonable equipment-outage contingencies. The
transmission system should perform its basic functions under a wide range of operating conditions.
Transmission planning criteria include equipment loading criteria, transmission voltage criteria, stability
criteria, and regional planning criteria.

Equipment Loading Criteria

Typical equipment loading criteria are given in Table 3.4. With no equipment outages, transmission
equipment loadings should not exceed normal ratings for all realistic combinations of generation and
interchange. Operation of all generating units, including base-loaded and peaking units during peak load
periods as well as operation of various combinations of generation and interchange during off-peak periods,
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Table 3.4 Typical Transmission Equipment Loading Criteria

Equipment Out of Service Rating Not to Be Exceeded Comment

None Normal

Any generator Normal

Any line or transformer Two-hour emergency Before switching

Any line and any transformer” Two- to ten-day emergency After switching required for both outages.
Line repair time.

Any line and any generator Two- to ten-day emergency After switching required for both outages.
Line repair time.

Any transformer and any generator 30-day emergency After switching required for both outages.

Install spare transformer.

“Some utilities do not include double-contingency outages in transmission system loading criteria.

should be considered. Also, normal ratings should not be exceeded with all transmission lines and
transformers in service and with any generating unit out of service.

With any single-contingency outage, emergency ratings should not be exceeded. One loading criterion is not
to exceed two-hour emergency ratings when any transmission line or transformer is out of service. This gives
time to perform switching operations and change generation levels, including use of peaking units, to return
to normal loadings.

With some of the likely double-contingency outages, the transmission system should supply all system loads
without exceeding emergency ratings. One criterion is not to exceed two- to ten-day emergency ratings when
any line and any transformer are out of service or when any line and any generator are out of service. This
gives time to repair the line. With the outage of any transformer and any generator, 30-day emergency ratings
should not be exceeded, which gives time to install a spare transformer.

The loading criteria in Table 3.4 do not include all types of double-contingency outages. For example, the
outage of a double-circuit transmission line or two transmission lines in the same right-of-way is not
included. Also, the loss of two transformers in the same load area is not included. Under these double-
contingency outages, it may be necessary to shed load at some locations during heavy load periods.
Although experience has shown that these outages are relatively unlikely, their consequences should be
evaluated in specific situations. Factors to be evaluated include the size of load served, the degree of risk, and
the cost of reinforcement.

Specific loading criteria may also be required for equipment serving critical loads and critical load areas.
One criterion is to maintain service to critical loads under a double-contingency outage with the prior outage
of any generator.

Transmission Voltage Criteria

Transmission voltages should be maintained within suitable ranges for both normal and reasonable emergency
conditions. Abnormal transmission voltages can cause damage or malfunction of transmission equipment
such as circuit breakers or transformers and adversely affect many customers. Low transmission voltages tend
to cause low distribution voltages, which in turn cause increased distribution losses as well as higher motor
currents at customer loads and at power plant auxiliaries. Transmission voltage planning criteria are intended
to be conservative.

Maximum planned transmission voltage is typically 105% of rated nominal voltage for both normal and
reasonable emergency conditions. Typical minimum planned transmission voltages are given in Table 3.5.
System conditions in Table 3.5 correspond to equipment out of service in Table 3.4. Single-contingency
outages correspond to the loss of any line, any transformer, or any generator. Double-contingency outages
correspond to the loss of any transmission line and transformer, any transmission line and generator, any
transformer and generator, or any two generators.
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Table 3.5 Typical Minimum Transmission Voltage Criteria

Planned Minimum Transmission Voltage
at Substations, % of Normal

System Condition Generator Station EHYV Station HV Station
Normal 102 98 95-97.5
Single-contingency 100 96 92.5-95

outage
Double-contingency 98 94 92.5
outage*

"Some utilities do not include double-contingency outages in planned
minimum voltage criteria.

Typical planned minimum voltage criteria shown in Table 3.5 for EHV (345 kV and higher) substations
and for generator substations are selected to maintain adequate voltage levels at interconnections, at power
plant auxiliary buses, and on the lower-voltage transmission systems. Typical planned minimum voltage
criteria for lower HV (such as, 138 kV, 230 kV) transmission substations vary from 95 to 97.5% of
nominal voltage under normal system conditions to as low as 92.5% of nominal under double-contingency
outages.

Equipment used to control transmission voltages includes voltage regulators at generating units (excitation
control), tap-changing transformers, regulating transformers, synchronous condensers, shunt reactors, shunt
capacitor banks, and FACTS modules. When upgrades are selected during the planning process to meet
planned transmission voltage criteria, some of this equipment should be assumed out of service.

Stability Criteria

System stability is the ability of all synchronous generators in operation to stay in synchronism with each other
while moving from one operating condition to another. Steady-state stability refers to small changes in
operating conditions, such as normal load changes. Transient stability refers to larger, abrupt changes, such as
the loss of the largest generator or a short circuit followed by circuit breakers opening, where synchronism or
loss of synchronism occurs within a few seconds. Dynamic stability refers to longer time periods, from
minutes up to half an hour following a large, abrupt change, where steam generators (boilers), automatic
generation control, and system operator actions affect stability.

In the planning process, steady-state stability is evaluated via power-flow programs by the system’s ability to
meet equipment loading criteria and transmission voltage criteria under steady-state conditions. Transient
stability is evaluated via stability programs by simulating system transient response for various types of
disturbances, including short circuits and other abrupt network changes. The planning engineer designs the
system to remain stable for the following typical disturbances:

1. With all transmission lines in service, a permanent three-phase fault (short circuit) occurs on any
transmission line, on both transmission lines on any double-circuit tower, or at any bus; the fault is
successfully cleared by primary relaying.

2. With any one transmission line out of service, a permanent three-phase fault occurs on any other
transmission line; the fault is successfully cleared by primary relaying.

3. With all transmission lines in service, a permanent three-phase fault occurs on any transmission line;
backup relaying clears the fault after a time delay, due to a circuit-breaker failure.

Regional Planning Criteria

The North American Electric Reliability Council (NERC) is a nonprofit company formed in 1968, as a result of
the 1965 northeast blackout, to promote the reliability of bulk electric systems that serve North America.



Transmissions 3-67

NERC works with all segments of the electric industry, to “keep the lights on” by developing and encouraging
compliance with rules for the reliable operation of the electric grid. Its mission is to ensure reliability of the
North American power grid (www.nerc.com).

As shown in Figure 3.56, NERC comprises ten regional reliability councils that account for virtually all the
electricity supplied in the United States, Canada, and a portion of Mexico [www.nerc.com]. The
interconnected bulk electric systems in this overall region comprise many individual systems, each with its
own electrical characteristics, customers, as well as geography, weather, economy, regulations, and political
climates [NERC, 1997]. All electric systems within an integrated network are electrically connected, and
whatever one system does can affect the reliability of the other systems. In order to maintain the reliability of
the interconnected bulk electric systems, the regional councils and their members strive to comply with the
NERC Planning Standards for Transmission Systems, which are excerpted from [NERC, 1997] as follows.

S1. The interconnected transmission systems shall be planned, designed, and constructed such that with all
transmission facilities in service and with normal (precontingency) operating procedures in effect, the
network can deliver generator unit output to meet projected customer demands and provide contracted
firm (nonrecallable reserved) transmission services, at all demand levels, under the conditions defined in
Category A of Table 3.6.

S2. The interconnected transmission systems shall be planned, designed, and constructed such that the
network can be operated to supply projected customer demands and contracted firm (nonrecalled reserved)
transmission services, at all demand levels, under the conditions of the contingencies as defined in Category
B of Table 3.6.

ECAR - East Central Area Reliability Coordination Agreement
FRCC - Florida Reliability Coordinating Council

MAAC - Mid-Atlantic Area Council

MAIN - Mid-America Interconnected Network, Inc.

MAAP - Mid-Continent Area Power Pool

NPCC - Northeast Power Coordinating Council

SERC - Southeastern Electric Reliability Council

SPP - Southwest Power Pool, Inc.

WECC - Western Electricity Coordinating Council

ERCOT - Electric Reliability Council of Texas, Inc.

FIGURE 3.56 Ten regional reliability councils established by NERC. (Source: www.nerc.com. With permission.)



Table 3.6 Transmission Systems Standards — Normal and Contingency Conditions [NERC, 1997, with permission]

Contingencies

System Limits or Impacts

Loss of Demand

Initiating Events and Components Thermal Voltage System or Curtailed Firm Cascading®
Category Contingency Components Out of Service Limits Limits Stable Transfers Outages
A — No Contingencies All facilities in service None Normal Normal Yes No No
B — Event resulting in Single line ground (SLG) Applicable Applicable
the loss of a single or three-phase (3Fault),
component with normal clearing: Single Rating® (A/R) Rating® (A/R) Yes No® No
1. Generator Single A/R A/R Yes No® No
2. Transmission circuit Single A/R A/R Yes No® No
3. Transformer Single A/R A/R Yes No® No
Loss of a component
without a fault
Single pole block, with
normal clearing:
4. Single pole (dc) line Single A/R A/R Yes No® No
C — Events resulting in SLG fault, with
the loss of two or normal clearing:
more (multiple)
components 1. Bus section Multiple A/R A/R Yes Planned! No
2. Breaker (failure or Multiple A/R A/R Yes Planned? No

internal fault)

SLG or 3JFault, with
normal clearing,
manual system
adjustments, followed
by another SLG or
3Fault, with
normal clearing:

89-€
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D€ — Extreme event
resulting in two or
more (multiple)
components removed
or cascading out of
service

w

. Category B (BI, B2,
B3, or B4)
contingency, manual
system
adjustments, followed
by another Category B (B1, B2,
B3, or B4)
contingency
Bipolar block, with
normal clearing:
. Bipolar (dc) line
fault non (3,
with normal clearing:
5. Double circuit towerline
SLG fault, with delayed
clearing:
6. Generator
7. Transmission circuit

'S

8. Transformer

9. Bus section

3Fault, with delayed
clearing (stuck breaker or
protection system failure):

1. Generator 2. Transmission
circuit

3. Transformer 4. Bus section

3(JFault, with normal
clearing:

5. Breaker (failure or
internal fault)

Other:

Multiple

Multiple

Multiple

Multiple
Multiple

Evaluate for risks
and consequences

A/R

A/R

A/R

A/R
A/R

A/R

A/R

A/R

A/R
A/R

Yes

Yes

Yes

Yes
Yes

Planned?

Planned?

Planned!

Planned?
Planned!

+ May involve substantial loss of customer demand and generation in a widespread area or areas

« Portions or all of the interconnected systems may or may not achieve a new, stable operating point

Evaluation of these events
may require joint studies
with neighboring systems

No

No

(continued)
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Table 3.6  Continued
Contingencies System Limits or Impacts
Loss of Demand
Initiating Events and Components Thermal Voltage System or Curtailed Firm Cascading®
Category Contingency Components Out of Service Limits Limits Stable Transfers Outages

~

10.

11.

12.

13.

. Loss of towering

with three or
more circuits

. All transmission lines

on a common

right-of-way

. Loss of a substation

(one voltage level
plus transformers)

. Loss of a switching station

(one voltage level plus
transformers)

Loss of all generating
units at a station

Loss of a large load or
major load center
Failure of a fully
redundant special
protection system

(or remedial action
scheme) to operate
when required
Operation, partial
operation, or
misoperation of a
fully redundant
special protection
system (or remedial
action scheme) for an
event or condition for
which it was not intended
to operate

Document measures or
procedures to mitigate
the extent and effects
of such events

Mitigation or elimination
of the risks and consequences
of these events shall be at the
discretion of the entities
responsible for the reliability
of the interconnected
transmission systems

0.-€
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14. Impact of severe power
swings or oscillations from
disturbances in another
regional council

“Applicable rating (A/R) refers to the applicable normal and emergency facility thermal rating or system voltage limit as determined and consistently applied by the system or facility
owner.

“Planned or controlled interruption of generators or electric supply to radial customers or some local network customers, connected to or supplied by the faulted component or by the
affected area, may occur in certain areas without impacting the overall security of the interconnected transmission systems. To prepare for the next contingency, system adjustments are
permitted, including curtailments of contracted firm (nonrecallable reserved) electric power transfers.

“Cascading is the uncontrolled successive loss of system elements triggered by an incident at any location. Cascading results in widespread service interruption which cannot be restrained
from sequentially spreading beyond an area predetermined by appropriate studies.

9Depending on system design and expected system impacts, the controlled interruption of electric supply to customers (load shedding), the planned removal from service of certain
generators, or the curtailment of contracted firm (nonrecallable reserved) electric power transfers may be necessary to maintain the overall security of the interconnected transmission
systems.

°A number of extreme contingencies that are listed under Category D and judged to be critical by the transmission planning entities will be selected for evaluation. It is not expected that all
possible facility outages under each listed contingency of Category D will be evaluated.

SUOISSIWISUDI],
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The transmission systems shall also be capable of accommodating planned bulk electric equipment

maintenance outages and continuing to operate within thermal, voltage, and stability limits under the
conditions of the contingencies as defined in Category B of Table 3.6.
S3. The interconnected transmission systems shall be planned, designed, and constructed such that the
network can be operated to supply projected customer demands and contracted firm (nonrecalled reserved)
transmission services, at all demand levels, under the conditions of the contingencies as defined in Category
C of Table 3.6. The controlled interruption of customer demand, the planned removal of generators, or the
curtailment of firm (nonrecalled reserved) power transfers may be necessary to meet this standard.

The transmission systems also shall be capable of accommodating bulk electric equipment maintenance
outages and continuing to operate within thermal, voltage, and stability limits under the conditions of the
contingencies as defined in Category C of Table 3.6.

S4. The interconnected transmission systems shall be evaluated for the risks and consequences of a number
of each of the extreme contingencies that are listed under Category D of Table 3.6.

Following the blackout that occurred on August 14, 2003, in the northeastern United States and Canada, the
U.S.—Canada Power System Outage Task Force recommended that NERC reliability standards be made
mandatory and enforceable [U.S.—Canada Power System Outage Task Force, 2004, and www.nerc.com].
Mandatory compliance with NERC Planning Standards is required to maintain the reliability of
interconnected bulk electric systems.

Value-Based Transmission Planning

Some utilities have used a value-of-service concept in transmission planning [EPRI, 1986]. This concept
establishes a method of assigning a dollar value to various levels of reliability in order to balance reliability
and cost. For each particular outage, the amount and dollar value of unserved energy are determined. Dollar
value of unserved energy is based on rate surveys of various types of customers. If the cost of the
transmission project required to eliminate the outage exceeds the value of service, then that project is given a
lower priority. As such, reliability is quantified and benefit-to-cost ratios are used to compare and prioritize
planning options.

Defining Terms

The NERC defines reliability and the related terms adequacy and security as follows [NERC, 1988]:

Adequacy: The ability of the bulk-power electric system to supply the aggregate electric power and energy
requirements of the consumers at all times, taking into account scheduled and unscheduled outages of
system components.

Reliability: In a bulk-power electric system, reliability is the degree to which the performance of the
elements of that system results in power being delivered to consumers within accepted standards and in
the amount desired. The degree of reliability may be measured by the frequency, duration, and
magnitude of adverse effects on consumer service.

Security: The ability of the bulk-power electric system to withstand sudden disturbances such as electric
short circuits or unanticipated loss of system components.
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Further Information

The NERC was formed in 1968, in the aftermath of the November 9, 1965, northeast blackout, to promote the
reliability of bulk electric power systems of North America. Transmission planning criteria presented here are
partially based on NERC criteria as well as on specific criteria used by transmission planning departments
from three electric utility companies: American Electric Power Service Corporation, Commonwealth Edison
Company, and Pacific Gas & Electric Company. NERC’s publications, developed by utility experts, have
become standards for the industry. In most cases, these publications are available at no charge from NERC,
Princeton, NJ (www.nerc.com).
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Ideally, power should be supplied without interruptions at constant frequency, constant voltage and with
perfectly sinusoidal and, in the case of three-phase, symmetrical waveforms. Supply reliability constitutes a
recognized independent topic, and is not usually discussed under power quality. The specific object of power
quality is the “pureness” of the supply including voltage variations and waveform distortion.

Power system disturbances and the continually changing demand of consumers give rise to voltage
variations. Deviation from the sinusoidal voltage supply can be due to transient phenomena or to the presence
of non-linear components.

The power network is not only the main source of energy supply but also the conducting vehicle for possible
interferences between consumers. This is a subject that comes under the general heading of electromagnetic
compatibility (EMC).

EMC refers to the ability of electrical and electronic components, equipment, and systems to operate
satisfactorily without causing interference to other equipment or systems, or without being affected by other
operating systems in that electromagnetic environment.

EMC is often perceived as interference by electromagnetic radiation between the various elements of a
system. The scope of EMC, however, is more general and it also includes conductive propagation and coupling
by capacitance, inductance (self and mutual) encompassing the whole frequency spectrum.

A power quality problem is any occurrence manifested in voltage, current, or frequency deviation that results in
failure or misoperation of equipment. The newness of the term reflects the newness of the concern. Decades ago,
power quality was not a worry because it had no effect on most loads connected to electric distribution systems.

Therefore, power quality can also be defined as the ability of the electrical power system to transmit and
deliver electrical energy to the consumers within the limits specified by EMC standards.

4.1 Power Quality Disturbances

Following standard criteria [IEC, 1993], the main deviations from a perfect supply are

« periodic waveform distortion (harmonics, interharmonics)

« voltage fluctuations, flicker

« short voltage interruptions, dips (sags), and increases (swells)
« three-phase unbalance

- transient overvoltages

The main causes, effects and possible control of these disturbances are considered in the following sections.

4-1
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Periodic Waveform Distortion

Harmonics are sinusoidal voltages or currents having frequencies that are whole multiples of the frequency at
which the supply system is designed to operate (e.g., 50 Hz or 60 Hz). An illustration of fifth harmonic
distortion is shown in Figure 4.1. When the frequencies of these voltages and currents are not an integer of the
fundamental they are termed interharmonics.

Both harmonic and interharmonic distortion is generally caused by equipment with non-linear voltage/
current characteristics.

In general, distorting equipment produces harmonic currents that, in turn, cause harmonic voltage drops
across the impedances of the network. Harmonic currents of the same frequency from different sources add
vectorially.

The main detrimental effects of harmonics are [Arrillaga et al., 1985]

« maloperation of control devices, main signalling systems, and protective relays

« extra losses in capacitors, transformers, and rotating machines

- additional noise from motors and other apparatus

« telephone interference

 The presence of power factor correction capacitors and cable capacitance can cause shunt and series
resonances in the network producing voltage amplification even at a remote point from the distorting
load.

As well as the above, interharmonics can perturb ripple control signals and at sub-harmonic levels can

cause flicker.
To keep the harmonic voltage content within the recommended levels, the main solutions in current use are

« the use of high pulse rectification (e.g., smelters and HVdc converters)
+ passive filters, either tuned to individual frequencies or of the band-pass type
« active filters and conditioners

The harmonic sources can be grouped in three categories according to their origin, size, and predictability,
ie., small and predictable (domestic and residential), large and random (arc furnaces), and large and
predictable (static converters).

Small Sources

The residential and commercial power system contains large numbers of single-phase converter-fed power
supplies with capacitor output smoothing, such as TVs and PCs, as shown in Figure 4.2. Although their
individual rating is insignificant, there is little diversity in their operation and their combined effect produces

Fundamental Wave
Distorted shape
= t
= R s W .
i v e v S
e
5th harmonic

FIGURE 4.1 Example of a distorted sine wave.



Power Quality 4-3

Supply

voltage

é I Current, 7
h ¥
1

FIGURE 4.2 Single-phase bridge supply for a TV set.
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FIGURE 4.3 Current waveform (a) and harmonic spectrum (b) of a high efficiency lamp.

considerable odd-harmonic distortion. The gas discharge lamps add to that effect as they produce the same
harmonic components.

Figure 4.3 illustrates the current waveform and harmonic spectrum of a typical high efficiency lamp. The
total harmonic distortion (THD) of such lamps can be between 50 and 150%.
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Large and Random Sources

The most common and damaging load of this type is the arc furnace. Arc furnaces produce random variations
of harmonic and interharmonic content which is uneconomical to eliminate by conventional filters.

Figure 4.4 shows a snap-shot of the frequency spectra produced by an arc furnace during the melting and
refining processes, respectively. These are greatly in excess of the recommended levels.

These loads also produce voltage fluctuations and flicker. Connection to the highest possible voltage level and
the use of series reactances are among the measures currently taken to reduce their impact on power quality.

Static Converters

Large power converters, such as those found in smelters and HVdc transmission, are the main producers of
harmonic current and considerable thought is given to their local elimination in their design.

The standard configuration for industrial and HVdc applications is the twelve-pulse converter, shown in
Figure 4.5. The “characteristic’ harmonic currents for the configuration are of orders 12 K * 1 and their
amplitudes are inversely proportional to the harmonic order, as shown by the spectrum of Figure 4.6(b) which
correspond to the time waveform of Figure 4.6(a). These are, of course, maximum levels for ideal system
conditions, i.e., with an infinite (zero impedance) ac system and a perfectly flat direct current (i.e., infinite
smoothing reactance).

When the ac system is weak and the operation not perfectly symmetrical, uncharacteristic harmonics
appear [Arrillaga, 1983].

While the characteristic harmonics of the large power converter are reduced by filters, it is not economical
to reduce in that way the uncharacteristic harmonics and, therefore, even small injection of these harmonic
currents can, via parallel resonant conditions, produce very large voltage distortion levels.

An example of uncharacteristic converter behavior is the presence of fundamental frequency on the dc side
of the converter, often induced from ac transmission lines in the proximity of the dc line, which produces
second harmonic and direct current on the ac side.

Even harmonics, particularly the second, are very disruptive to power electronic devices and are, therefore,
heavily penalized in the regulations.
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FIGURE 4.4 Typical frequency spectra of arc furnace operation. (a) During fusion; (b) during refining.
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FIGURE 4.6 Twelve-pulse converter current. (a) Waveform; (b) spectrum.

The flow of dc current in the ac system is even more distorting, the most immediate effect being
asymmetrical saturation of the converters or other transformers with a considerable increase in even
harmonics which, under certain conditions, can lead to harmonic instabilities [Chen et al., 1996].

Another common example is the appearance of triplen harmonics. Asymmetrical voltages, when using a
common firing angle control for all the valves, result in current pulse width differences between the three
phases which produce triplen harmonics. To prevent this effect, modern large power converters use the
equidistant firing concept instead [Ainsworth, 1968]. However, this controller cannot eliminate second
harmonic amplitude modulation of the dc current which, via the converter modulation process, returns third
harmonic current of positive sequence. This current can flow through the converter transformer regardless of
its connection and penetrate far into the ac system. Again, the presence of triplen harmonics is discouraged by
stricter limits in the regulations.
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Voltage Fluctuations and Flicker

This group includes two broad categories, i.e., Vs

« step voltage changes, regular or irregular in time, such as those W—\M‘J_U

produced by welding machines, rolling mills, mine winders,
etc. [Figures 4.7(a) and (b)].

« cyclic or random voltage changes produced by corresponding
variations in the load impedance, the most typical case being Vens (a) £

the arc furnace load (Figure 4.7(c)). W WN

Generally, since voltage fluctuations have an amplitude not
exceeding +10%, most equipment is not affected by this type of
disturbance. Their main disadvantage is flicker, or fluctuation of
luminosity of an incandescent lamp. The important point is that it is Ve (b) *
impossible, in practice, to change the characteristics of the filament. WWWW”\MW
The physiological discomfort associated with this phenomenon
depends on the amplitude of the fluctuations, the rate of repetition
for voltage changes, and the duration of the disturbance. There is,

7

however, a perceptibility threshold below which flicker is not visible. (©) €
Flicker is mainly associated with the arc furnaces because they
draw different amounts of current each power cycle. The upshot is a FIGURE 4.7 Voltage fluctuations.

modulation of the system voltage magnitude in the vicinity of the
furnace. The modulation frequency is in the band 0 to 30 Hz, which
is in the range that can cause noticeable flicker of light bulbs.

The flicker effect is usually evaluated by means of a flickermeter (IEC Publication 868). Moreover, the
amplitude of modulation basically depends on the ratio between the impedance of the disturbing installation
and that of the supply network.

Brief Interruptions, Sags, and Swells
Voltage Dips (SAGS)

A voltage dip is a sudden reduction (between 10 and 90%) of the voltage, at a point in the electrical system,
such as that shown in Figure 4.8, and lasting for 0.5 cycle to several seconds.

Dips with durations of less than half a cycle are regarded as transients.

A voltage dip may be caused by switching operations associated with temporary disconnection of supply,
the flow of heavy current associated with the start of large motor loads or the flow of fault currents. These
events may emanate from customers’ systems or from the public supply network.

The main cause of momentary voltage dips is probably the lightning strike. In the majority of cases, the
voltage drops to about 80% of its nominal value. In terms of duration, dips tend to cluster around three
values: 4 cycles (the typical clearing time for faults), 30 cycles (the instantaneous reclosing time for breakers),
and 120 cycles (the delayed reclosing time of breakers). The effect of a voltage dip on equipment depends on
both its magnitude and its duration; in about 42% of the cases observed to date they are severe enough to
exceed the tolerance standard adopted by computer manufacturers.

Possible effects are:

« extinction of discharge lamps

« incorrect operation of control devices

« speed variation or stopping of motors

- tripping of contactors

« computer system crash or measuring errors in instruments equipped with electronic devices
« commutation failure in HVdc converters [Arrillaga, 1983]



Power Quality 4-7

Brief Interruptions

Brief interruptions can be considered as voltage sags with 100% amplitude (see Figure 4.9). The cause may be a
blown fuse or breaker opening and the effect an expensive shutdown. For instance, a five-cycle interruption at
a glass factory has been estimated as $200,000, and a major computer center reports that a 2-second outage
can cost approximately $600,000. The main protection of the customer against such events is the installation
of uninterruptible power supplies or power quality conditioners (discussed later).

Brief Voltage Increases (SWELLS)

Voltage swells, shown in Figure 4.10, are brief increases in rms voltage that sometimes accompany voltage sags.
They appear on the unfaulted phases of a three-phase circuit that has developed a single-phase short circuit.
They also occur following load rejection.

Swells can upset electric controls and electric motor drives, particularly common adjustable-speed drives,
which can trip because of their built-in protective circuitry. Swells may also stress delicate computer
components and shorten their life.

Possible solutions to limit this problem are, as in the case of sags, the use of uninterruptible power supplies
and conditioners.

Unbalances

Unbalance describes a situation, as shown in Figure 4.11, in which the voltages of a three-phase voltage
source are not identical in magnitude, or the phase differences between them are not 120 electrical

100% Vn

B80% Vn
e
]

300 ms.

FIGURE 4.8 Voltage sag.
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FIGURE 4.9 Voltage interruption.

FIGURE 4.10 Voltage swell.
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FIGURE 4.11 Voltage unbalance.

degrees, or both. It affects motors and other devices that depend on a well-balanced three-phase voltage
source.

The degree of unbalances is usually defined by the proportion of negative and zero sequence components.

The main causes of unbalance are single-phase loads (such as electric railways) and untransposed overhead
transmission lines.

A machine operating on an unbalanced supply will draw a current with a degree of unbalance several times
that of the supply voltage. As a result, the three-phase currents may differ considerably and temperature rise in
the machine will take place.

Motors and generators, particularly the large and more expensive ones, may be fitted with protection to
detect extreme unbalance. If the supply unbalance is sufficient, the “single-phasing” protection may respond to
the unbalanced currents and trip the machine.

Polyphase converters, in which the individual input phase voltages contribute in turn to the dc output, are
also affected by an unbalanced supply, which causes an undesirable ripple component on the dc side, and non-
characteristic harmonics on the ac side.

Transients

Voltage disturbances shorter than sags or swells are classified as transients and are caused by sudden changes in
the power system [Greenwood, 1971]. They can be impulsive, generally caused by lightning and load
switching, and oscillatory, usually due to capacitor-bank switching.

Capacitor switching can cause resonant oscillations leading to an overvoltage some three to four times the
nominal rating, causing tripping or even damaging protective devices and equipment. Electronically based
controls for industrial motors are particularly susceptible to these transients.

According to their duration, transient overvoltages can be divided into:

« switching surge (duration in the range of ms)
« impulse, spike (duration in the range of us)

Surges are high-energy pulses arising from power
system switching disturbances, either directly or as a
result of resonating circuits associated with switching

devices. They also occur during step load changes. _—aﬁlplitude
Impulses in microseconds, as shown in Figure 4.12, v
result from direct or indirect lightning strokes, ‘T
arcing, insulation breakdown, etc.
Protection against surges and impulses is normally J
achieved by surge-diverters and arc-gaps at high < .
us duration

voltages and avalanche diodes at low voltages.
Faster transients in nanoseconds due to electrostatic

discharges, an important category of EMC, are not

normally discussed under Power Quality. FIGURE 4.12 Impulse.
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4.2 Power Quality Monitoring

Figure 4.13 illustrates the various components of a power quality detection system, i.e., voltage and current
transducers, information transmission, instrumentation, and displays.

The most relevant information on power quality monitoring requirements can be found in the document
IEC 1000—4.7. This document provides specific recommendations on monitoring accuracy in relation to the
operating condition of the power system.

With reference to monitoring of individual frequencies, the maximum recommended relative errors for the
magnitude and phase are 5% and 5°, respectively, under normal operating conditions and with constant voltage
or current levels. However, such precision must be maintained for voltage variations of up to 20% (of nominal
value) and 100% (peak value). For current measurements, the precision levels apply for overcurrents of up to 20%
and peaks of 3 times rms value (on steady state) and 10 times the nominal current for a 1-sec duration.

Errors in the frequency response of current transformers occur due to capacitive effects, which are not
significant in the harmonic region (say, up to the 50th harmonic), and also due to magnetizing currents.
The latter can be minimized by reducing the current transformer load and improving the power factor; the
ideal load being a short-circuited secondary with a clamp to monitor the current. Alternative transducers
are being proposed for high frequency measurements using optical, magneto-optical, and Hall effect
principles.

The iron-core voltage transformers respond well to harmonic frequencies for voltages up to 11 kV. Due
to insulation capacitance, these transformers are not recommended for much higher voltages. The
conventional capacitive voltage transformers (CVTs) are totally inadequate due to low frequency resonances
between the capacitive divider and the output magnetic transformer; special portable capacitive dividers,
without the output transformers, are normally used for such measurements. Again, alternative transducer
principles, as for the current transformer, are being proposed for future schemes.
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FIGURE 4.13 Power quality monitoring components.
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The signal transmission from the transducers to the control room passes through very noisy electromagnetic
environments and the tendency is to use fiber optic cables, designed to carry either analog or digital samples of
information in the time domain.

The time domain information is converted by signal or harmonic analyzers into the frequency domain; the
instrumentation is also programmed to derive any required power quality indexes, such as THD (total
harmonic distortion), EDV (equivalent distortion voltage), EDI (equivalent distortion current), etc.

The signal processing is performed by either analog or digital instrumentation, though the latter is gradually
displacing the former. Most digital instruments in existence use the FFT (fast Fourier transform). The
processing of information can be continuous or discontinuous depending on the characteristic of the signals
under measurement with reference to waveform distortion. Document IEC 1000—4.7 lists the following types:

* quasi stationary harmonics
« fluctuating harmonics

« intermittent harmonics

« interharmonics

Analogue to digital
conversion

"
"
; E 132.000:/3/110:/3 ; ;
¢ ® P Fibre optic

FIGURE 4.14 Simultaneous measurement of voltages and currents in a three-phase line.

bypasso—o >
rectifier inverter i system
— % ogbypass
}-o~o—load

battery

FIGURE 4.15 Uninterruptible power supply.
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Only in the case of quasi stationary waveforms can the use of discontinuous monitoring be justified;
examples of this type are the well-defined loads such as TV and PC sets.

In the remaining categories, it is necessary to perform real time continuous monitoring; examples of loads
producing non-stationary distortion are arc furnaces and rolling mills.

Most of the instruments commercially available are not designed specifically for power system application, i.e.,
they are not multi-phase and cannot process continuous information. At the time of writing, the only system
capable of multi-channel three-phase real time continuous monitoring is CHART [Miller and Dewe, 1992]
which, although originally designed for harmonic monitoring, is capable of deriving continuous information of
other power quality indexes such as flicker. It is based on the Intel Multi-bus II architecture and the RMX 386
operating system. An illustration of the system, shown in Figure 4.14, includes remote data conversion modules,
digital fiber optic transmission, GPS synchronization, central parallel processing, and ethernet-connected PCs
for distant control and display.

4.3 Power Quality Conditioning

A common device in current use to ensure supply continuity for critical loads is the UPS or uninterruptible
power supply. For brief interruptions, the UPS are of the static type, using batteries as the energy source
and involving a rectifier/inverter system. A block diagram of a typical UPS is shown in Figure 4.15
[Heydt, 1991].

In the next few years power quality enhancements, in terms of reduced interruptions and voltage variations,
can be expected by the application of power electronic controllers to utility distribution systems and/or at the
supply end of many industrial and commercial customers.

Among the solutions already available are the solid state circuit breaker, the static condensers (or statcon),
and the dynamic voltage restorer [Hingorani, 1995].

In a solid state circuit breaker, thyristors connected back-to-back form an ac switch module, several of which
are, in turn, connected in series to acquire the required voltage rating. The breaker will interrupt the circuit at the
first zero of the ac current. This means a delay of a few milliseconds, which should be acceptable for most
applications.

Figure 4.16 shows a simplified illustration of a statcon which is
made up of GTOs (gate turn off) or similar devices such as
insulated-gate bipolar transistors (IGBTs) or MOS-controlled
thyristors (MCTs). The converter is driven by a dc storage device ' E Il
such as a dc capacitor, battery, or superconducting magnetic

storage, and an ac transformer. The dynamic voltage restorer, -
shown schematically in Figure 4.17, turns a distorted waveform,
including voltage dips, into the required waveform. The device
injects the right amount of voltage by way of a series-connected
transformer into the distribution feeder between the power

Tar

supply side and load side.
The dynamic voltage restorer is similar to the statcon, with a

transformer, converter, and storage, except that the transformer is |
connected in series with the busbar feeding the sensitive load. i

Compensation occurs in both directions, making up for the voltage
dips and reducing the overvoltage. The response is very fast,
occurring within a few milliseconds.

The capacity of the dc storage capacitor, in both the statcon
and the dynamic voltage restorer, determines the duration of the I \
correction provided for individual voltage dips. It can be a few Voltage—sourced inverter
cycles or seconds long. To enhance the load support capability, a L —_
storage battery with a booster electronic circuit can be connected
in parallel with the capacitor. FIGURE 4.16 Static condenser.
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FIGURE 4.17 Dynamic voltage restorer.

Superconducting magnetic energy storage can be very effective to provide power for short periods. When
the storage is not supporting the load, the converter will automatically charge the storage from the utility
system, to be ready for the next event.

Defining Terms

Distortion: Any deviation from a perfectly sinusoidal wave.

Disturbance: Any sudden change in the intended power, voltage, or current supply.

FFT (fast Fourier transform): Efficient computation of the discrete Fourier transform.

GPS (global positioning satellite): Used for time stamping and synchronization of multi-measurements
at different geographical locations.

Harmonic instability: Extreme distortion of the voltage waveform at a particular frequency that causes
inverter maloperation.

HVdc: High voltage direct current transmission.

Ripple control signal: A burst of pulses at a fixed non-harmonic frequency injected into the power system
for the purpose of load management control.

Sequence components: Three symmetrical sets of voltages or currents equivalent to an asymmetrical
three-phase unbalanced set.

THD (total harmonic distortions): The ratio of rms value of the harmonic content to the rms value of
the generated frequency (in %).

Uncharacteristic harmonics: Static converter harmonics of orders different from Pk *+ 1 where P is the
pulse number.
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Further Information

Electric Power Quality by J. Heydt and Power System Harmonics by J. Arrillaga et al. are the only texts discussing
the topic, though the latter is currently out of print. Two international conferences take place biennially
specifically related to Power Quality; these are PQA (Power Quality: end use applications and perspectives)
and the IEEE sponsored ICHQP (International Conference on Harmonics and Quality of Power).

Important information can also be found in the regular updates of the IEC and CENELEC standards,
CIGRE, CIRED, UIC, and UNIPEDE documents and national guides such as the IEEE 519-1992.

Finally, the IEE and IEEE Journals on Power Transmission and Delivery, respectively, publish regularly
important contributions in this area.
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5.1 Introduction

The equivalent circuit parameters of many power system components are described in Chapters 3, 6, and 8.
The interconnection of the different elements allows development of an overall power system model. The
system model provides the basis for computational simulation of the system performance under a wide
variety of projected operating conditions. Additionally, “post mortem” studies, performed after system
disturbances or equipment failures, often provide valuable insight into contributing system conditions.
The different types of power system analyses are discussed below; the type of analysis performed depends on
the conditions to be assessed.

5.2 Types of Power System Analysis

Power Flow Analysis

Power systems typically operate under slowly changing conditions that can be analyzed using steady-state
analysis. Further, transmission systems operate under balanced or near-balanced conditions, allowing per-
phase analysis to be used with a high degree of confidence in the solution. Power flow analysis provides the
starting point for most other analyses. For example, the small-signal and transient stability effects of a given
disturbance are dramatically affected by the “predisturbance” operating conditions of the power system.
(A disturbance resulting in instability under heavily loaded system conditions may not have any adverse effects
under lightly loaded conditions.) Additionally, fault analysis and transient analysis can also be impacted by the
“predisturbance” operating point of a power system (although, they are usually affected much less than
transient stability and small-signal stability analyses).

5-1
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Fault Analysis

Fault analysis refers to power-system analysis under severely unbalanced conditions. (Such conditions include
downed or open conductors.) Fault analysis assesses the system behavior under the high current and severely
unbalanced conditions typical during faults. The results of fault analyses are used to size and apply system
protective devices (breakers, relays, etc.). Fault analysis is discussed in more detail in Section 3.3.

Transient Stability Analysis

Transient stability analysis, unlike the analyses previously discussed, assesses the system’s performance over a
period of time. The system model for transient stability analysis typically includes not only the transmission
network parameters, but also the dynamics data for the generators. Transient stability analysis is most often
used to determine if individual generating units will maintain synchronism with the power system following a
disturbance (typically a fault).

Extended Stability Analysis

Extended stability analysis deals with system stability beyond the generating units’ “first swing.” In addition to
the generator data required for transient stability analysis, extended stability analysis requires excitation
system, speed governor, and prime-mover dynamics data. Often, extended stability analysis will also include
dynamics data for control devices such as tap changing transformers, switched capacitors, and relays. The
addition of these elements to the system model complicates the analysis, but provides comprehensive
simulation of nearly all major system components and controls. Extended stability analyses complement
small-signal stability analyses by verifying the existence of persistent oscillations and establishing the
magnitudes of power and voltage oscillations.

Small-Signal Stability Analysis

Small-signal stability assesses the stability of the power system when subjected to “small” perturbations.
Small-signal stability uses a linearized model of the power system that includes generator, prime mover,
and control device dynamics data. The system of nonlinear equations describing the system is linearized
about a specific operating point, and eigenvalues and eigenvectors of the linearized system found. The
imaginary part of each eigenvalue indicates the frequency of the oscillations associated with the
eigenvalue. The real part indicates damping of the oscillation. Usually, small-signal stability analysis
attempts to find disturbances and system conditions that can lead to sustained oscillations (indicated by
small damping factors) in the power system. Small signal stability analysis does not provide oscillation
magnitude information since the eigenvalues only indicate oscillation frequency and damping.
Additionally, the controllability matrices (based on the linearized system) and the eigenvectors can be
used to identify candidate generating units for application of new or improved controls (i.e., power
system stabilizers and new or improved excitation systems).

Transient Analysis

Transient analysis involves the analysis of the system (or at least several components of the system) when
subjected to “fast” transients (i.e., lightning and switching transients). Transient analysis requires detailed
component information that is often not readily available. Typically, only system components in the
immediate vicinity of the area of interest are modeled in transient analyses. Specialized software packages
(most notably EMTP) are used to perform transient analyses.
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Operational Analyses

Several additional analyses used in the day-to-day operation of power systems are based on the results of the
analyses described above. Economic dispatch analyses determine the most economic real power output for each
generating unit based on cost of generation for each unit and the system losses. Security or contingency analyses
assess the system’s ability to withstand the sudden loss of one or more major elements without overloading the
remaining system. State estimation determines the “best” estimate of the real-time system state based on a
redundant set of system measurements.

5.3 The Power Flow Problem

Power flow analysis is fundamental to the study of power systems; in fact, power flow forms the core of power
system analysis. A power flow study is valuable for many reasons. For example, power flow analyses play a key
role in the planning of additions or expansions to transmission and generation facilities. A power flow
solution is often the starting point for many other types of power system analyses. In addition, power flow
analysis and many of its extensions are an essential ingredient of the studies performed in power system
operations. In this latter case, it is at the heart of contingency analysis and the implementation of real-time
monitoring systems.
The power flow problem (popularly known as the load flow problem) can be stated as follows:

For a given power network, with known complex power loads and some set of specifications or
restrictions on power generations and voltages, solve for any unknown bus voltages and unspecified
generation and finally for the complex power flow in the network components.

Additionally, the losses in individual components and the total network as a whole are usually calculated.
Furthermore, the system is often checked for component overloads and voltages outside allowable tolerances.

Balanced operation is assumed for most power flow studies and will be assumed in this chapter.
Consequently, the positive sequence network is used for the analysis. In the solution of the power flow
problem, the network element values are almost always taken to be in per unit. Likewise, the calculations
within the power flow analysis are typically in per unit. However, the solution is usually expressed in a
mixed format. Solution voltages are usually expressed in per unit; powers are most often given with kVA
or MVA.

The “given network” may be in the form of a system map and accompanying data tables for the network
components. More often, however, the network
structure is given in the form of a one-line diagram Steam Hydro
(such as shown in Figure 5.1). 12

9

Regardless of the form of the given network and
how the network data is given, the steps to be followed &
in a power flow study can be summarized as follows:

1. Determine element values for passive network
components.

2. Determine locations and values of all complex
power loads.

3. Determine generation specifications and con-

straints.

4. Develop a mathematical model describing power - 2
flow in the network. ! % ﬁ 8

5. Solve for the voltage profile of the network.

6. Solve for the power flows and losses in the Cogen
network.

7. Check for constraint violations. FIGURE 5.1 The one-line diagram of a power system.
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5.4 Formulation of the Bus Admittance Matrix

The first step in developing the mathematical model 7 T,
describing the power flow in the network is the formula- j C:1 P

tion of the bus admittance matrix. The bus admittance  + . . N +
matrix is an nXn matrix (where n is the number of 7 % v,

i

buses in the system) constructed from the admittances of
the equivalent circuit elements of the segments making up o

ol

the power system. Most system segments are represented

by a combination of shunt elements (connected between FIGURE 5.2 Off-nominal turns ratio transformer.
a bus and the reference node) and series elements

(connected between two system buses). Formulation of the bus admittance matrix follows two simple rules:

1. The admittance of elements connected between node k and reference is added to the (k, k) entry of the
admittance matrix.

2. The admittance of elements connected between nodes j and k is added to the (j, j) and (k, k) entries of
the admittance matrix. The negative of the admittance is added to the (j, k) and (k, j) entries of the
admittance matrix.

Oft-nominal transformers (transformers with transformation ratios different from the system voltage bases
at the terminals) present some special difficulties. Figure 5.2 shows a representation of an off-nominal turns
ratio transformer.

The admittance matrix base mathematical model of an isolated off-nominal transformer is:

-1 1]
Ik —C Ye |C| Ye Vk
where

Y. is the equivalent series admittance (referred to node j)

¢ is the complex (off-nominal turns ratio)

Tj is the current injected at node j

V] is the voltage at node j (with respect to reference)

Off-nominal transformers are added to the bus admittance matrix by adding the corresponding entry of the
isolated oft-nominal transformer admittance matrix to the system bus admittance matrix.

5.5 Example Formulation of the Power Flow Equations

Considerable insight into the power flow problem and its properties and characteristics can be obtained by
consideration of a simple example before proceeding to a general formulation of the problem. This simple case
will also serve to establish some notation.

A conceptual representation of a one-line diagram for a four-bus power system is shown in Figure 5.3. For
generality, we have shown a generator and a load connected to each bus. The following notation applies:

S¢1 = Complex power flow into bus 1 from the generator

Sp1 = Complex power flow into the load from bus 1

Comparable quantities for the complex power generations and loads are obvious for each of the three other
buses.

The positive sequence network for the power system represented by the one-line diagram of Figure 5.3 is
shown in Figure 5.4.
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Network One-line
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FIGURE 5.4 Positive sequence network for the system of Figure 5.3.

The boxes symbolize the combination of generation and load. Network texts refer to this network as a
five-node network. (The balanced nature of the system allows analysis using only the positive sequence
network, reducing each three-phase bus to a single node. The reference or ground represents the fifth node.)
However, in power systems literature it is usually referred to as a four-bus network or power system.

For the network of Figure 5.4, we define the following additional notation:

S, = Sg1 — Sp; = Net complex power injected at bus 1
I, = Net positive sequence phasor current injected at bus 1

V| = Positive sequence phasor voltage at bus 1
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The standard node voltage equations for the network can be written in terms of the quantities at bus 1
(defined above) and comparable quantities at the other buses.

L=Y,WV+Y,V, + Y5V + Y,V (5.2)
L=Y,Vi+ YV, + Y55V + Y5V, (5.3)
L=Y,V,+Y,V, +Y5,V; + Y5,V (5.4)
L=Y Vi +Y,V, +Y5V5 +Y,V, (5.5)

The admittances in Equation (5.2) to Equation (5.5), ¥, > are the 7jth entries of the bus admittance matrix for
the power system. The unknown voltages could be found using linear algebra if the four currents I ... I, were
known. However, these currents are not known. Rather, something is known about the complex power and
voltage at each bus. The complex power injected into bus k of the power system is defined by the relationship
between complex power, voltage, and current given by Equation (5.6).

Therefore,

I
I =25 =6 "Dk (5.7)
Vk Vk

By substituting this result into the nodal equations and rearranging, the basic power flow equations for the
four-bus system are given as Equation (5.8) to Equation (5.11)

3& - S1*)1 = Vl*[?llvl + 1?12‘72 + 1?13‘73 + 1?14‘74] (5.8)
S =Spp=V5 [Y0 Vi 4+ Yo, Vo + Y53 Vs + Yo, Vi | (5.9)
Sés =Sy = V3 [Ya, Vi + Y5, V, + Y33 V3 + Y3, V] (5.10)
S64—=Sba = Vi [Yu Vi + Yo V) + Y3 Vs + Yy V] (5.11)

Examination of Equation (5.8) to Equation (5.11) reveals that except for the trivial case where the generation
equals the load at every bus, the complex power outputs of the generators cannot be arbitrarily selected. In
fact, the complex power output of at least one of the generators must be calculated last since it must take up
the unknown “slack” due to the, as yet, uncalculated network losses. Further, losses cannot be calculated until
the voltages are known. These observations are a result of the principle of conservation of complex power. (That
is, the sum of the injected complex powers at the four system buses is equal to the system complex power losses.)

Further examination of Equation (5.8) to Equation (5.11) indicates that it is not possible to solve these
equations for the absolute phase angles of the phasor voltages. This simply means that the problem can only be
solved to some arbitrary phase angle reference.

In order to alleviate the dilemma outlined above, suppose Sg, is arbitrarily allowed to float or swing (in
order to take up the necessary slack caused by the losses) and that Sg;, Sg,, and Sg; are specified (other cases
will be considered shortly). Now, with the loads known, Equation (5.8) to Equation (5.11) are seen as four
simultaneous nonlinear equations with complex coefficients in five unknowns V,, V,, V3, V,, and Sg,.

The problem of too many unknowns (which would result in an infinite number of solutions) is solved by
specifying another variable. Designating bus 4 as the slack bus and specifying the voltage V, reduces the
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problem to four equations in four unknowns. The slack bus is chosen as the phase reference for all phasor
calculations, its magnitude is constrained, and the complex power generation at this bus is free to take up the
slack necessary in order to account for the system real and reactive power losses.

The specification of the voltage V, decouples Equation (5.11) from Equation (5.8) to Equation (5.10),
allowing calculation of the slack bus complex power after solving the remaining equations. (This property
carries over to larger systems with any number of buses.) The example problem is reduced to solving only
three equations simultaneously for the unknowns V;,V,, and V5. Similarly, for the case of n buses it is
necessary to solve n — 1 simultaneous, complex coefficient, nonlinear equations.

The formulation can be further complicated by the presence of generators at other buses since, in all realistic
cases, the voltage magnitude at a generator bus is controlled by the generating unit exciter. Specifying the
voltage magnitude at a generator bus requires a variable specified in the above analysis to become an unknown
(in order to bring the number of unknowns back into correspondence with the number of equations).
Normally, the reactive power injected by the generator becomes a variable, leaving the real power and voltage
magnitude as the specified quantities at the generator bus. Specifying the voltage magnitude at a bus and
treating the bus reactive power injection as a variable effectively results in retention of the same number of
complex unknowns. For example, if the voltage magnitude of bus 1 of the earlier four-bus system is specified
and the reactive power injection at bus 1 becomes a variable, Equation (5.8) to Equation (5.10) again
effectively have three complex unknowns. (The phasor voltages V, and V5 at buses 2 and 3 are two complex
unknowns, and the angle J, of the voltage at bus 1 plus the reactive power generation Qg; at bus 1 result in the
equivalent of a third complex unknown.)

Systems of nonlinear equations, such as Equation (5.8) to Equation (5.10), cannot (except in rare cases) be
solved by closed-form techniques. Direct simulation was used extensively for many years; however, essentially
all power flow analyses today are performed using iterative techniques on digital computers.

5.6 Bus Classifications

There are four quantities of interest associated with each bus:

1. Real power, P

2. Reactive power, Q

3. Voltage magnitude, V
4. Voltage angle, ¢

At every bus of the system, two of these four quantities will be specified and the remaining two will be
unknowns. Each of the system buses may be classified in accordance with which of the two quantities are
specified. The following classifications are typical:

Slack Bus — The slack bus for the system is a single bus for which the voltage magnitude and angle are
specified. The real and reactive power are unknowns. The bus selected as the slack bus must have a source
of both real and reactive power, since the injected power at this bus must “swing” to take up the “slack”
in the solution. The best choice for the slack bus (since, in most power systems, many buses have real and
reactive power sources) requires experience with the particular system under study. The behavior of the
solution is often influenced by the bus chosen. (In the earlier discussion, the last bus was selected as the
slack bus for convenience.)

Load Bus (P-Q Bus) — A load bus is defined as any bus of the system for which the real and reactive power
are specified. Load buses may contain generators with specified real and reactive power outputs; however,
it is often convenient to designate any bus with specified injected complex power as a load bus.
Voltage Controlled Bus (P-V Bus) — Any bus for which the voltage magnitude and the injected real power
are specified is classified as a voltage-controlled (or P-V) bus. The injected reactive power is a variable (with
specified upper and lower bounds) in the power flow analysis. Typically, all generator buses are treated as
voltage-controlled buses.
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5.7 Generalized Power Flow Development

The more general (n bus) case is developed by extending the results of the simple four-bus example. Consider
the case of an n-bus system and the corresponding n+1 node positive sequence network. Assume that the
buses are numbered such that the slack bus is numbered last. Direct extension of the earlier equations (writing
the node voltage equations and making the same substitutions as in the four-bus case) yields the basic power
flow equations (PFE) in the general form.

St = P —jQ= V¢ ) 1,V
¢ ! ¢ ; (5.12)

fork=1,2,3,...,n—1

and
— n -— —
P,—jQ, =V, > ¥,V (5.13)
i=1

Equation (5.13) is the equation for the slack bus. Equation (5.12) represents n—1 simultaneous equations in
n—1 complex unknowns if all buses (other than the slack bus) are classified as load buses. Thus, given a set of
specified loads, the problem is to solve Equation (5.12) for the n—1 complex phasor voltages at the remaining
buses. Once the bus voltages are known, Equation (5.13) can be used to calculate the slack bus power.

Bus j is normally treated as a P-V bus if it has a directly connected generator. The unknowns at bus j are then
the reactive generation, Qg), and d; because the voltage magnitude, V;, and the real power generation, Pg;, have
been specified.

The next step in the analysis is to solve Equation (5.12) for the bus voltages using some iterative method.
Once the bus voltages have been found, the complex power flows and complex power losses in all of the
network components are calculated.

5.8 Solution Methods

The solution of the simultaneous nonlinear power flow equations requires the use of iterative techniques for
even the simplest power systems. Although there are many methods for solving nonlinear equations, only two
methods are discussed here.

The Newton-Raphson Method

The Newton—Raphson algorithm has been applied in the solution of nonlinear equations in many fields. The
algorithm will be developed using a general set of two equations (for simplicity). The results are easily
extended to an arbitrary number of equations.

A set of two nonlinear equations is shown in Equation (5.14) and Equation (5.15).

filxy, %) = ky (5.14)

flx, %) =k (5.15)

Now, if x,¥ and x,'? are inexact solution estimates, and Ax;'® and Ax,? are the corrections to the estimates
to achieve an exact solution, Equation (5.14) and Equation (5.15) can be rewritten as

file + Axﬁo), x, + Axgo)) =k, (5.16)

o + A %, + ALY =k, (5.17)
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Expanding Equation (5.16) and Equation (5.17) in a Taylor series about the estimate yields

(0) (0)
[0 0 4 §i| Ax” + il A +hot. =k (5.18)
X1

Ox,

fz

Ax? +hot. =k (5.19)

0) ,.0) © (0) afZ ©
fH(x7, % )+ Axy” + ==
a.X2

where the subscript, (0), on the partial derivatives indicates evaluation of the partial derivatives at the initial
estimate and h.o.t. indicates the higher-order terms.

Neglecting the higher-order terms (an acceptable approximation if Ax,'” and Ax,'” are small),
Equation (5.18) and Equation (5.19) can be rearranged and written in matrix form.

afl 0) B ) 0)
I | P T Ry
0) O || Ax© e (0) (0 (5.20)
ofh of| X2 ky = £, x57)
axl axZ

The matrix of partial derivatives in Equation (5.20) is known as the Jacobian matrix and is evaluated at the
initial estimate. Multiplying each side of Equation (5.20) by the inverse of the Jacobian yields an
approximation of the required correction to the estimated solution. Since the higher-order terms were
neglected, addition of the correction terms to the original estimate will not yield an exact solution, but will
provide an improved estimate. The procedure may be repeated, obtaining sucessively better estimates, until the
estimated solution reaches a desired tolerance. Summarizing, correction terms for the Ith iterate are given in
Equation (5.21), and the solution estimate is updated according to Equation (5.22).

ofy

T

Ax(ﬁ) ox, 0x, ki—f 1(x§/)7 xg)
© o % O D)y 21
Ax, | | ky—fa0x7, %)
axl @xz
LD D AL (5.22)

The solution of the original set of nonlinear equations has been converted to a repeated solution of a system of
linear equations. This solution requires evaluation of the Jacobian matrix (at the current solution estimate) in
each iteration.

The power flow equations can be placed into the Newton—Raphson framework by separating the power flow
equations into their real and imaginary parts, and taking the voltage magnitudes and phase angles as the
unknowns. Writing Equation (5.21) specifically for the power flow problem:

oP () oP O
AP e ov P(sched) — P (5.23)
AV® 0Q © 3Q ® Q(sched) — QO )

00 oV

The underscored variables in Equation (5.23) indicate vectors (extending the two-equation Newton—Raphson
development to the general power-flow case). The (sched) notation indicates the scheduled real and reactive
powers injected into the system. P’ and Q' represent the calculated real and reactive power injections based
on the system model and the Ith voltage phase angle and voltage magnitude estimates. The bus voltage phase
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angle and bus voltage magnitude estimates are updated, the Jacobian reevaluated, and the mismatch between
the scheduled and calculated real and reactive powers evaluated in each iteration of the Newton—Raphson
algorithm. Iterations are performed until the estimated solution reaches an acceptable tolerance or a
maximum number of allowable iterations is exceeded. Once a solution (within an acceptble tolerance) is
reached, P-V bus reactive power injections and the slack bus complex power injection may be evaluated.

Fast-Decoupled Power Flow Solution

The fast-decoupled power flow algorithm simplifies the procedure presented for the Newton—Raphson
algorithm by exploiting the strong coupling between real power/ bus voltage phase angles and reactive power/
bus voltage magnitudes commonly seen in power systems. The Jacobian matrix is simplified by approximating
the partial derivatives of the real power equations with respect to the bus voltage magnitudes as zero. Similarly,
the partial derivatives of the reactive power equations with respect to the bus voltage phase angles are
approximated as zero. Further, the remaining partial derivatives are often approximated using only the
imaginary portion of the bus admittance matrix. These approximations yield the following correction
equations

A8" = [B[P(sched) — P"] (5.24)
AV® = [B"][Q(sched) — Q"] (5.25)

where B’ is an approximation of the matrix of partial derviatives of the real power flow equations with respect
to the bus voltage phase angles, and B’ is an approximation of the matrix of partial derivatives of the reactive
power flow equations with respect to the bus voltage magnitudes. B’ and B’ are typically held constant during
the iterative process, eliminating the necessity of updating the Jacobian matrix (required in the Newton—
Raphson solution) in each iteration.

The fast-decoupled algorithm has good convergence properties despite the many approximations used
during its development. The fast-decoupled power flow algorithm has found widespread use since it is less
computationally intensive (requires fewer computational operations) than the Newton—Raphson method.

5.9 Component Power Flows

The positive sequence network for components of i Sy Si
interest (connected between buses 7 and j) will be of o | ——o
the form sh.own in Flgur.e 5..5. . . v Two-Port 7
An admittance description is usually available f Component !
from earlier construction of the nodal admittance P 5
matrix. Thus,
Ii B [ ?,1 ?b ] Vi (5.26) FIGURE 5.5 Typical power-system component.
; Yo Yall'V
Therefore the complex power flows and the component loss are
— - — - - - - *
Sij=Vili = i[YaVi + bV]] (5.27)
— - — - — - - *
Si= Vil = V[ V.V + 1,7 (5.28)

Sioss = S + S;i (5.29)
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The calculated component flows combined with the bus voltage magnitudes and phase angles provide
extensive information about the power systems operating point. The bus voltage magnitudes may be checked
to ensure operation within a prescribed range. The segment power flows can be examined to ensure that no
equipment ratings are exceeded. Additionally, the power-flow solution may be used as the starting point for
other analyses.

An elementary discussion of the power-flow problem and its solution is presented in this chapter. The
power-flow problem can be complicated by the addition of further constraints such as generator real and
reactive power limits. However, discussion of such complications is beyond the scope of this chapter. The
references provide detailed development of power flow formulation and solution under additional constraints.
The references also provide some background in the other types of power-system analysis discussed at the
begining of the chapter.
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Further Information

The references provide clear introductions to the analysis of power systems. An excellent review of many issues
involving the use of computers for power system analysis is provided in July 1974, Proceedings of the IEEE
(special issue on computers in the power industry). The quarterly journal IEEE Transactions on Power Systems
provides excellent documentation of more recent research in power system analysis.
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6.1 Transformer Construction

The Transformer Core

The core of the power transformer is usually made of laminated cold-rolled magnetic steel that is grain
oriented such that the rolling direction is the same as that of the flux lines. This type of core construction tends
to reduce the eddy current and hysteresis losses. The eddy current loss P, is proportional to the square of the
product of the maximum flux density By (T), the frequency f (Hz), and thickness t(m) of the individual steel
lamination.

P, = K.(Bytf)’ (W) (6.1)

K. is dependent upon the core dimensions, the specific resistance of a lamination sheet, and the mass of the
core. Also,

P, =K,fBy W) (6.2)
In Equation (6.2), Py, is the hysteresis power loss, n is the Steinmetz constant (1.5 < n < 2.5) and K, is a
constant dependent upon the nature of core material and varies from 3x 10 %m to 20x 10 °m, where

m = core mass in kilograms.
The core loss therefore is

P.=P.+P, (6.3)

6-1
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FIGURE 6.1 230kVY:17.1kVA 1153-MVA 3¢ power transformer. (Photo courtesy of General Electric Company.)

Core and Shell Types

Transformers are constructed in either a shell or a core structure. The shell-type transformer is one where the
windings are completely surrounded by transformer steel in the plane of the coil. Core-type transformers are
those that are not shell type. A power transformer is shown in Figure 6.1.

Multiwinding transformers, as well as polyphase transformers, can be made in either shell- or core-type
designs.

Transformer Windings

The windings of the power transformer may be either copper or aluminum. These conductors are usually
made of conductors having a circular cross section; however, larger cross-sectional area conductors may
require a rectangular cross section for efficient use of winding space.

The life of a transformer insulation system depends, to a large extent, upon its temperature. The total
temperature is the sum of the ambient and the temperature rise. The temperature rise in a transformer is
intrinsic to that transformer at a fixed load. The ambient temperature is controlled by the environment the
transformer is subjected to. The better the cooling system that is provided for the transformer, the higher the
“kVA” rating for the same ambient. For example, the kVA rating for a transformer can be increased with forced
air (fan) cooling. Forced oil and water cooling systems are also used. Also, the duration of operating time at
high temperature directly affects insulation life.
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Other factors that affect transformer insulation life are vibration or mechanical stress, repetitive expansion
and contraction, exposure to moisture and other contaminants, and electrical and mechanical stress due to
overvoltage and short-circuit currents.

Paper insulation is laid between adjacent winding layers. The thickness of this insulation is dependent on
the expected electric field stress. In large transformers oil ducts are provided using paper insulation to allow a
path for cooling oil to flow between coil elements.

The short-circuit current in a transformer creates enormous forces on the turns of the windings. The short-
circuit currents in a large transformer are typically 8 to 10 times larger than rated and in a small transformer
are 20 to 25 times rated. The forces on the windings due to the short-circuit current vary as the square of the
current, so whereas the forces at rated current may be only a few newtons, under short-circuit conditions these
forces can be tens of thousands of Newtons. These mechanical and
thermal stresses on the windings must be taken into consideration during
the design of the transformer. The current-carrying components must be
clamped firmly to limit movement. The solid insulation material should -

be precompressed and formed to avoid its collapse due to the thermal
expansion of the windings.

Taps

Power transformer windings typically have taps, as shown. The effect on
transformer models is to change the turns ratio.

6.2 Power Transformer Modeling

The electric power transformer is a major power system component which provides the capability of reliably
and efficiently changing (transforming) ac voltage and current at high power levels. Because electrical power is
proportional to the product of voltage and current, for a specified power level, low current levels can exist only
at high voltage, and vice versa.

The Three-Winding Ideal Transformer Equivalent Circuit

Consider the three coils wrapped on a common core as shown in Figure 6.2(a). For an infinite core
permeability () and windings made of material of infinite conductivity (o):

dé do de

141 ZNIE Vz:NZE V3=N3E (64)
where ¢ is the core flux. This produces:
n_Now_Now_ N s
v, Ny v; Ny v N '
For sinusoidal steady state performance:
V=Y, =22y, =y
1= Ve Vo=Vs V=V, (6.6)
N, N3 N,

where V, etc. are complex phasors.
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FIGURE 6.2 Ideal three-winding transformer. (a) Ideal three-winding transformer; (b) schematic symbol; (c) per-unit
equivalent circuit.

The circuit symbol is shown in Figure 6.2(b). Ampere’s law requires that

§H ' al = ienclosed =0 (6-7)

O == Nlil + Nziz + N3i3 (68)
Transform Equation (6.8) into phasor notation:
N1T1 + szz + N3T3 - O (69)

Equation (6.6) and Equation (6.9) are basic to understanding transformer operation. Consider
Equation (6.6). Also note that —V}, —V,, and —V; must be in phase, with dotted terminals defined positive.
Now consider the total input complex power —S.

Hence, ideal transformers can absorb neither real nor reactive power.
It is customary to scale system quantities (V; I, S, Z) into dimensionless quantities called per-unit values.
The basic per-unit scaling equation is

. actual value
Per-unitvalue = ————
base value
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The base value always carries the same units as the actual value, forcing the per-unit value to be dimensionless.
Base values normally selected arbitrarily are Vi, and Spase. It follows that:

I Sbase
base V.
base
Vbase V2
base
Zbase -

When per-unit scaling is applied to transformers Vi, is usually taken as V4 as in each winding. Sy, is
common to all windings; for the two-winding case Spase 1S Srated> SINCE Spateq 1S cOmmon to both windings.

Per-unit scaling simplifies transformer circuit models. Select two primary base values, Vipase and Spgge. Base
values for windings 2 and 3 are:

N, N;
2base l\]1 1base V3base ﬁl 1ba\se (6 ° 1 1)
and
e Szbase = 831,355 = Sbase (6.12)
By definition:
Sb Sb Sp
lbase = - 2base = - 3base = ﬁ (6'13)
lbase Zbasc 3base
It follows that
N, N,
zbase = ﬁzllbase I3base = Ellbase (6'14)
Thus, Equation (6.3) and Equation (6.6) scaled into per-unit become:
Vie=Va, =Vs, (6.15)
L, +L, +1,,=0 (6.16)

The basic per-unit equivalent circuit is shown in Figure 6.2(c). The extension to the n-winding case is clear.

A Practical Three-Winding Transformer Equivalent Circuit

The circuit of Figure 6.2(c) is reasonable for some power system applications, since the core and windings of
actual transformers are constructed of materials of high p and o, respectively, though of course not infinite.
However, for other studies, discrepancies between the performance of actual and ideal transformers are too
great to be overlooked. The circuit of Figure 6.2(c) may be modified into that of Figure 6.3 to account for the
most important discrepancies. Note:

R1,Ry,R;  Since the winding conductors cannot be made of material of infinite conductivity, the windings
must have some resistance.

X1,X5,X5  Since the core permeability is not infinite, not all of the flux created by a given winding current will
be confined to the core. The part that escapes the core and seeks out parallel paths in surrounding
structures and air is referred to as leakage flux.
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FIGURE 6.3 A practical equivalent circuit.

X1 X2 X1 X2
o -0 o]
. ° : °®
e : SNV
A A : A
H b , L4
e d o RS o
H1 H2 H2 H1

(a) {b)
FIGURE 6.4 Transformer polarity terminology: (a) subtractive; (b) additive.

RoXm  Also, since the core permeability is not infinite, the magnetic field intensity inside the core is not zero.
Therefore, some current flow is necessary to provide this small H. The path provided in the circuit for
this “magnetizing” current is through X,,,. The core has internal power losses, referred to as core loss,
due to hystereses and eddy current phenomena. The effect is accounted for in the resistance R..
Sometimes R, and X, are neglected.

The circuit of Figure 6.3 is a refinement on that of Figure 6.2(c). The values Ry, R, R3, X, X,, X5 are all
small (less than 0.05 per-unit) and R, X, large (greater than 10 per-unit). The circuit of Figure 6.3 requires
that all values be in per-unit. Circuit data are available from the manufacturer or obtained from conventional
tests. It must be noted that although the circuit of Figure 6.3 is commonly used, it is not rigorously correct
because it does not properly account for the mutual couplings between windings.

The terms primary and secondary refer to source and load sides, respectively (i.e., energy flows from primary
to secondary). However, in many applications energy can flow either way, in which case the distinction is
meaningless. Also, the presence of a third winding (tertiary) confuses the issue. The terms step up and step down
refer to what the transformer does to the voltage from source to load. ANSI standards require that for a two-
winding transformer the high-voltage and low-voltage terminals be marked as H1-H2 and X1-X2, respectively,
with H1 and X1 markings having the same significance as dots for polarity markings. [Refer to ANSI C57 for
comprehensive information.] Additive and subtractive transformer polarity refer to the physical positioning of
high-voltage, low-voltage dotted terminals as shown in Figure 6.4. If the dotted terminals are adjacent, then the
transformer is said to be subtractive, because if these adjacent terminals (H1-X1) are connected together, the
voltage between H2 and X2 is the difference between primary and secondary. Similarly, if adjacent terminals X1
and H2 are connected, the voltage (H1-X2) is the sum of primary and secondary values.
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FIGURE 6.5 Two-winding transformer-equivalent circuits. All values in per-unit. (a) Ideal case; (b) no load current
negligible; (c) precise model.

The Two-Winding Transformer

The device can be simplified to two windings. Common two-winding transformer circuit models are shown in
Figure 6.5.

Z.=7,+7, (6.17)

- R.GX,

Zy = M (6.18)
R +jXm

Circuits (a) and (b) are appropriate when —Z,, is large enough that magnetizing current and core loss is
negligible.

6.3 Transformer Performance

There is a need to assess the quality of a particular transformer design. The most important measure for
performance is the concept of efficiency, defined as follows:

P
n=-x (6.19)

where P, is output power in watts (kW, MW) and Pj, is input power in watts (kW, MW).

The situation is clearest for the two-winding case where the output is clearly defined (i.e., the secondary
winding), as is the input (i.e., the primary). Unless otherwise specified, the output is understood to be rated
power at rated voltage at a user-specified power factor. Note that

2L = P;, — P, = sum of losses



6-8 Systems, Controls, Embedded Systems, Energy, and Machines

> o)
;
° )
% g Vz
o
N, : N,
ideal

FIGURE 6.6 Transformer circuit model.

The transformer is frequently modeled with the circuit shown in Figure 6.6. Transformer losses are made up of
the following components:

Electrical losses : I{zRe = iR, + IR, (6.20a)
Primary winding loss = I{R, (6.20b)
Secondary windingloss = 3R, (6.20¢)
Magnetic (core) loss : P.=P,+P,=V{/R.
Core eddy current loss = P, (6.21)

Core hysterisisloss = Py,
Hence:

XL = I’Reg + Vi/R. (6.22)

A second concern is fluctuation of secondary voltage with load. A measure of this situation is called voltage
regulation, which is defined as follows:

V2NL - VZFL (6 23)

Voltage Regulation (VR) =
VarL

where V,p = rated secondary voltage, with the transformer supplying rated load at a user-specified power
factor, and VN1 = secondary voltage with the load removed (set to zero), holding the primary voltage at the
full load value.

A complete performance analysis of a 100 kVA 2400/240 V single-phase transformer is shown in Table 6.1.

6.4 Transformers in Three-Phase Connections

Transformers are frequently used in three-phase connections. For three identical three-winding transformers,
nine windings must be accounted for. The three sets of windings may be individually connected in wye or delta
in any combination. The symmetrical component transformation can be used to produce the sequence
equivalent circuits shown in Figure 6.7 which are essentially the circuits of Figure 6.3 with R. and X,
neglected.

The positive and negative sequence circuits are valid for both wye and delta connections. However, Y-A
connections will produce a phase shift which is not accounted for in these circuits.
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TABLE 6.1 Analysis of a Single-Phase 2400:240V 100-kVA Transformer

Voltage and Power Ratings

HV (Line-V) LV (Line-V) S (Total-kVA)

2400 240 100
Test Data
Short Circuit (HV) Values Open Circuit (LV) Values
Voltage = 211.01 240.0 volts
Current = 41.67 22.120 amperes
Power = 1400.0 787.5 watts

Equivalent Circuit Values (in ohms)

Values referred to HV Side LV Side Per-Unit
Series Resistance = 0.8064 0.008064 0.01400
Series Reactance = 4.9997 0.049997 0.08680
Shunt Magnetizing Reactance = 1097.10 10.9714 19.05
Shunt Core Loss Resistance = 7314.30 73.1429 126.98
Power Factor Efficiency Voltage Power Factor Efficiency Voltage
(—) (%) Regulation (%) (—) (%) Regulation (%)
0.0000 lead 0.00 —8.67 0.9000 lag 97.54 5.29
0.1000 lead 82.92 —8.47 0.8000 lag 97.21 6.50
0.2000 lead 90.65 —-8.17 0.7000 lag 96.81 7.30
0.3000 lead 93.55 —-7.78 0.6000 lag 96.28 7.86
0.4000 lead 95.06 -7.27 0.5000 lag 95.56 8.26
0.5000 lead 95.99 —6.65 0.4000 lag 94.50 8.54
0.6000 lead 96.62 —5.89 0.3000 lag 92.79 8.71
0.7000 lead 97.07 —4.96 0.2000 lag 89.56 8.79
0.8000 lead 97.41 -3.77 0.1000 lag 81.09 8.78
0.9000 lead 97.66 —2.16 0.0000 lag 0.00 8.69

1.0000 — 97.83 1.77

Rated load performance at power factor = 0.866 lagging.

Secondary Quantities; LOW Voltage Side Primary Quantities; HIGH Voltage Side
SI Units Per-Unit SI Units Per-Unit

Voltage 240 volts 1.0000 Voltage 2539 volts 1.0577
Current 416.7 amperes 1.0000 Current 43.3 amperes 1.0386
Apparent power 100.0 kVA 1.0000 Apparent power 109.9 kVA 1.0985
Real power 86.6 kW 0.8660 Real power 88.9 kW 0.8888
Reactive power 50.0 kvar 0.5000 Reactive power 64.6 kvar 0.6456
Power factor 0.8660 lag 0.8660 Power factor 0.8091 lag 0.8091

Efficiency = 97.43%j; voltage regulation = 5.77%.
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FIGURE 6.7 Sequence equivalent transformer circuits.

The zero sequence circuit requires special modification to account for wye, delta connections. Consider
winding 1:

1. Solid grounded wye — short 1’ to 1”.

2. Ground wye through -Z, — connect 1’ to 1” through 3-Z,.

3. Ungrounded wye — leave 1’ to 1” open.
4. Delta — short 1” to reference.

Winding sets 2 and 3 interconnections produce similar connection constraints at terminals 2'—2" and 3'-3",
respectively.

Example

Three identical transformers are to be used in a three-phase system. They are connected at their terminals as

follows:

Winding set 1 wye, grounded through —Z,
Winding set 2 wye, solid ground
Winding set 3 delta

The zero sequence network is as shown.

4

Phase Shift in Y-A Connections

The positive and negative sequence networks presented in Figure 6.7 are misleading in one important detail.
For Y=Y or A—A connections, it is always possible to label the phases in such a way that there is no phase shift
between corresponding primary and secondary quantities. However, for Y-A or A-Y connections, it is
impossible to label the phases in such a way that no phase shift between corresponding quantities
is introduced. ANSI standard C57.12.10.17.3.2 is as follows:

For either wye-delta or delta-wye connections, phases shall

be labeled in such a way that positive sequence quantities on

the high voltage side lead their corresponding positive i hd L4 X

sequence quantities on the low voltage side by 30°. The o g : 49—

effect on negative sequence quantities may be the reverse, - v g == —

i.e., HV values lag LV values by 30°. g == 4

o~ Te o— [ 4 o ol

This 30° phase shift is not accounted for in the sequence Cs® R ‘—'E‘
networks of Figure 6.7. The effect only appears in the positive - —)
and negative sequence networks; the zero sequence network

quantities are unaffected.
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The Three-Phase Transformer

It is possible to construct a device (called a three-phase transformer) which allows the phase fluxes to share
common magnetic return paths. Such designs allow considerable savings in core material, and corresponding
economies in cost, size, and weight. Positive and negative sequence impedances are equal; however, the zero
sequence impedance may be different. Otherwise the circuits of Figure 6.7 apply as discussed previously.

Determining per-Phase Equivalent Circuit Values for Power Transformers

One method of obtaining such data is through testing. Consider the problem of obtaining transformer
equivalent circuit data from short-circuit tests. A numerical example will clarify per-unit scaling
considerations.

The short-circuit test circuit arrangement is shown in Figure 6.8. The objective is to derive equivalent circuit
data from the test data provided in Figure 6.8. Note that measurements are made in winding “i”, with winding
“” shorted, and winding “k” left open. The short circuit impedance, looking into winding “7” with the
transformer so terminated is designated as Z;;. The indices i, j, and k, can be 1, 2, or 3.

The impedance calculations are done in per-unit; base values are provided in Figure 6.8(c). The transformer

ratings of the transformer of Figure 6.2(a) would conventionally be provided as follows:

33}

3¢ 3W Transformer
15kVY/115kVY/4.157kVA
100/100/20 MVA

where 3¢ means that the transformer is a three-phase piece of equipment (as opposed to an interconnection of
three single-phase devices). 3W means three three-phase windings (actually nine windings). Usually the
schematic is supplied also. The 15 kV rating is the line (phase-to-phase) value; three-phase apparatus is always
rated in line values. “Y” means winding No. 1 is internally wye connected. 115kVY means that 115 kV is the

3 i
o 2 e meas. (i) 3}3" 0

S
91l A~ 303W
(a) R .\!ﬁ O—  Trans.
c 0
E (& le o— Lo oc (k)
—o0
(b) Line Voltage 3ph Power Ratings ~ S3ph Base = 100 MVA
Primary 15kV 100 MVA Zbase = 2.25
Secondary 115kV 100 MVA Zbase = 132.25
Tertiary 4.157kV 20 MVA Zbase = 0.1728
(c) Voltage (line) Current (line})  Power (3ph) 1 2 3
1200.0V 3849.0A 889.0 kW meas sC oc
1840.0V 100.0 A 100.0 kW oc meas sc
33.0V 2776.0 A 120.0 kW sc oc meas
(d) R X z R X z
Z12: 0.00889 0.07950  0.08000 Z1: 0.00686 0.20145 0.20157
Z23: 0.02520 0.07627 0.08033 Z2: 0.00203 -0.12195 0.12196
Z31: 0.03004 0.39967  0.40080 Z3: 0.02318 0.19822 0.19957

FIGURE 6.8 Transformer circuit data from short-circuit tests. (a) Setup for transformer short-circuit tests; (b)
transformer data; (c) short-circuit test data; (d) short-circuit impedance values in per-unit.



6-12 Systems, Controls, Embedded Systems, Energy, and Machines

line voltage rating, and winding No. 2 is wye connected. In 4.157kVA, again, “4.157kV” is the line voltage
rating, and winding No. 3 is delta connected. 100/100/20 MVA are the total (3¢) power ratings for the
primary, secondary, and tertiary winding, respectively; three-phase apparatus is always rated in three-phase
terms.

The per-unit bases for S;gpase = 100 MVA are presented in Figure 6.8(b). Calculating the short-circuit
impedances from the test data in Figure 6.8(c):

‘/iline / \/3
iline

- Ra/3
! I%line

— 2 2
Xy =12 - R

Now calculate the transformer impedances from the short-circuit impedances:

Zij =

_ 1 — _ _
Z, = E(le —Zy+2Z3)
_ 1 — _ _
Z, = 5(223 —Zi3+Z1)
_ 1 — _ _
Zy = 5(231 —Z1n+2Zy3)

Results are shown in Figure 6.8(d). Observe that the Y-A winding connections had no impact on the
calculations.

Another detail deserves mention. Although the real and reactive parts of the short-circuit impedances
(=212, =253, —Z31) will always be positive, this is not true for the transformer impedances (—Z,, —Z,, —Z3). One
or more of these can be, and frequently is, negative for actual short-circuit data. Negative values underscore that
the circuit of Figure 6.7 is a port equivalent circuit, producing correct values at the winding terminals.

6.5 Autotransformers

Transformer windings, though magnetically coupled, are electrically isolated from each other. It is possible to
enhance certain performance characteristics for transformers by electrically interconnecting primary and
secondary windings. Such devices are called autotransformers. The benefits to be realized are lower cost,
smaller size and weight, higher efficiency, and better voltage regulation. The basic connection is illustrated in
Figure 6.9. The issues will be demonstrated with an example.

Consider the conventional connection, shown in Figure 6.9(a).

Vz=a71

_ 1=

Iz == _Il
a

Srating = VIII = VZIZ = Sload
Now for the autotransformer:

‘_/2 :VI +b‘_/1 - (1 +b)V1
Tl ij‘i_bjz = (1+b)jz
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FIGURE 6.9 Autotransformer connection. (a) Conventional step-up connection; (b) autotransformer connection; (c) part
(b) redrawn.

For the same effective ratio

l1+b=a

Therefore each winding rating is:

b
Srated = Sload (l—i-b)

For example if b =1 (a = 2)
Srating = 1/ 2 Sload

meaning that the transformer rating is only 50% of the load.

The principal advantage of the autotransformer is the increased power rating. Also, since the losses remain
the same, expressed as a percentage of the new rating, they go down, and correspondingly, the efficiency goes
up. The machine impedances in per unit drop for similar reasons. A disadvantage is the loss of electrical
isolation between primary and secondary. Also, low impedance is not necessarily good, as we shall see when we
study faults on power systems. Autotransformers are used in three-phase connections and in voltage control
applications.

Defining Terms

Autotransformer: A transformer whose primary and secondary windings are electrically interconnected.

Polarity: Consideration of in-phase or out-of-phase relations of primary and secondary ac currents and
voltages.

Primary: The source-side winding.

Secondary: The load-side winding.



6-14 Systems, Controls, Embedded Systems, Energy, and Machines

Tap: An electrical terminal that permits access to a winding at a particular physical location.
Transformer: A device which converts ac voltage and current to different levels at essentially constant
power and frequency.
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7.1 Introduction

Distribution is the last section of the electrical power system. Figure 7.1 shows the major components of the
electric power system. The power plants convert the energy stored in the fuel (coal, oil, gas, nuclear) or hydro
into electric energy. The energy is supplied through step-up transformers to the electric network. To reduce
energy transportation losses, step-up transformers increase the voltage and reduce the current. The high-
voltage network, consisting of transmission lines, connects the power plants and high-voltage substations in
parallel. The typical voltage of the high-voltage transmission network is between 240 and 765 kV. The high-
voltage substations are located near the load centers, for example, outside a large town. This network permits
load sharing among power plants and assures a high level of reliability. The failure of a line or power plant will
not interrupt the energy supply.

The subtransmission system connects the high-voltage substations to the distribution substations. These
stations are directly in the load centers. For example, in urban areas, the distance between the distribution
stations is around 5 to 10 miles. The typical voltage of the subtransmission system is between 138 and 69 kV.
In high load density areas, the subtransmission system uses a network configuration that is similar to the high-
voltage network. In medium and low load density areas, the loop or radial connection is used. Figure 7.1
shows a typical radial connection.

The distribution system has two parts, primary and secondary. The primary distribution system consists of
overhead lines or underground cables, which are called feeders. The feeders run along the streets and supply
the distribution transformers that step the voltage down to the secondary level (120-480 V). The secondary

7-1
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FIGURE 7.1 Electric energy system.

L5

distribution system contains overhead lines or underground cables supplying the consumers directly (houses,
light industry, shops, etc.) by single- or three-phase power. Separate, dedicated primary feeders supply
industrial customers requiring several megawatts of power. The subtransmission system directly supplies large

factories consuming over 50 MW.

7.2  Primary Distribution System

The most frequently used voltages and wiring in the primary
distribution system are listed in Table 7.1.

Primary distribution, in low load density areas, is a radial
system. This is economical but yields low reliability. In large
cities, where the load density is very high, a primary cable
network is used. The distribution substations are intercon-
nected by the feeders (lines or cables). Circuit breakers (CBs)
are installed at both ends of the feeder for short-circuit
protection. The loads are connected directly to the feeders
through fuses. The connection is similar to the one-line

TABLE 7.1 Typical Primary Feeder Voltages
Class, kV Voltage, kV Wiring
2.5 24 3-wire delta
5 4.16 4-wire Y
8.66 7.2 4-wire Y
15 12.47 3-wire delta/4-wire Y
25 22.9 4-wire Y
35 34.5 4-wire Y
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diagram of the high-voltage network shown in Figure 7.1. The high cost of the network limits its application.
A more economical and fairly reliable arrangement is the loop connection, when the main feeder is supplied
from two independent distribution substations. These stations share the load. The problem with this
connection is the circulating current that occurs when the two supply station voltages are different. The loop
arrangement significantly improves system reliability.

The circulating current can be avoided by using the open-loop connection. This is a popular, frequently
used circuit. Figure 7.2 shows a typical open-loop primary feeder. The distribution substation has four
outgoing main feeders. Each feeder supplies a different load area and is protected by a reclosing CB.

The three-phase four-wire main feeders supply single-phase lateral feeders. A recloser and a sectionalizing
switch divide the main feeder into two parts. The normally open tie-switch connects the feeder to the adjacent

E Circuit Broaker
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FIGURE 7.2 Radial primary distribution system.
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distribution substation. The fault between the CB and recloser opens the reclosing CB. The CB recloses after a
few cycles. If the fault is not cleared, the opening and reclosing process is repeated two times. If the fault has
not been cleared before the third reclosing, the CB remains open. Then the sectionalizing switch opens and the
tie-switch closes. This energizes the feeder between the recloser and the tie-switch from the neighboring feeder.
Similarly, the fault between the recloser and tie-switch activates the recloser. The recloser opens and recloses
three times. If the fault is not cleared, the recloser remains open and separates the faulty part of the feeder.
This method is particularly effective in overhead lines where temporary faults are often caused by lightning
and wind.

A three-phase switched capacitor bank is rated two-thirds of the total average reactive load and installed
two-thirds of the distance out on the feeder from the source. The capacitor bank improves the power factor
and reduces voltage drop at heavy loads. However, at light loads, the capacitor is switched off to avoid
overvoltages.

Some utilities use voltage regulators at the primary feeders. The voltage regulator is an autotransformer. The
secondary coil of the transformer has 32 taps, and a switch connects the selected tap to the line to regulate the
voltage. The problem with the tap changer is that the lifetime of the switch is limited. This permits only a few
operations per day.

The lateral single-phase feeders are supplied from different phases to assure equal phase loading. Fuse
cutouts protect the lateral feeders. These fuses are coordinated with the fuses protecting the distribution
transformers. The fault in the distribution transformer melts the transformer fuse first. The lateral feeder fault
operates the cutout fuse before the recloser or CB opens permanently.

A three-phase line supplies the larger loads. These loads are protected by CBs or high-power fuses.

Most primary feeders in rural areas are overhead lines using pole-mounted distribution transformers. The
capacitor banks and the reclosing and sectionalizing switches are also pole-mounted. Overhead lines reduce
the installation costs but reduce aesthetics.

In urban areas, an underground cable system is used. The switchgear and transformers are placed in
underground vaults or ground-level cabinets. The underground system is not affected by weather and is highly
reliable. Unfortunately, the initial cost of an underground cable is significantly higher than an overhead line
with the same capacity. The high cost limits the underground system to high-density urban areas and housing
developments.

7.3  Secondary Distribution System

The secondary distribution system provides electric energy to the customers through the distribution
transformers and secondary cables. Table 7.2 shows the typical voltages and wiring arrangements.

In residential areas, the most commonly used is the single-phase three-wire 120/240-V radial system, where
the lighting loads are supplied by the 120 V and the larger household appliances (air conditioner, range, oven,
and heating) are connected to the 240-V lines. Depending on the location, either underground cables or
overhead lines are used for this system.

TABLE 7.2  Secondary Voltages and Connections

Class Voltage Connection Application
1-phase 120/240 Three-wire Residential
3-phase 208/120 Four-wire Commercial/residential
3-phase 480/277 Four-wire High-rise buildings
3-phase 380/220 Four-wire General system, Europe
3-phase 120/240 Four-wire Commercial
3-phase 240 Three-wire Commercial/industrial
3-phase 480 Three-wire Industrial

3-phase 240/480 Four-wire Industrial
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In urban areas, with high-density mixed commercial and residential loads, the three-phase 208/120-V four-
wire network system is used. This network provides higher reliability but has significantly higher costs.
Underground cables are used by most secondary networks.

High-rise buildings are supplied by a three-phase four-wire 480/277-V spot network. The fluorescent
lighting is connected to 277 V, and the motor loads are supplied by a 480-V source. A separate local 120-V
system supplies the outlets in the various rooms. This 120-V radial system is supplied by small transformers
from the 480-V network.

7.4  Radial Distribution System

A typical overhead single-phase three-wire 120/240-V secondary system is shown in Figure 7.3. The three
distribution transformers are mounted on separate primary feeder poles and supplied from different phases.
Each transformer supplies 6 to 12 houses. The transformers are protected by fuses. The secondary feeders and
the service drops are not protected individually. The secondary feeder uses insulated No. 1/0 or 4/0 aluminum
conductors. The average secondary length is from 200 to 600 ft. The typical load is from 15 to 30 W/ft.

The underground distribution system is used in modern suburban areas. The transformers are pad-
mounted or placed in an underground vault. A typical 50-kVA transformer serves 5 to 6 houses, with each
house supplied by an individual cable.

The connection of a typical house is shown in Figure 7.4. The incoming secondary service drop supplies the
kW and kWh meter. The modern, mostly electronic meters measure 15-min kW demand and the kWh energy
consumption, and they record the maximum power demand and energy consumption. The electrical utility
maintains the distribution system up to the secondary terminals of the meter. The homeowner is responsible
for the service panel and house wiring. The typical service panel is equipped with a main switch and circuit
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FIGURE 7.3 Typical 120/240-V radial secondary system.
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FIGURE 7.4 Residential electrical connection.

breaker. The main switch permits the deenergization of the house and protects against short circuits. The
smaller loads are supplied by 120 V and the larger loads by 240 V. Each outgoing line is protected by a circuit
breaker. The neutral has to be grounded at the service panel, just past the meter. The water pipe was used for
grounding in older houses. In new houses a metal rod, driven in the earth, provides proper grounding. In
addition, a separate bare wire is connected to the ground. The ground wire connects the metal parts of the
appliances and service panel box together to protect against ground-fault-produced electric shocks.

7.5 Secondary Networks

The secondary network is used in urban areas with high load density. Figure 7.5 shows a segment of a typical
secondary network.

The secondary feeders form a mesh or grid that is supplied by transformers at the node points. The multiple
supply assures higher reliability and better load sharing. The loads are connected directly to the low-voltage
grid, without any protection equipment. The network is protected by fuses and network protector circuit
breakers installed at the secondary transformers. A short circuit blows the fuses and limits the current. The
network protectors automatically open on reverse current and reclose when the voltage on the primary feeder
is restored after a fault.
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FIGURE 7.5 Typical segment of a secondary distribution network.
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7.6 Load Characteristics

The distribution system load varies during the day. The maximum load occurs in the early evening or late
afternoon, and the minimum load occurs at night. The design of the distribution system requires both values,
because the voltage drop is at the maximum during the peak load, and overvoltages may occur during the
minimum load. The power companies continuously study the statistical variation of the load and can predict
the expected loads on the primary feeders with high accuracy. The feeder design considers the expected peak
load or maximum demand and the future load growth.

The economic conductor cross-section calculation requires the determination of average losses. The average
loss is calculated by the loss factor (LSF), which is determined by statistical analyses of load variation.

average loss
LSF =
loss at peak load

The average load is determined by the load factor (LF), which is the ratio of average load to peak load. The
load factor for an area is determined by statistical analyses of the load variation in past years. The approximate
relation between the loss factor and load factor is

LSF = 0.3LF + 0.7LF?

This equation is useful because the load factor is
measured continuously by utilities, and more accurate ~TABLE 7.3 Typical Annual Load Factor Values

values are available for the load factor than for the loss  Type of Load Load Factor
factor. Typical values are given in Table 7.3.

. Residential 0.48
The connected load or demand can be estimated .
. . . . . Commercial 0.66
accurately in residential and industrial areas. The  [ndustrial 0.72

connected load or demand is the sum of continuous
ratings of apparatus connected to the system. However, TABLE 7.4 Typical Demand Factors for Multi-
not all equipment is used simultaneously. The actual  family Dwellings

load in a system is significantly lower than the connected

R R Number of Dwellings Demand Factor, %
load. The demand factor (DF) is used to estimate the 8
actual or maximum demand. DF is defined as 3t05 45
18 to 20 38
. 39 to 42 28
maximum demand 62 & over 23

total connected demand
Adapted from Article 220-32, Table 202-32, National

Electrical Code 1987, Quincy, Mass.: National Fire Protec-
The demand factor depends on the number of tion Association, 1986. With permission.

customers and the type of load. Typical demand factor
values are given in Table 7.4.

7.7 Voltage Regulation

The voltage supplied to each customer should be within the =5% limit, which, at 120 V, corresponds to
114 and 126 V. Figure 7.6 shows a typical voltage profile for a feeder at light and heavy load conditions. The
figure shows that at heavy load, the voltage at the end of the line will be less than the allowable minimum
voltage. However, at the light load condition the voltage supplied to each customer will be within the
allowable limit. Calculation of the voltage profile, voltage drop, and feeder loss is one of the major tasks in
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FIGURE 7.6 Feeder voltage profiles.

distribution system design. The concept of voltage drop and loss calculation is demonstrated using the
feeder shown in Figure 7.6.

To calculate the voltage drop, the feeder is divided into sections. The sections are determined by the loads.
Assuming a single-phase system, the load current is calculated by Equation (7.1):

p; .
Il = ——, I = IL|(cosp; + sing,) (7.1)
V coso;
where P is the power of the load, V is the rated voltage, and ¢ is the power factor.
The section current is the sum of the load currents. Equation (7.2) gives the section current between load i

and i—1:

i=1

i = > I; (7.2)
1

The electrical parameters of the overhead feeders are the resistance and reactance, which are given in Q/mi.

The underground feeders have significant capacitance in addition to the reactance and resistance. The
capacitance is given in puF/mi. The actual values for overhead lines can be calculated using the conductor
diameter and phase-to-phase and phase-to-ground distance. The residential underground system generally
uses single-conductor cables with polyethylene insulation. The older systems use rubber insulation with
neoprene jacket. Circuit parameters should be obtained from manufacturers. The distribution feeders are
short transmission lines. Even the primary feeders are only a few miles long. This permits the calculation
of the section resistance and reactance by multiplying the Q/mi values by the length of the section. The
length of the section in a single-phase two-wire system is two times the actual length. In a balanced three-
phase system, it is the simple length. In a single-phase three-wire system, the voltage drop on the neutral
conductor must be calculated.
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Equation (7.3) gives the voltage drop, with a good approximation, for section i, (i—1). The total voltage
drop is the sum of the sections’ voltage drops.

€iim1y = i 1) | (Ri =1)€08®j 1) + X (i-1)SinQ; 1) (7.3)
Equation (7.4) gives the losses on the line:

i—1

Loss; = Z (Ii.,(i—l))zRi,(i—l) (7.4)
T

The presented calculation method describes the basic concept of feeder design; more details can be found in
the literature.

7.8  Capacitors and Voltage Regulators

The voltage drop can be reduced by the application of a shunt capacitor. As shown in Figure 7.7, a properly
selected and located shunt capacitor assures that the voltage supplied to each of the customers will be within
the allowable limit at the heavy load condition. However, at light load, the same capacitor will increase the
voltage above the allowable limit. Most capacitors in the distribution system use switches. The capacitor is
switched off during the night when the load is light and switched on when the load is heavy. The most frequent
use of capacitors is on the primary feeders. In an overhead system, three-phase capacitor banks with vacuum
switches are installed on the poles. Residential underground systems require less shunt capacitance for voltage
control due to the reduced reactance. Even so, shunt capacitors are used for power factor correction and loss
reduction.

The optimum number, size, and location of capacitor banks on a feeder is determined by detailed computer
analyses. The concept of optimization includes the minimization of the operation, installation, and investment
costs. The most important factor that affects the selection is the distribution and power factor of loads.
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FIGURE 7.7 Capacitor effect on voltage profile.



7-10 Systems, Controls, Embedded Systems, Energy, and Machines

In residential areas, the load is uniformly distributed. In this case the optimum location of the capacitor bank
is around two-thirds of the length of the feeder.

The effect of a capacitor bank can be studied by adding the capacitor current to the load current. The
capacitor current flows between the supply and the capacitor as shown in Figure 7.7. Its value can be calculated
from Equation (7.5) for a single-phase system:

I. =joCV, o =2xf (7.5)

where C is the capacitance, f is the frequency (60 Hz), and V is the voltage to ground.

The capacitive current is added to the inductive load current, reducing the total current, the voltage drop,
and losses. The voltage drop and loss can be calculated using Equations (7.2) to (7.5).

The voltage regulator is a tap-changing transformer, which is located, in most cases, at the supply end of the
feeder. The tap changer increases the supply voltage, which in turn increases the voltage above the allowable
minimum at the last load. The tap-changer transformer has two windings. The excitation winding is
connected in parallel. The regulating winding is connected in series with the feeder. The latter has taps and a
tap-changer switch. The switch changes the tap position according to the required voltage. The frequent tap
changes reduce the lifetime of the tap-changer switch. This problem limits the number of tap-changer
operations to one to three per day.

7.9  Distribution System Hardware

The major components of the distribution system include overhead distribution lines, distribution cables,
transformers, capacitor banks, circuit breakers and reclosers, and fuse cutouts and disconnects.

Overhead distribution lines. A typical distribution line is a three-phase line built with wooden poles. The
most frequently used are pine and fir poles. These poles must be treated against fungus, which cause decay of
the structural strength of the wood. The decay starts at the ground line if the pole is not treated. For pole
treatment, commonly used pesticides include creosote, pentachlorophenol, and chromated copper arsenate.
The most frequently used treatment is creosote. Several methods have been developed to treat wooden poles.
Typically, the wood is kiln dried for several hours and the treating material is injected into the wood using
vacuum.

Figure 7.8 shows a typical 15-kV-class distribution pole with pole-mounted transformer. The figure shows a
wooden cross arm with three small porcelain insulators. The conductors are attached to the insulator by wires.
The distances between the conductors are normally more than 61 cm (24 in.) at 15 kV and 1 m (40 in.) at
33 kV. The typical span is 200 ft to 500 ft.

In a four-wire system the neutral conductor is placed in a fourth insulator on the cross arm or under the
cross arm. Most frequently, the pole is directly buried in a hole without any foundation. Distribution poles are
frequently anchored by steel cables. The anchoring balances the loads in the case of a change of direction or
dead-end structure.

Cables. In cities and many suburban areas, underground cables are used. The cables are insulated
conductors buried directly in the ground or placed in conduit or concrete-buried cable ducts. A cable duct
carries 4 to 8 cables and permits the easy localization of cable fault and repair.

Figure 7.9 shows a typical distribution cable. At the center of a cable is the phase conductor, then a
semiconducting conductor shield, the insulation, a semiconducting insulation shield, the neutral or shield,
and finally a covering jacket. Most distribution cables are single conductor. Cable insulation is normally tree-
retardant cross-linked polyethylene (XLPE) or ethylene-propylene rubber (EPR) compounds.

Transformers. Distribution systems have oil-cooled and -insulated transformers. The transformers are pole
mounted on a distribution line or placed in metal boxes in the yard or underground vaults in a cable system.
Figure 7.10 shows a pole-mounted distribution transformer. This transformer is protected against lightning by
a surge arrester. The surge arrester is equipped with a plastic cup, which prevents squirrels and other animals
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FIGURE 7.8 Overhead distribution line with a pole-mounted distribution transformer.
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Semiconducting shield  Semiconducting shield

FIGURE 7.9 A concentric neutral cable, typically used for underground residential power delivery.

from electrocution. The surge arrester is grounded, together with the transformer tank and other metal parts.
A fuse cutout is connected in series with the transformer for short-circuit protection.

Capacitor banks. The switched capacitor banks are also pole mounted. Figure 7.10 shows a 12.47-kV pole-
mounted capacitor bank. The figure shows three capacitors connected in a wey. A vacuum switch and a fuse
cutout are connected in series with each capacitor. The fuse cutout protects the capacitor against short circuit;
the switch permits switching the capacitor on and off. The capacitor is switched off when the load is light at
night and switched on in the morning when the load is increasing.
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FIGURE 7.10 Three-phase switched capacitor bank.

Circuit breakers and reclosers. The distribution system uses circuit breakers for the protection of primary
feeders. Pole-mounted reclosers are also used. The short-circuit current triggers the switch to open and
interrupt the current. After a few cycles of delay, the switch closes and attempts to reenergize the line. If the
fault is not cleared (a permanent fault), the recloser opens and remains open. The operator must dispatch a
crew to repair the line.

The vacuum circuit breaker is equipped with a vacuum bottle, which has a fixed and a moving electrode.
The current is interrupted by the fast separation of the electrodes in the vacuum. The current is interrupted at
a zero crossing. The high dielectric strength of the vacuum prevents reignition.

Fuse cutouts and disconnects (tie switch). The fuse cutout shown in Figure 7.8 is used for short-circuit
protection. The figure shows a pivoted fuse supported by a porcelain insulator. The fuse is a thin wire. The
short-circuit current melts the wire, and the compression and force of the arc interrupt the current. Line
workers can use cutouts as convenient sectionalizing switches operated by pulling the fuse out with a long
insulated stick. The disconnect or tie-switch is a mechanical blade switch operated from the ground. Many
disconnects cannot interrupt the load current; they can be operated only when the line current is zero.

7.10  Overhead versus Underground

Both overhead and underground designs have advantages (Table 7.5). The major advantage of overhead
circuits is cost; an underground circuit typically costs anywhere from 1 to 2.5 times the equivalent overhead
circuit. But the cost differences vary wildly, and it is often difficult to define “equivalent” systems in terms of
performance. Under the right conditions, some estimates of cost report that cable installations can be less
expensive than overhead lines. If the soil is easy to dig, if the soil has few rocks, and if the ground has no other
obstacles like water pipes or telephone wires, then crews may be able to plow in cable faster and for less cost
than an overhead circuit. In urban areas, underground is almost the only choice; just too many circuits are
needed, and aboveground space is too expensive or just not available. But, urban duct-bank construction is
expensive on a per-length basis (fortunately, circuits are short in urban applications). On many rural
applications, the cost of underground circuits is difficult to justify, especially on long, lightly loaded circuits,
given the small number of customers that these circuits feed.

Aesthetics is the main driver towards underground circuits. Especially in residential areas, parks, wildlife
areas, and scenic areas, visual impact is important. Undergrounding removes a significant amount
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TABLE 7.5. Overhead versus Underground: Advantages of Each

Overhead Underground
Cost — Overhead’s number one advantage; +  Aesthetics — Underground’s number one advantage;
significantly less cost, especially initial cost much less visual clutter
Longer life — 30 to 50 years versus 20 to 40 for +  Safety — Less chance for public contact
new underground works +  Reliability — Significantly fewer short- and
Reliability — Shorter outage durations because of long-duration interruptions
faster fault finding and faster repair +  O&M — Notably lower maintenance costs
Loading — Overhead circuits can more readily (no tree trimming)
withstand overloads +  Longer reach — Less voltage drop because

reactance is lower

of visual clutter. Overhead circuits are ugly. It is possible to make overhead circuits less ugly—tidy construction
practices, fiberglass poles instead of wood, keeping poles straight, tight conductor configurations, joint use of
poles to reduce the number of poles, and so on. Even the best, though, are still ugly, and many older circuits look
awful (weathered poles tipped at odd angles, crooked crossarms, rusted transformer tanks, etc.).

Underground circuits get rid of all that mess, with no visual impact in the air. Trees replace wires, and trees
do not have to be trimmed. At ground level, instead of poles every 150 feet, many having one or more guy
wires, urban construction has no obstacles, and user requirements documents (URD)-style construction just
has pad-mounted transformers spaced much less frequently. Of course, for maximum benefit, all utilities must
be underground. There is little improvement from undergrounding electric circuits if phone and cable
television are still strung on poles (if the telephone wires are overhead, you might as well have the electric lines
there too).

While underground circuits are certainly more appealing when finished, during installation construction is
messier than overhead installation. Lawns, gardens, sidewalks, and driveways are dug up; construction lasts
longer; and the installation “wounds” take time to heal. These factors do not matter much when installing
circuits into land that is being developed, but it can be upsetting to customers in an existing, settled community.

Underground circuits are more reliable. Overhead circuits typically fault about 90 times per 100 miles per
year; underground circuits fail less than 10 times/100 miles/year. Because overhead circuits have more faults,
they cause more voltage sags, more momentary interruptions, and more long-duration interruptions. Even
accounting for the fact that most overhead faults are temporary, overhead circuits have more permanent faults
that lead to long-duration circuit interruptions. The one disadvantage of underground circuits is that when
they do fail, finding the failure is harder, and fixing the damage or replacing the equipment takes longer. This
can partially be avoided by using loops capable of serving customers from two directions, by using conduits
for faster replacement, and by using better fault location techniques. Underground circuits are much less
prone to the elements. A major hurricane may drain an overhead utility’s resources, crews are completely tied
up, customer outages become very long, and cleanup costs are a major cost to utilities. A predominantly
underground utility is more immune to the elements, but underground circuits are not totally immune to the
elements. In “heat storms,” underground circuits are prone to rashes of failures. Underground circuits have
less overload capability than overhead circuits, and failures increase with operating temperature.

Underground circuits are safer for the public than overhead circuits. Overhead circuits are more exposed to
the public. Kites, ladders, downed wires, truck booms—despite the best public awareness campaigns, these
still expose the public to electrocution from overhead lines. Do not misunderstand—underground circuits
still have dangers, but they are much less than on overhead circuits. For the public, digging is the most likely
source of contact. For utility crews, both overhead and underground circuits offer dangers that proper work
practices must address to minimize risks.

We cannot assume that underground infrastructure will last as long as overhead circuits. Early URD systems
failed at a much higher rate than expected. While most experts believe that modern underground equipment is
more reliable, it is still prudent to believe that an overhead circuit will last 40 years, while an underground
circuit will only last 30 years.
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7.11  Faults

Faults kill—faults start fires—faults force interruptions—faults create voltage sags. Tree trimming, surge
arresters, animal guards, cable replacements—these tools reduce faults. We cannot eliminate all faults, but
appropriate standards and maintenance practices help in the battle. When faults occur, we have ways to reduce
their impacts. A fault is normally a short circuit between conductors.

When a short-circuit fault occurs, the fault path explodes in an intense arc. Local customers endure an
interruption, and for customers farther away, a voltage sag; faults cause most reliability and power quality
problems. Faults kill and injure line operators: crew operating practices, equipment, and training must
account for where fault arcs are likely to occur and must minimize crew exposure.

There are many causes of faults on distribution circuits. A large EPRI study was done to characterize
distribution faults in the 1980s at 13 utilities monitoring 50 feeders [Burke and Lawrence, 1984; EPRI 1209-1,
1983]. The distribution of permanent fault causes found in the EPRI study is shown in Figure 7.11.
Approximately 40% of faults in this study occurred during periods of “adverse” weather, which included rain,
snow, and ice.

Distribution faults occur on one phase, on two phases, or on all three phases. Single-phase faults are the
most common. Almost 80% of the faults measured involved only one phase either in contact with the neutral
or with ground. Most faults are single phase because most of the overall length of distribution lines is single
phase, so any fault on single-phase sections would only involve one phase. Also, on three-phase sections, many
types of faults tend to occur from phase to ground. Equipment faults and animal faults tend to cause line-to-
ground faults. Trees can also cause line-to-ground faults on three-phase structures, but line-to-line faults are
more common. Lightning faults tend to be two or three phases to ground on three-phase structures.

Ninety faults per 100 miles per year (55 faults/100 km/year) is common for utilities with moderate
lightning.

Limiting fault current has many benefits that improve the safety and reliability of distribution systems:

* Failures—Overhead line burndowns are less likely, cable thermal failures are less likely, violent
equipment failures are less likely.

 Equipment ratings—We can use reclosers and circuit breakers with less interrupting capability and
switches and elbows with less momentary and fault close ratings. Lower fault currents reduce the need
for current-limiting fuses and for power fuses and allows the use of cutouts and under-oil fuses.

* Shocks—Step and touch potentials are less severe during faults.
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Animal

Wind

Dig-in

Vehicle accident
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Construction activity
Other
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FIGURE 7.11 Fault causes measured in the EPRI fault study. (Data from Burke and Lawrence [1984], EPRI 1209-1
[1983].)
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* Conductor movement— Conductors move less during faults (this provides more safety for workers in
the vicinity of the line and makes conductor slapping faults less likely).
+ Coordination—Fuse coordination is easier. Fuse saving is more likely to work.

At most distribution substations, three-phase fault currents are limited to less than 10 kA, with many sites
achieving limits of 7 to 8 kA. The two main ways that utilities manage fault currents are:

+ Transformer impedance— Specifying a higher-impedance substation transformer limits the fault
current. Normal transformer impedances are around 8%, but utilities can specify impedances as high as
20% to reduce fault currents.

« Split substation bus— Most distribution substations have an open tie between substation buses, mainly
to reduce fault currents (by a factor of two).

Line reactors and a neutral reactor on the substation transformer are also used to limit fault currents,
especially in large urban stations where fault currents may exceed 40 kA.

When a conductor comes in physical contact with the ground but does not draw enough current to operate
typical protective devices, you have a high-impedance fault. In the most common scenario, an overhead wire
breaks and falls to the ground (a downed wire). If the phase wire misses the grounded neutral or another
ground as it falls, the circuit path is completed by the high-
impedance path provided by the contact surface and the
earth.

The return path for a conductor laying on the ground
can be a high impedance. The resistance varies depending

TABLE 7.6. Typical High-Impedance Fault
Current Magnitudes

Surface Current, A

on the surface of the ground. Table 7.6 shows typical  Dry asphalt 0
current values measured for conductors on different — Concrete (no rebar) 0
surfaces (for 15-kV class circuits). Dry sand 0
On distribution circuits, high-impedance faults are still \1/)\]:; Zzzd ;(5)
an unsolved problem. It is not for lack of effort—  pry grass 25
considerable research has been done to find ways to detect ~ Wet sod 40
high-impedance faults, and progress has been made (see =~ Wet grass 50
[IEEE Tutorial Course 90EH0310-3-PWR, 1990] for a  Concrete (with rebar) >
more in-depth summary). Research has identified many Source: TEEE Tutorial Course 90EH0310-3-PWR,
characteristics of high-impedance faults that have been  “Detection of Downed Conductors on Utility Distribu-
tested as ways of detecting high-impedance faults. tion Systems,” 1990. With permission. © 1990 IEEE.

7.12  Short-Circuit Protection

Overcurrent protection or short-circuit protection is very important on any electrical power system, and the
distribution system is no exception. Circuit breakers and reclosers, expulsion fuses and current-limiting
fuses—these protective devices interrupt fault current, a vitally important task. Short-circuit protection is the
selection of equipment, placement of equipment, selection of settings, and coordination of devices to
efficiently isolate and clear faults with as little impact on customers as possible.

Of highest importance, good fault protection clears faults quickly to prevent:

« Fires and explosions
+ Further damage to utility equipment such as transformers and cables

Secondary goals of protection include practices that help reduce the impact of faults on:

* Reliability (long-duration interruptions)—In order to reduce the impact on customers, reclosing of
circuit breakers and reclosers automatically restore service to customers. Having more protective
devices that are properly coordinated assures that the fewest customers possible are interrupted and
makes fault finding easier.
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 Power quality (voltage sags and momentary interruptions) — Faster tripping reduces the duration of
voltage sags. Coordination practices and reclosing practices impact the number and severity of
momentary interruptions.

Circuit interrupters should only operate for faults, not for inrush, cold-load pickup, or transients.
Additionally, protective devices should coordinate to interrupt as few customers as possible.

The philosophies of distribution protection differ from transmission-system protection and industrial
protection. In distribution systems, protection is not normally designed to have backup—if a protective
device fails to operate, the fault may burn and burn (until an upstream device is manually opened). Of course,
protection coverage should overlap, so that if a protective device fails due to an internal short circuit (which is
different than fails to open), an upstream device operates for the internal fault in the downstream protector.
Backup is not a mandatory design constraint (and is impractical to achieve in all cases).

Most often, we base distribution protection on standardized settings, standardized equipment, and
standardized procedures. Standardization makes operating a distribution company easier if designs are
consistent. The engineering effort to do a coordination study on every circuit reduces considerably.

Fusing

Expulsion fuses are the most common protective device on distribution circuits. Fuses are low-cost
interrupters that are easily replaced (when in cutouts). Interruption is relatively fast and can occur in half of a
cycle for large currents.

Distribution transformer fuses are primarily there to disconnect the transformer from the circuit if it fails.
Engineers most commonly pick fuse sizes for distribution transformers from a fusing table developed by the
utility, transformer manufacturer, or fuse manufacturer. These tables are developed based on criteria for
applying a fuse such that the fuse should not have false operations from inrush and cold-load pickup. Current-
limiting fuses are regularly used on transformers in high fault-current areas to provide protection against
violent transformer failure.

When an electrical distribution system energizes, components draw a high, short-lived inrush; the largest
component magnetizes the magnetic material in distribution transformers (in most cases, it is more accurate
to say remagnetize, because the core likely is magnetized in a different polarity if the circuit is energized
following a short-duration interruption). Cold-load pickup is the extra load following an extended
interruption due to loss of the normal diversity between customers. Following an interruption, the water in
water heaters cools down, refrigerators warm up. When the power is restored, all appliances that need to catch
up energize at once.

Fuses are also used on lateral taps. Utilities use the two main philosophies to apply tap fuses: fusing based
on load and standardized fusing schedules. The fuse should not operate for cold-load pickup or inrush to
prevent nuisance operations and should coordinate with upstream and downstream devices.

Reclosing

Automatic reclosing is a universally accepted practice on most overhead distribution feeders. On overhead
circuits, 50 to 80% of faults are temporary, so if a circuit breaker or recloser clears a fault, and it recloses, most
of the time the fault is gone, and customers do not lose power for an extended period of time.

On underground circuits, since virtually all faults are permanent, we do not reclose. A circuit might be
considered underground if something like 60 to 80% of the circuit is underground. Utility practices vary
considerably relative to the exact percentage [IEEE Working Group on Distribution Protection, 1995].
A significant number of utilities treat a circuit as underground if as little as 20% is underground, while some
others put the threshold over 80%.

The first reclose usually happens with a very short delay, either an immediate reclose, which means a 1/3 to
1/2-second dead time, or with a one to five-second delay. Subsequent reclose attempts follow longer delays.
The nomenclature is usually stated as 0—15-30, meaning there are three reclose attempts: the first reclose
indicated by the “0” is made after no intentional delay (this is an immediate reclose), the second attempt is
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made following a 15-second dead time, and the final attempt is made after a 30-second dead time. If the fault
is still present, the circuit opens and locks open. We also find this specified using circuit-breaker terminology
as O - 0 sec - CO - 15 sec - CO - 30 sec - CO where “C” means close and “O” means open. Other common
cycles that utilities use are 0-30-60-90 and 5-45.

With reclosers and reclosing relays on circuit breakers, the reclosing sequence is reset after an interval that is
normally adjustable. This interval is generally set somewhere in the range of 10 seconds to two minutes. Only a
few utilities have reported excessive operations without lockout [IEEE Working Group on Distribution
Protection, 1995].

A recloser is a specialty distribution protective device capable of interrupting fault current and
automatically reclosing. Like a circuit breaker, interruption occurs at a natural current zero. The interrupting
medium of a recloser is most commonly vacuum or oil. The insulating medium is generally oil, air, a solid
dielectric, or SFq.

Fuse Saving versus Fuse Blowing

Fuse saving is a protection scheme where a circuit breaker or recloser is used to operate before a lateral tap
fuse. A fuse does not have reclosing capability; a circuit breaker (or recloser) does. Fuse saving is usually

g Breaker or recloser
Lateral Fuse

Fault

Fuse Saving
Temporary fault

The circuit breaker operates on the instantaneous relay trip (before the fuse operates).
The breaker recloses.
The fault is gone, so no other action is necessary.

Permanent fault

The circuit breaker operates on the instantaneous relay trip (before the fuse operates).
The breaker recloses.

The fault is still there.

The instantaneous relay is disabled, so the fuse operates.

Crews must be sent out to fix the fault and replace the fuse.

Fuse Blowing

Temporary fault

The fuse operates.
Crews must be sent out to replace the fuse.

Permanent fault
The fuse operates.

Crews must be sent out to fix the fault and replace the fuse.

FIGURE 7.12 Comparison of the sequence of events for fuse saving and fuse blowing for a fault on a lateral.
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implemented with an instantaneous relay on a breaker (or the fast curve on a recloser). The instantaneous trip
is disabled after the first fault, so after the breaker recloses, if the fault is still there, the system is time
coordinated, so the fuse blows. Because most faults are temporary, fuse saving prevents a number of lateral
fuse operations.

The main disadvantage of fuse saving is that all customers on the circuit see a momentary interruption for
lateral faults. Because of this, many utilities are switching to a fuse-blowing scheme. The instantaneous relay
trip is disabled, and the fuse is always allowed to blow. The fuse-blowing scheme is also called trip saving or
breaker saving. Figure 7.12 shows a comparison of the sequence of events of each mode of operation. Fuse
saving is primarily directed at reducing sustained interruptions, and fuse blowing is primarily aimed at
reducing the number of momentary interruptions.

7.13  Reliability and Power Quality

Power outages disrupt more businesses than any other factor. End users expect good reliability, and
expectations keep rising. Interruptions and voltage sags cause most disruptions. Reliability statistics, based on
long-duration interruptions, are the primary benchmark used by utilities and regulators to identify service
quality. Faults on the distribution system cause most long-duration interruptions; a fuse, breaker, recloser, or
sectionalizer locks out the faulted section.

Utilities most commonly use two indices, SAIFI and SAIDI, to benchmark reliability. These characterize the
frequency and duration of interruptions [IEEE Std. 1366—2000].

SAIFI, System average interruption frequency index

Total number of customer interruptions

SAIFI =
Total number of customers served

Typically, a utility’s customers average between one and two sustained interruptions per year. SAIFI is also the
average failure rate, which is often labeled A. Another useful measure is the mean time between failure
(MTBEF), which is the reciprocal of the failure rate: MTBF in years = 1/4.

SAIDI, System average interruption duration frequency index

Sum of all customer interruption durations

SAIDI =
Total number of customers served

SAIDI quantifies the average total duration of interruptions. SAIDI is cited in units of hours or minutes per
year. Survey results for SAIFI and SAIDI are shown in Table 7.7.

TABLE 7.7. Reliability Indices Found by Industry Surveys

SAIFI, number of SAID], hours of
interruptions per year™ interruption per year”
25% 50% 75% 25% 50% 75%
[IEEE Std. 1366—-2000] 0.90 1.10 1.45 0.89 1.50 2.30
[EEL 1999] (excludes storms) 0.92 1.32 1.71 1.16 1.74 2.23
[EEIL, 1999] (with storms) 1.11 1.33 2.15 1.36 3.00 4.38
[CEA, 2001] (with storms) 1.03 1.95 3.16 0.73 2.26 3.8
[PA Consulting, 2001] (with storms) — — — 1.55 3.05 8.35
IP&L Large City Comparison 0.72 0.95 1.15 1.02 1.64 2.41

[Indianapolis Power & Light, 2000]

*The three columns represent the lower quartile, the median, and the upper quartile.
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Utility indices vary widely because of many differing factors, mainly: weather, physical environment (mainly
the amount of tree coverage), load density, distribution voltage, age, percent underground, and the methods of
recording interruptions. Within a utility, performance of circuits varies widely for many of the same reasons
causing the spread in utility indices.

Much of the reliability data reported to regulators excludes major storm or major event interruptions. There
are pros and cons to excluding storm interruptions. The argument for excluding storms is that storm
interruptions significantly alter the duration indices to the extent that restoration performance dominates the
index. Further, a utility’s performance during storms does not necessarily represent the true performance of
the distribution system. Including storms also adds considerable year-to-year variation in results. On the other
hand, from the customer point of view an interruption is still an interruption. Also, the performance of a
distribution system is reflected in the storm performance—for example if a utility does more tree trimming
and puts more circuits underground, their circuits will have less interruptions when a storm hits.

We have many different methods of reducing long-duration interruptions, including:

* Reduce faults — tree trimming, tree wire, animal guards, arresters, circuit patrols

« Find and repair faults faster — faulted circuit indicators, outage management system, crew staffing,
better cable fault finding

* Limit the number of customers interrupted — more fuses, reclosers, sectionalizers

 Only interrupt customers for permanent faults — reclosers instead of fuses, fuse-saving schemes

Besides long-duration interruptions, shorter-duration disruptions can also affect utility customers.
Momentary interruptions and voltage sags are the most common. Different customers are affected differently.
Most residential customers are affected by sustained and momentary interruptions. For commercial and
industrial customers, sags and momentaries are the most common problems. Each circuit is different, and
each customer responds differently to power quality disturbances. These three power quality problems are
caused by faults on the utility power system, with most of them on the distribution system.

Momentary interruptions primarily result from reclosers or reclosing circuit breakers attempting to clear
temporary faults, first opening and then reclosing after a short delay. The devices are usually on the distribution
system; but at some locations, momentary interruptions also occur for faults on the subtransmission system.
Terms for short-duration interruptions include short interruptions, momentary interruptions, instantaneous
interruptions, and transient interruptions, all of which are used with more or less the same meaning. The
dividing line for duration between sustained and momentary interruptions is most commonly thought of as five
minutes. Table 7.8 shows the number of momentary interruptions based on surveys of the reliability index
MAIFI. MAIFI is the same as SAIFI, but it is for short-duration rather than long-duration interruptions.

Voltage sags cause some of the most common and hard-to-solve power quality problems. Sags can be caused
by faults some distance from a customer’s location. The same voltage sag affects different customers and
different equipment differently. Solutions include improving the ride-through capability of equipment, adding
additional protective equipment (such as an uninterruptible power supply), or making improvements or
changes in the power system.

A voltage sag is defined as an rms reduction in the ac voltage, at the power frequency, for durations from a
half cycle to a few seconds [IEEE Std. 1159-1995]. Sags are also called dips (the preferred European term).
Faults in the utility transmission or distribution system cause most sags. Utility system protective devices clear
most faults, so the duration of the voltage sag is the clearing time of the protective device.

Voltage-sag problems are a contentious issue between customers and utilities. Customers complain that the
problems are due to events on the power system (true), and that is the utilities’ responsibility. The utility
responds that the customer has overly-sensitive equipment, and
the power system can never be designed to be disturbance free. = TABLE 7.8.  Surveys of MAIFI

Utilities, customers, and the manufacturers of equipment all

Survey Median
share some of the responsibility for voltage sag problems. There
are almost no industry standards or regulations to govern these 1995 IEEE [IEEE Std. 1366-2000] 242
di d Kked . .. b 1998 EEI [EEIL, 1999] 5.36
Isputes, and most are worked out in negotiations between a 50 ~pa [CEA, 2001] 40

customer and the utility.
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FIGURE 7.13 Example of voltage sag caused by a fault.

TABLE 7.9. Annual Number of Power Quality Events (Upper Quartile, Median, and Lower Quartile) for the EPRI DPQ
Feeder Sites with a One-Minute Filter

Duration, seconds

Voltage 0 0.02 0.05 0.1 0.2 0.5 1
0.9 32.857-5104.8 30.849.095.1 244353656 13.622.738.7 76132240 337-3142 143289
0.8 16.431.654.1 14.826.050.1 12.120.9379 8.115.0251 499-616.9 2453110 092775
0.7 10.120.533 8 8.618.8327 81153276 58113188 407-8135 1.84:593 092570
0.5 4797192 459.0174 4277143 3559112 235.006 143.37.7 082257
0.3 2148128 1845110 164295 143656 113583 0.82-86.6 0.51.651
0.1 093283 092978 082-87.8 082.77.8 072778 0.52-26.1 031.649

Figure 7.13 shows a voltage sag that caused the system voltage to fall to approximately 45% of nominal
voltage for 4.5 cycles.

The voltage during the fault at the substation bus is given by the voltage-divider expression in Figure 7.14
based on the source impedance (Z), the feeder line impedance (Z;), and the prefault voltage (V).

The voltage sags deeper for faults electrically closer to the bus (smaller Z;). Also, as the available fault
current decreases (larger Z;) the sag becomes deeper. The source impedance includes the transformer
impedance plus the subtransmission source impedance (often, subtransmission impedance is small enough to
be ignored). The impedances used in the equation depend on the type of fault it is. For a three-phase fault
(giving the most severe voltage sag), use the positive-sequence impedance (Z; = Zg). For a line-to-ground
fault (the least severe voltage sag), use the loop impedance, which is Z; = (2Zy+Z5)/3. A good approximation
is one ohm for the substation transformer (which represents a 7- to 8-kA bus fault current) and one ohm per
mile (0.6 Q/km) of overhead line for ground faults.

Several power quality monitoring studies have characterized the frequency of voltage sags. EPRI’s
Distribution Power Quality (DPQ) project recorded power quality in distribution substations and on
distribution feeders measured on the primary at voltages from 4.16 to 34.5 kV [EPRI TR-106294-V2, 1996;
EPRI TR-106294-V3, 1996]. Two hundred seventy-seven sites resulted in 5691 monitor-months of data. In
most cases three monitors were installed for each randomly selected feeder, one at the substation and two at
randomly selected places along the feeder. Table 7.9 shows cumulative numbers of voltage sags measured at
sites during the DPQ study.

7.14  Grounding

Grounding is one of the main defenses against hazardous electric shocks and hazardous overvoltages. Good
equipment grounding helps reduce the chances that line workers and the public receive shocks from internal
failures of the equipment. System grounding determines how loads are connected and how line-to-ground
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Fault

FIGURE 7.14 Voltage divider equation giving the voltage at the bus for a fault downstream. (This can be the substation
bus or another location on the power system.)
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FIGURE 7.15 A four-wire multigrounded distribution system.

faults are cleared. Most North American distribution systems have effective grounding; they have a neutral that
acts as a return conductor and as an equipment safety ground.

There are several grounding configurations for three-phase power distribution systems. On distribution
systems in North America, the four-wire, multigrounded neutral system predominates. Figure 7.15 shows how
loads normally connect to the four-wire system. One phase and the neutral supply single-phase loads. The
neutral carries unbalanced current and provides a safety ground for equipment. Low cost for supplying single-
phase loads is a major reason the four-wire system evolved in North America. More than half of most
distribution systems consist of single-phase circuits, and most customers are single phase. On a
multigrounded neutral system, the earth serves as a return conductor for part of the unbalanced current
during normal and fault conditions.
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Four-wire multigrounded systems have several advantages over three-wire systems. Four-wire systems
provide low cost for serving single-phase loads.

« Single cables for underground single-phase load (and pot heads and elbows and pad-mounted
transformer bushings)

« Single-phase overhead lines are less expensive

+ Single-bushing transformers

+ One arrester and one fuse for a single-phase transformer

 The neutral can be located lower on the pole

 Lower-rated arresters

« Lower insulation required; transformer insulation can be graded

Extensive use of single-phase lines provides significant cost savings. The primary neutral can be shared with
the secondary neutral for further cost savings. And flexibility increases: upgrading a single-phase line to two-
or three-phase service on overhead lines is a cost-effective way to upgrade a circuit following load growth.

Most other distribution configurations are three-wire systems, either grounded or unigrounded. A
unigrounded system is grounded at one place, normally the substation. In North America, many older
distribution system are three-wire systems, including 2400-, 4160-, and 4800-V systems. European systems are
primarily three-wire unigrounded systems.

Defining Terms

Capacitor bank: Consists of capacitors connected in parallel. Each capacitor is placed in a metal can and
equipped with bushings.

Feeder: Overhead lines or cables that are used to distribute the load to the customers. They interconnect the
distribution substations with the loads.

Recloser: A circuit breaker that is designed to interrupt short-circuit current and reclose the circuit after
interruption.

Substation: A junction point in the electric network. The incoming and outgoing lines are connected to a
bus bar through circuit breakers.

Tap changer: A transformer. One of the windings is equipped with taps. The usual number of taps is 32.
Each tap provides a 1% voltage regulation. A special circuit breaker is used to change the tap position.
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8.1 Generators

Ioan Serban

Introduction

Electric generators are devices that convert energy from a mechanical form to an electrical form. This process,
known as electromechanical energy conversion, involves magnetic fields that act as an intermediate medium.
There are two types of generators: alternating current (ac) and direct current (dc). This section explains how
these devices work and how they are modeled in analytical or numerical studies. The input to the machine can
be derived from a number of energy sources. For example, in the generation of large-scale electric power, coal
can produce steam that drives the shaft of the machine. Typically, for such a thermal process, only about one-
third of the raw energy (i.e., from coal) is converted into mechanical energy. The final step of the energy
conversion is quite efficient, with an efficiency close to 100%. The generator’s operation is based on Faraday’s
law of electromagnetic induction. In brief, if a coil (or winding) is linked to a varying magnetic field, then an
electromotive force (emf) or voltage is induced across the coil. Thus, generators have two essential parts, one
creates a magnetic field and the other is where the emf is induced. The magnetic field is typically generated by
electromagnets (thus, the field intensity can be adjusted for control purposes) whose windings are referred to
as field windings or field circuits. The coils where the emfis induced are called armature windings or armature
circuits. One of these two components is stationary (stator) and the other is a rotational part (rotor) driven by
an external torque. Conceptually, it is immaterial which of the two components is to rotate because, in either
case, the armature circuits always “see” a varying magnetic field. However, practical considerations lead to the
common design that for ac generators the field windings are mounted on the rotor and the armature windings
on the stator. In contrast, for dc generators, the field windings are on the stator and armature on the rotor.

Principles of Electric Generators

Electric generators are electromagnetic devices made of electric and magnetic circuits coupled together electri-
cally and magnetically, where mechanical energy at the shaft is converted to electric energy at the terminals.

8-1
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The extremely large power/unit span, from milliwatts to hundreds of MW and more, and the wide diversity
of applications, from electric power plants to car alternators, should have led to numerous electric generator
configurations and their control. And so they did. To bring some order to our exposure we need some
classifications.

The Three Types of Electric Generators

Electric generators may be classified many ways but the following are deemed as fully representative:

By principle
By applications domain

The applications domain implies the power level. The classifications by principle unfolded here include
commercial (widely used) types together with new configurations still in the laboratory (although advanced)
stages.

By principle there are three main types of electric generators:

Synchronous (Figure 8.1)
Induction (Figure 8.2)
Parametric (with magnetic anisotropy and permanent magnets, Figure 8.3)

Parametric generators have in most configurations doubly salient magnetic circuit structures, so they may
be called also doubly salient electric generators.

Synchronous generators (SGs) (Bodefeld and Sequenz, 1938; Concordia, 1951; Richter, 1963; Kostenko, and
Pitrovski, 1974) have in general a stator magnetic circuit made of laminations provided with uniform slots
that house a three-phase (sometimes single- or two-phase) winding and a rotor. It is the rotor design that leads
to a cluster of SG configurations as seen in Figure 8.1.

They are all characterized by the rigid relationship between speed #, frequency f;, and the number of
poles 2p

n=f/p (8.1)

| Synchronous Generators |

Y
| with heteropolar excitation | | with homopolar excitation |
- Y - Y | electrical | | with PMs |
multlpolar'electrlcally DC PM rotor
excited rotor
Claw pole electrical | with variable reluctance rotor |
excited rotor
Y Y Y Y Y
Nonsalient Salient pole variable reluctance ||variable reluctance rotor| | variable reluctance rotor with
pole rotor rotor rotor with PM assistance PMs and electrical excitation
Y
Superconducting
rotor

FIGURE 8.1 Synchronous generators.
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Induction Generators

Y

with wound rotor (doubly fed induction
generator DFIG)

Y

with cage rotor

Y Y
with single stator with dual (main 2p,) and
winding auxiliary (2p,) stator winding
FIGURE 8.2 Induction generators.
Parametric Generators
Y Y Y
Switched reluctance generators| |Transverse flux PM generators Flux reversal PM generators
(SRG) (TFG) (FRM)
Y
Linear PM generators
Y \4 Y
without PMs with rotor PMs with dual stator
Y Y Y Y
with stator PMs with single stator with PMs on stator with PMs on mover

FIGURE 8.3 Parametric generators.

The dc-excited require power electronics excitation control, while those with PMs or variable reluctance rotors
have to use full power electronics in the stator to operate at adjustable speed. Finally, even electronically
excited SGs may be provided with full power electronics in the stator when they work alone or in power grids
with high-voltage dc cable transmission lines.

Each of these configurations will be presented in terms of its principles later on in this chapter.

For powers in the MW/unit range and less, induction generators have been introduced also. They are
(Figure 8.2):

With cage rotor and single stator winding
With cage rotor and dual (main and additional) stator winding with different number of poles
With wound rotor

PWM converters are connected to the stator for the single-stator winding and to the auxiliary stator
winding for the case of dual-stator winding.
The principle of the induction generator with single-stator winding relies on the equation

fi=pn+f (8.2)

with
fi>0
f» <> 0 slip (rotor) frequency
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n = speed (rps)

p = pole pairs

f» may be either positive or negative in Equation (8.2), even zero, provided the PWM converter in the
wound rotor is capable of supporting bidirectional power flow for speeds n above and below f,/p.

Notice that for f, = 0 (dc rotor excitation) the SG operation mode is obtained with the doubly fed
induction generator (IG).

The slip S definition is

S —é <>0 (8.3)

fi
The slip is zero as f, = 0 (dc) for the SG mode.
For the dual-stator winding the frequency—speed relationship is applied twice

fhi=pin+fip>p
fi=pn+f

So the rotor bars experience, in principle, currents of two distinct (rather low) frequencies f, and f,’. In general
P2 > p1 to cover lower speeds.

The PWM converter feeds the auxiliary winding. Consequently its rating is notably lower than that of the
full power of the main winding and is proportional to speed variation range.

As it may work in the pure synchronous mode also, the doubly fed IG may be used up to highest levels
of powers for SGs (400-MW units have been in use for some years, since 1995, in Japan) and a 2 X 300 MW
pump storage plant is being commissioned in 2004 in Germany.

On the contrary, the cage-rotor IG is more suitable for powers in the MW and lower power range.

(8.4)

Parametric generators rely on the variable reluctance principle but may also use permanent magnets to
enhance the power/volume and reduce generator losses.

There are quite a few configurations that suit this category, such as the switched reluctance generator (SRG),
the transverse flux PM generator (TFG), and the flux reversal generator (FRG). In general their principle relies
on coenergy variation due to magnetic anisotropy (with or without PMs on rotor or on stator) in the absence
of a traveling field with constant speed (fi/p), which is so characteristic for synchronous and induction
generators (machines).

Synchronous Generators

SGs (classifications in Figure 8.1) are characterized by a uniformly slotted stator laminated core that hosts a
three-, two-, or single-phase ac winding and a dc current-excited, PM-excited, or variable saliency rotor
(Bodefeld and Sequenz, 1938; Concordia, 1951; Richter, 1963; Kostenko and Pitrovski, 1974; Walker, 1981).

As only two traveling fields — of the stator and rotor — at relative standstill interact to produce a
rippleless torque, the speed # is igidly tied to stator frequency f, because the rotor-produced magnetic field is
typical in such SGs.

They are built with a nonsalient pole-distributed excitation rotor (Figure 8.4) for 2p = 2, 4 (that is, high-
speed or turbo-generators) or with a salient-pole concentrated excitation rotor (Figure 8.5) for 2p > 4 (in
general for low-speed or hydro-generators).

As power increases, the rotor peripheral speed increases also. In large turbogenerators it may reach more
than 150 m/s (in a 200-MVA machine with D, = 1.2 m rotor diameter at n = 3600 rpm, 2p =2, U=
Din = 1 X 1.2 X 3600/60 > 216 m/s). The dc excitation placement in slots, with dc coil end connections
protected against centrifugal forces by rings of highly resilient resin materials, becomes thus necessary. Also the
dc rotor current air-gap field distribution is closer to a sinusoid.

Consequently, the harmonics content of the stator motion induced voltage (emf or no-load voltage) is
smaller, thus complying with the strict rules (standards) of commercial large power grids.
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slotting with 3-phase
winding (in general)

slot dewedge
(nonmagnetic or
magnetic)

rotor damper
cage bars

mild steel rotor
core & shaft
shaft

la

air gap

stator laminated
core

2p=2poles
I‘dm:Lqm

FIGURE 8.4 Synchronous generator with nonsalient pole heteropolar dc-distributed excitation.
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FIGURE 8.5 Synchronous generator with salient pole heteropolar dc-concentrated excitation.
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The rotor body is made of solid iron for better mechanical rigidity and heat transmission.

The stator slots in large SGs are open (Figure 8.4 and Figure 8.5), and they are provided sometimes with
magnetic wedges to further reduce the field space harmonics and thus reduce the emf harmonics content and
rotor additional losses in the rotor damper cage. For steady state (sinusoidal symmetric stator currents of
constant amplitude), the rotor damper cage currents are zero. However, should any load or mechanical
transients occur, eddy currents show up in the damper cage to attenuate the rotor oscillations when the stator
is connected to a constant frequency and voltage (high power) grid.

The rationale neglects the stator magneto-motive-force space harmonics due to the placement of windings
in slots and due to slot openings. These space harmonics induce voltages and thus produce eddy currents in
the rotor damper cage even during steady state.

Also, even during steady state, if the stator phase currents are not symmetric, their inverse components
produce currents of 2f; frequency in the damper cage.

Consequently, to limit the rotor temperature, the degree of current (load) unbalance permitted is limited by
standards.

Nonsalient pole dc-excited rotor SGs have been manufactured for 2p =2, 4 poles high-speed
turbogenerators that are driven by gas or steam turbines.

For lower speed SGs with a large number of poles (2p > 4), the rotors are made of salient rotor poles
provided with concentrated dc excitation coils. The peripheral speeds are lower than for turbogenerators even
for large power hydro generators (for 200-MW, 14-m rotor diameter at 75 rpm, and 2p = 80, f; = 50 Hz,
the peripheral speed U= n X D, X n = m X 14 X 75/60 > 50 m/s). About 80 m/s is the limit, in general, for
salient pole rotors. Still, the excitation coils have to be protected against centrifugal forces.

The rotor pole shoes may be made of laminations — to reduce additional rotor losses — but the rotor pole
bodies and core are made of mild magnetic solid steel.

With a large number of poles, the stator windings are built with a smaller number of slots per pole: between
6 and 12, in many cases. The number of slots per pole and phase is thus between two and four. The smaller is
g, the larger is the space harmonics presence in the emf. A fractionary g might be preferred, say 2.5, which also
avoids the subharmonics and leads to a cleaner (more sinusoidal) emf, to comply with the current standards.

The rotor pole shoes are provided with slots that house copper bars short-circuited by copper rings to form
a rather complete squirrel cage. A stronger damper cage has been thus obtained.

DC excitation power on the rotor is transmitted either by:

Copper slip-rings and brushes (Figure 8.6)
Brushless excitation systems (Figure 8.7)

copper ‘ i
o rotor coils
Slip rings insulation rings

(T
0 g
R

Power ———
electronics 3~

controlled
rectifier

FIGURE 8.6 Slip-ring-brush power electronics rectifier dc excitation system.
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FIGURE 8.7 Brushless exciter with “flying diode” rectifier for synchronous generators.

The controlled rectifier, whose power is around 3% of generator rated power, and which has a sizeable
voltage reserve to force the current in the rotor quickly, controls the dc excitation current according to needs
of generator voltage and frequency stability.

Alternatively, an inverted SG (whose three-phase ac windings and diode rectifier are placed on the rotor
and the dc excitation in the stator) may play the role of a brushless exciter (Figure 8.7). The field current of
the exciter is controlled through a low-power half-controlled rectifier. Unfortunately the electrical time
constant of the exciter generator slows down notably the response in the main SG excitation current
control.

Claw-pole (Lundell) SGs are built now mostly as car alternators. The excitation winding power is reduced
considerably for the multiple rotor construction (2p = 10, 12, 14), preferred to reduce external diameter and
machine volume.

The claw-pole rotor solid cast-iron structure (Figure 8.8) is less costly to manufacture. Also the single ring-
shape excitation coil produces a multipolar air-gap field with a three-dimensional field path to reduce copper
volume and dc power losses in the rotor.

The stator holds a simplified three-phase/single-phase single-layer winding with three slots per pole, in
general. Though slip rings and brushes are used, the power transmitted through them is small (in the order of
60 to 120 W for car and truck alternators) and thus small power electronics is used to control the output. The
total costs of the claw-pole generator for automobiles, including the field current control and the diode full
power rectifier is low. And so is the specific volume.

However the total efficiency, including the diode rectifier and excitation losses, is low. At 14-Vdc output it is
below 50%. To blame are the diode losses (at 14 Vdc), the mechanical losses, and the eddy currents induced in
the claw poles by the space and time harmonics of the stator currents mmf. Increasing the voltage to 42 Vdc
would reduce the diode losses in relative terms, while the building of the claw poles from composite magnetic
materials would reduce drastically the claw-pole eddy current losses. A notably high efficiency would result
even if the excitation power might slightly increase due to the lower permeability (500 p,) of today’s best
composite magnetic materials. Also higher power levels might be obtained.
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FIGURE 8.8 The claw-pole rotor synchronous generator.

Though the claw-pole SG could be built with the excitation on the stator, to avoid the brushes, the
configuration is bulky and the arrival of high-energy permanent magnets for rotor dc excitation have put it
apparently to a rest.

Mathematical Models

The steady-state voltage/current equation of the SG is (Bodefeld and Sequenz, 1938; Concordia, 1951; Richter,
1963; Kostenko and Pitrovski, 1974)

V, = B — R, — jXaly — jI,Xq (8.5)

where V, Is are the stator phase voltage and current phasors, respectively; Ig, I are the stator current
components whose magnetic field is aligned with rotor pole (d) and q axis, respectively; X4 and X, are the d, q
axis synchronous reactances, respectively; R is the stator phase resistance; and Ey is the emf produced by the
rotor dc excitation current (or permanent magnet) in a stator phase. There is one equation for each phase, and
all variables are sinusoidal in time, which explains why phasors are used. When the machine is overexcited
(large excitation currents), Ef > V; and in some conditions the generator produces reactive power to its loads
or to the power grid. The active power delivered by the generator comes from the rotor shaft and is increased
by increasing the fuel input into the prime mover.
The electromechanical equation described by the so-called “swing equation” is

d*0 do
]F"‘Da: mech — el (8.6)

where J and D are the rotor inertia and damping (mechanical and electrical), respectively, and 0 denotes the
angle between the emf E¢ and the output voltage V; of the generator, which is constant under steady state. Also,
0 is related to the rotor position variation with respect to a certain rotating frame.

Tinech 1s the prime mover shaft torque and T, is the generator electromagnetic torque that tends to slow
down the rotor. Stable operation occurs when the two torques are equal to each other. Careful control of Tp,ccn
according to T produces stable operation. The generator equations for transients are derived in the
so-called “orthogonal, dq” model whose axes are fixed to the rotor poles in order to eliminate the dependence
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of stator-to-rotor mutual inductances on rotor position, and they are

eq = ;l ) -2 ;l 0— Tid
(8.7)
d d
=3 — A +}dd 0 — rig

2a = G(9)ip — X4(s)ig

hg = =Xg(8)ig

(8.8)

Under steady state ey, 4 (stator voltage components), A4, 44 (stator flux linkage components), and iy, iy are dc
variables as the dq model orthogonal axes are tied to the rotor. The true phase voltages and currents are
obtained from the above dq components by the so-called “Park transformation”; this way they become ac
variables. X4(s) and Xy(s) are the so-called “operational reactances” of the synchronous machine. In effect,
during transients the machine behaves as a variable reactance in time. This is how the transient and subtransient
reactances of the synchronous machine have been defined (Table 8.1). Consequently rather large transient
currents occur in SGs. They warrant various protection measures clearly defined in international standards.

Permanent Magnet SGs

The rapid development of high-energy PMs with a rather linear demagnetization curve has led to widespread use

of PM synchronous motors in variable-speed drives. As electric machines are reversible by principle, the generator

regime is available also and, for directly driven wind generators in the hundreds of kW or MW range, such

solutions are being proposed. Superhigh-speed gas-turbine-driven PM SGs in the 100-kW range at 60 to 80,000

rpm are also introduced. Finally PM SGs are being considered as starter-generators for the cars in the near future.
There are two main types of rotors for PM SGs:

With rotor-surface PMs (Figure 8.9) — nonsalient pole rotor (SPM)
With interior PMs (Figure 8.10) — salient pole rotor (IPM)

The configuration in Figure 8.9 shows a PM rotor made with parallelepipedic PM pieces such that each pole
is patched with quite a few of them, circumferentially and axially.

TABLE 8.1 Typical Synchronous Generator Parameters®

Salient-Pole Rotor
Parameter Symbol Round Rotor with Damper Windings

Synchronous reactance

d-axis X 1.0-2.5 1.0-2.0
q-axis X, 1.0-2.5 0.6-1.2
Transient reactance
d-axis X} 0.2-0.35 0.2-0.45
q-axis X, 0.5-1.0 0.25-0.8
Subtransient reactance
d-axis X 0.1-0.25 0.15-0.25
q-axis Xy 0.1-0.25 0.2-0.8
Time constants
Transient
Stator winding open-circuited T, 4.5-13 3.0-8.0
Stator winding short-circuited T, 1.0-1.5 1.5-2.0
Subtransient
Stator winding short-circuited T 0.03-0.1 0.03-0.1

"Reactances are per unit, i.e., normalized quantities. Time constants are in seconds.
Source: M.A. Laughton and M.G. Say, Eds., Electrical Engineer’s Reference Book, Stoneham, Mass.:
Butterworth, 1985.
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FIGURE 8.9 Surface PM rotor (2p = 4 poles).

The PMs are held tight to the solid (or laminated) rotor iron core by special adhesives, but also a highly
resilient resin coating is added for mechanical rigidity.

The stator contains a laminated core with uniform slots (in general) that house a three-phase winding with
distributed (standard) coils or concentrated (fractionary) coils.

The rotor is practically isotropic from the magnetic point of view. There is some minor difference between
d- and q-axis magnetic permeances because the PM recoil permeability (u.. = [1.04 to 1.07]p, at 20°C)
increases somewhat with temperature for NeFeB and SmCo high-energy PMs.

So the rotor may be considered as nonsalient magnetically (the magnetization inductances Ly, and L, are
almost equal to each other).

To protect the PMs mechanically and produce reluctance torque, interior PM pole rotors have been
introduced. Two such typical configurations are shown in Figure 8.10

Figure 8.10b shows a practical solution for two-pole interior PM (IPM) rotors. A practical 2p = 4, 6, ...
IPM rotor as shown in Figure 8.10a has an inverse saliency: Lgm < Lgm, as usual in IPM machines. Finally, a
high-saliency rotor (Lgm > Lqm) obtained with multiple flux barriers and PMs, acting along axis q (rather
than axis d) is presented in Figure 8.10c. It is a typical IPM machine but with large magnetic saliency. In such a
machine the reluctance torque may be larger than the PM interactive torque. The PMs’ field saturates first the
flux bridges and then overcompensates the stator-created field in axis q. This way the stator flux along axis q
decreases with current in axis q. For flux weakening the I; current component is reduced. Wide constant
power (flux weakening) speed range of more than 5:1 has been obtained this way. Starter generators in cars are
a typical application for this rotor.

As the PM role is limited, lower grade (lower B,) PMs, at lower costs, may be used.

It is also possible to use the variable-reluctance rotor with high magnetic saliency (Figure 8.10c) without
permanent magnets. With the reluctance generator, either power-grid or stand-alone mode operation is
feasible. For stand-alone operation capacitor self-excitation is needed. The performance is moderate but the
rotor cost is moderate. Standby power sources would be a good application for reluctance SGs with high
saliency Lam/Lqm > 4.

PM synchronous generators are characterized by high torque (power) density and high efficiency (excitation
losses are zero). However, the cost of high energy PMs is still above 50 USD/kg. Also, to control the output, full
power electronics is needed in the stator (Figure 8.11)

A bidirectional power flow PWM converter, with adequate filtering and control, may run the PM machine
either as a motor (for starting the gas turbine) or as a generator, with controlled output at variable speed. The
generator may work in the power-grid mode or in stand-alone mode. These flexibility features, together with
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FIGURE 8.10 Interior PM rotors: (a) 2p = 4 poles, (b) 2p = 2, (c) with rotor flux barriers (IPM reluctance).

fast power-active and reactive-decoupled control at variable speed, may make such solutions a way of the
future, at least in the tens and hundreds of kW range.

Many other PM SG configurations have been introduced, such as those with axial air gap. Among them we
will mention one that is typical in the sense that it uses the IPM reluctance rotor (Figure 8.10c) but it adds an
electrical excitation (Figure 8.12) (Boldea et al., 2000).
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FIGURE 8.12 Biaxial excitation PM reluctance generator (BEGA).

Induction Generators
The cage-rotor induction machine is known to work as a generator provided:

The frequency f; is smaller than n X p (speed X pole pairs): S < 0 (Figure 8.13a).
There is a source to magnetize the machine.

An induction machine working as a motor, supplied to fixed frequency and voltage (f;, V;) power grid,
becomes a generator if it is driven by a prime mover above the no-load ideal speed f,/p

n>]i (8.9)

p

Alternatively, the induction machine with cage-rotor may self-excite on a capacitor at its terminals
(Figure 8.13b)

For an induction generator connected to a strong (constant frequency and voltage) power grid, when the
speed n increases (above fi/p), the active power delivered to the power grid increases, but so does the reactive
power drawn from the power grid.
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FIGURE8.13 Cage-rotor induction generator: (a) at power grid: V| = ct, f; = ct, (b) stand alone (capacitor excited): V1, f;,
variable with speed and load.

Many existing wind generators use such cage-rotor IGs connected to the power grid. The control is
mechanical only. The blade pitch angle is adjusted according to wind speed and power delivery requirements.
However such IGs tend to be rigid, as they are stable only until #n reaches the value

Pinax =%(1 + |Sk) (8.10)

Where Sk is the critical slip, which decreases with power and is below 0.08 for IGs in the hundreds of kW.
Also, additional parallel capacitors at power grid are required to compensate for the reactive power drained
by the IG.

Alternatively, the reactive power may be provided by paralleled (plus series) capacitors (Figure 8. 13b). In
this case we do have a self-excitation process, which requires some remnant flux in the rotor (from past
operation) and the presence of magnetic saturation. The frequency f; of self-excitation voltage (on no load)
depends on the capacitor value and on the magnetization curve of the induction machine ¥,(I;)
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1
Vie=W1lyp)-2-m-fi zVCYZIwm (8.11)

The trouble is that on load, even if the speed is constant through prime-mover speed control, the output
voltage and frequency vary with load. For constant speed, if frequency reduction under load of 1 Hz is
acceptable, then voltage control suffices. A three-phase ac chopper (variac) supplying the capacitors would do
it, but the harmonics introduced by it have to be filtered. In simple applications, a combination of parallel and
series capacitors would provide rather constant (with 3 to 5% reduction) voltage up to rated load.

Now if variable speed is to be used then, for constant voltage and frequency, PWM converters are needed.
These configurations are illustrated in Figure 8.14. A bidirectional power flow PWM converter (Figure 8.14a)
provides for both generating and motoring functions at variable speed. The capacitor in the dc line of the
converter may lead not only to active but also reactive power delivery to the grid without large transients
decoupled, and fast active and reactive power control is implicit.

The stand-alone configuration in Figure 8.14b is less expensive, but it provides only unidirectional power
flow. A typical Vy/f; converter for drives is used. It is possible to inverse the connections, that is, to connect
the diode rectifier and capacitors to the grid and the converter to the machine. This way the system works as
a variable-speed drive for pumping, etc., if a power grid is available. This commutation may be done auto-
matically, though it would take one to two minutes. For variable speed — in a limited range — an excitation
capacitor in two stages would provide the diode rectifier slightly variable output dc link voltage.

Provided the minimum and maximum converter voltage limits are met, the former would operate over the
entire speed range. Now the converter is V;/f; controlled for constant voltage and frequency.

A transformer (Y; Yy) may be needed to accommodate unbalanced (or single-phase) loads.
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FIGURE 8.14 Cage-rotor IGs for variable speed: (a) at power grid, (b) stand alone.
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The output voltage may be close-loop controlled through the PWM converter. On the other end, the
bidirectional PWM converter configuration may be provided with a reconfigurable control system so as to
work not only on the power grid, but to separate itself smoothly and operate as stand alone or wait on standby
and then be reconnected smoothly to the power grid. Thus multifunctional power generation at variable speed
is produced. As evident in Figure 8.14, full power electronics is required.

The Doubly Fed Induction Generator

It all started between 1907 and 1913, with the Scherbius and Kraemer cascade configurations, which are both
slip-power recovery schemes of wound-rotor induction machines. A. Leonhard analyzed it pertinently in 1928,
but adequate power electronics for it was then unavailable. A slip recovery scheme with thyristor power
electronics is shown in Figure 8.15a. Unidirectional power flow, from IG rotor to the converter, is only feasible
because of the diode rectifier. A step-up transformer is necessary for voltage adaptation, while the thyristor
inverter produces constant voltage and frequency output. The principle of operation is based on the frequency
theorem of traveling fields.

fi = np+ fr;f, <>0, and variable f; = ct (8.12)

Negative frequency means that the sequence of rotor phases is different from the sequence of stator phases.
Now, if f, is variable, n may also be variable, and as long as Equation (8.12) is fulfilled, f; is constant.

3~
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FIGURE 8.15 Doubly fed induction generator (DFIG): (a) with diode rectifier (slip recovery system), (b) with
bidirectional PWM converter.
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That is, constant frequency f; is provided in the stator for adjustable speed. The system may work at the
power grid or even as a stand alone, although with reconfigurable control. When f, > 0, n < f,/p, we do have
subsynchronous operation. The case for f, < 0, n > fi/p corresponds to hypersynchronous operation.
Synchronous operation takes place at f, = 0, which is not feasible with the diode rectifier current source
inverter but it is with the bidirectional PWM converter.

The slip recovery system can work as a subsynchronous (n < f,/p) motor or as a supersynchronous (n > f,/p)
generator. The DFIG with bidirectional PWM converter may work as a motor and generator both for
subsynchronous and supersynchronous speed.

The power flow directions for such a system are shown in Figure 8.16

The converter rating is commensurable with speed range, that is, to maximum slip Syax

meaX

1

KVA K X 100[%)] (8.13)

rating —

K =1 to 1.4 depending on the reactive power requirements from the converter.

Notice that, being placed in the rotor circuit through slip rings and brushes, the converter rating is around
|Smax| in percentage. The larger the speed range, the larger the rating and the costs of the converter. The fully
bidirectional PWM converter as a back-to-back voltage source multilevel PWM converter system may provide
fast and continuous decoupled active and reactive power control operation even at synchronism (f, = 0, dc
rotor excitation). And it may perform self-starting as well. Self-starting is done by short-circuiting first the
stator, previously disconnected from the power grid, and supplying the rotor through the PWM converter
in the subsynchronous motoring mode. The rotor accelerates up to a prescribed speed corresponding to
4 > fi(1=Syay). Then the stator winding is opened and, with the rotor freewheeling the stator, no-load
voltage and frequency are adjusted to coincide with those of the power grid, by adequate PWM converter
control. Finally the stator winding is connected to the power grid without notable transients.

This kind of rotor starting requires f5 = (0.8 to 1)f;, which means that the standard cycloconverter is out of
the question. So it is only the back-to-back voltage PWM multilevel converter or the matrix converter that are
suitable for full exploitation of motoring/generating at sub- and supersynchronous speeds, so typical in pump
storage applications.
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FIGURE 8.16 Operation modes of DFIG with bidirectional PWM converter (in the rotor) (subsynchronous operation,
supersynchronous operation).
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Parametric Generators

Parametric generators exploit the magnetic anisotropy of both stator and rotor. PMs may be added on the
stator or on the rotor. Single magnetic saliency with PMs on the rotor is also used in some configurations. The
parametric generators use nonoverlapping (concentrated) windings to reduce end-connection copper losses
on the stator.
As the stator mmf does not produce a pure traveling field, there are core losses both in the stator and in the
rotor. The simplicity and ruggedness of such generators made them adequate for some applications.
Among parametric generators, some of the most representative are detailed here:

« The SRGs (Miller, 1993):
— without PMs
— with PMs on stator or on rotor (Luo and Lipo, 1994; Radulescu et al., 2002; Blaabjerg et al., 1996)
» The TFGs (Weh et al., 1988; Henneberger and Viorel, 2001):
— with-rotor PMs
— with-stator PMs
» The FRGs (Rauch and Johnson, 1955; Bausch et al., 1998):
— with PMs on the stator
— with PMs on the rotor (and flux concentration)
» The linear motion PM alternators (LMAs) (Boldea and Nasar, 1997):
— with coil mover and PMs on the stator
— with PM mover; tubular or flat (with PM flux concentration)
— with iron-mover and PMs on the stator

LMA

The microphone is the classical example of LMA with a moving coil. The loudspeaker illustrates its motoring
operation mode.

Though there are very many potential LMA configurations (or actuators), they all use PMs and fall into
three main categories (Boldea and Nasar 1997):

With moving coil (and stator PMs); Figure 8.17a
With moving PMs (and stator coil); Figure 8.17b
With moving iron (and stator PMs); Figure 8.17¢

In essence the PM flux linkage in the coil changes sign when the mover travels the excursion length I oke
which serves as a kind of pole pitch. So they are all, in a way, single-phase flux-reversal machines. The average
speed U,, is

Uav =2 Zstroke fl (8'14)

f1 is frequency of mechanical oscillations

To secure high efficiency, beryllium-copper flexured springs are used to store the kinetic energy of the mover
at excursion ends. They also serve as linear bearings. The frequency of these mechanical springs f;, should be
equal to electrical frequency

1 |K
—— (8.15)
2n \'m

fe=fm=

K is spring rigidity coefficient, m is moving mass.
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Electric Generator Applications

The applications domains for electric generators embrace almost all industries — traditional and new — with
powers from mW to hundreds of MW/unit and more (Boldea and Nasar, 1997; Kundur, 1994; Vu and Agee,
1993; Djukanovic et al., 1995; Miiller et al., 2000; Kudo, 1994)

Table 8.2 summarizes our view of electric generator main applications and the competitive types that may
suit them.

Summary

In this subchapter we have presented most representative — in use and newly proposed — types of electric
generators by principle, configuration and application.
A few concluding remarks are in order:

» The power-per-unit range varies from a few mW to a few hundred MW (even 1500 MVA) per unit.

 Large power generators — above a few MW — are electrically excited on the rotor either dc, as in
conventional SGs, or in three-phase ac, as in the doubly fed induction generator (DFIG).

+ While conventional dc rotor-excited SG requires tightly controlled constant speed to produce constant
frequency output, the DFIG can work with adjustable speed.



TABLE 68.2  Electric Generator Applications

Application

Suitable
generator

Application
Suitable
generator

Application

Suitable
generator

Large power systems
(gas, coal, nuclear turbogens)
Excited rotor synchronous
generators, doubly fed
induction generators
(up to hundreds
of MW/unit)

Home electricity production
PM synchronous
generators, LMAs

Small power telemetry-
based vibration monitoring
LMAs 20-50 mW at 5 V

Distributed power systems
(wind, hydrogens)

Excited rotor synchronous
generators, cage-rotor
induction generators,

PM synchronous generators,
Parametric generators
(up to 10 MW power/unit)

Spacecraft applications
Linear motion alternators
(LMAs)

Inertial batteries

Axial-air gap PM synchronous
generators up to hundreds
of MJ/unit

Standby diesel-driven EGs

PM synchronous generators,

cage-rotor induction generators

Aircraft applications

PM synchronous, cage-rotor
induction generators
(up to 500 kW/unit)

Super-high-speed gas
turbine generators

PM synchronous generators
up to 150 kW and
70,000 rpm (higher powers
at lower speeds: 3 MW at
15,000 rpm).

Automotive starter-generators Diesel locomotives

IPM synchronous generators,
induction generators,
transverse flux PM generators

Excited-rotor synchronous
generators

Ship applications
Excited synchronous generators (power in the order
of a few MWs)

Super-high-speed gas
turbine generators

PM synchronous generators
up to 150 kW and
70,000 rpm (higher powers
at lower speeds: 3 MW at
15,000 rpm).

Super-high-speed gas
turbine generators

PM synchronous generators
up to 150 kW and

at lower speeds: 3 MW at
15,000 rpm).

70,000 rpm (higher powers
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+ The rating of the rotor-connected PWM converter in DFIG is about equal to the adjustable speed range
(slip), in general around or less than 20%. This implies reasonable costs for a more flexible generator
with fast active and reactive power (or frequency and voltage) control.

+ DFIG seems the way of the future in electric generation at adjustable speed for powers above a few MW,
in general, per unit.

« PM SGs are emerging for kW, tenth of kW, even hundreds of kW or 1 to 3 MW/unit in special
applications, such as automotive starter-alternators, superhigh-speed-gas-turbine generators, or in
directly driven wind generators

« Linear motion alternators are emerging for power operation up to 15, even 50 kW, for home or special-
series hybrid vehicles with linear gas combustion engines and electric propulsion.

 Parametric generators are being investigated for special applications: SRGs for aircraft jet engine starter-
alternators and TFGs/motors for hybrid or electrical vehicle propulsion, or directly driven wind
generators.

« Electric generators are driven by different prime movers having their own characteristics, performance,
and mathematical models, which, in turn, influence the generator operation, since speed control is
enacted upon the prime mover.
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8.2 Motors
Mehdi Ferdowsi

Electric motors are the most commonly used prime movers in industry. They are usually classified based on
the form of the electrical signal applied to them. The classification of different types of motors commonly used
in industrial applications is shown in Figure 8.18.

Motor Applications
DC Motors

Permanent magnet (PM) field motors occupy the low end of the horsepower (hp) range and are commercially
available up to about 10 hp. Below 1 hp they are used for servo applications, such as in machine tools, for
robotics, and in high-performance computer peripherals.

Wound field motors are used above about 10 hp and represent the highest horsepower range of dc motor
application. They are commercially available up to several hundred horsepower and are commonly used in
traction, hoisting, and other applications, where a wide range of speed control is needed. The shunt wound
dc motor is commonly found in industrial applications such as grinding and machine tools and in elevator
and hoist applications. Compound wound motors have both a series and shunt field component to provide
specific torque-speed characteristics. Propulsion motors for transit vehicles are usually compound wound
dc motors.

AC Motors

Single-phase ac motors occupy the low end of the horsepower spectrum and are offered commercially up
to about 5 hp. Single-phase synchronous motors are only used below about 1/10 of a horsepower.
Typical applications are timing and motion control, where low torque is required at fixed speeds. Single-
phase induction motors are used for operating household appliances and machinery from about 1/3 to
5 hp.

Polyphase ac motors are primarily three-phase and are by far the largest electric prime mover in all of
industry. They are offered in ranges from 5 up to 50,000 hp and account for a large percentage of the total
motor industry in the world. In number of units, the three-phase squirrel cage induction motor is the most
common. It is commercially available from 1 hp up to several thousand horsepower and can be used on
conventional ac power or in conjunction with adjustable speed ac drives. Fans, pumps, and material handling
are the most common applications.

When the torque-speed characteristics of a conventional ac induction motor need to be modified, the
wound rotor induction motor is used. These motors replace the squirrel cage rotor with a wound rotor and
slip rings. External resistors are used to adjust the torque-speed characteristics for speed control in such
applications as ac cranes, hoists, and elevators.

Three-phase synchronous motors can be purchased with PM fields up to about 5 hp and are used for
applications such as processing lines and transporting film and sheet materials at precise speeds.
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FIGURE 8.18 Classification of different types of motors for industrial applications.

In the horsepower range above about 10,000 hp, three-phase synchronous motors with wound fields are
used rather than large squirrel cage induction motors. Starting current and other characteristics can be
controlled by the external field exciter. Three-phase synchronous motors with wound fields are available up to
about 50,000 hp.

Motor Analysis
DC Motors

The equivalent circuit of separately excited, shunt, and series dc motors (Guru and Hiziroglu, 2001; Sen, 1981)
are depicted in Figure 8.19(a), Figure 8.19(b), and Figure 8.19(c), respectively. R, and L, represent the effective
armature-winding resistance and self-inductance, respectively, whereas Ry and L; represent the same
parameters corresponding to the field winding. L, and L¢ only have effect on the transient response of the
motor and are not considered at the steady-state analysis. E, represents the induced electromagnetic force
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FIGURE 8.19 Equivalent circuit diagram of (a) separately excited, (b) shunt, and (c) series dc motors.
(emf) and can be described as

Ea = kakflf(i)m (816)

where k, and k¢ are constants and depend on the structure of the motor, and ®,, is the mechanical speed in
rad/s. Field current It can be controlled by either using a variable voltage source of V¢ or using variable field
resistance Ry, externally. The developed mechanical torque in an ideally linear motor is

T = kakfIfIa (817)
where I, is the armature current.

Assuming there is no power loss in the magnetic circuit of the dc motor, we can write that

w,T =E,I (8.18)
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In order to find the torque-speed characteristic of an ideal separately excited dc motor, we can write that

o, = E. I _ (Vt - Rala)la _ V. _ R, T i (8.19)
T kokeIfI, kokele  (kokeIe,)
The efficiency of a separately excited dc motor can be described as
p E,I
n= out __ ala (820)

P, Vi, + Vil

The disadvantage of using a separately excited dc motor is the need for a secondary dc voltage source of Vi
This drawback has been resolved in shunt and series dc motors by putting the field winding in parallel or series
with the armature winding, respectively. Using the same analysis, the torque-speed characteristics of ideal
shunt and series dc motors can be described as

2
o, =N * Rec_ RalRe +R§‘) T (8.21)
kakf (kakat)

and

_ 2
0y = Vi, (Ra;fRf [Rse) L5 (8.22)

respectively. Figure 8.20 sketches the torque-speed characteristics of these three dc motors in ideal case, where
armature reaction has been neglected.

Compound dc motors are basically a combination of shunt and series motor. Therefore, desired speed-
torque characteristic can be obtained. Figure 8.21(a) and Figure 8.21(b) depict the equivalent circuit diagram
of cumulative short- and long-shunt compound motors.

Separately excited

Speed

Series

Torque developed

FIGURE 8.20 Torque-speed characteristics of ideal dc motors.
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FIGURE 8.21 Equivalent circuit diagram of cumulative (a) short- and (b) long-shunt compound dc motors.

Synchronous Motors

Synchronous motors (Sen, 1997) run under constant speed and mainly have a three-phase stator structure
that houses the armature windings. The rotor winding is fed by a dc voltage source and is in charge of
magnetic field generation. The rotor has as many magnetic poles as the stator and is designed either
cylindrical or salient pole. Only the cylindrical rotor (Boldea and Nasar, 1992; Slemon, 1992) is considered
in the following discussion. Applying balanced three-phase sinusoidal voltages to the stator generates a
rotating magnetic field, which rotates at the speed of

120

= =— 8.23
W We = fe (8.23)

2
p
where oy is called the synchronous speed, P is the number of magnetic poles, . is the electrical angular
frequency, and f; is the electrical frequency. Interaction of this rotating magnetic field with the field generated
by the rotor develops mechanical torque.

Neglecting the armature reaction, the per-phase equivalent circuit diagram of cylindrical-rotor synchronous
motor is depicted in Figure 8.22. R; and L¢ are the rotor winding equivalent resistance and inductance,
respectively. R, is the stator winding per phase, and X; is the synchronous reactance, which is the summation

of the stator winding leakage and magnetization reactances. E, is the back emf and its root-mean square (rms)
value is equal with
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Rotor Stator

FIGURE 8.22 Per-phase equivalent circuit diagram of a cylindrical-rotor synchronous motor.

(8.24)

where L, is the mutual inductance of stator phase winding and rotor field winding. Using phasor represen-
tation of sinusoidal waveforms and from the equivalent circuit, for each phase of the synchronous machine
we can write

Van = (R, +sz)ja + Ea (8.25)
Considering all three phases, total mechanical power developed by the motor is

Pmech = 3|Ea”ja|COS((P) = TCOS (826)

where ¢ is the phase angle of line current I, with respect to E,, T is the developed torque, and w; is the
synchronous angular velocity. The input power is

Py, = 3|V, ||L|cos(0) + VI (8.27)

where 0 is the phase angle of line current I, with respect to line-to-neutral voltage V,, V; is the dc voltage
applied to the rotor, and I; is the rotor dc current. Total power loss in the motor can be described as

Ploss = Pin - Pmech = 3Ra|ja|2-'_‘/flf (828)

Analysis is facilitated by use of the phasor diagram shown in Figure 8.23. Assuming that the stator impedance
is in the form of

Z=R,+jX,=|Z|< Z, (8.29)

then phase angle of the input voltage with the back emf voltage ¢ is

FIGURE 8.23 Phasor diagram for a cylindrical-rotor synchronous motor.
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5:tan_1( |Z||L,Jsin(o, — 9) ) (8.30)
|Ea| + | Z][L|cos(p, — @)

The input power factor is

P.
cos(f) = ——=—= (8.31)
3| VAL
and 0 = ¢ + J as shown in Figure 8.23.
Total input complex power can be expressed as
S =3V, = Py + Qi (8.32)

where * denotes the complex conjugate and Qj, is the total input reactive power. Using Equation (8.25) while
neglecting R, leads to

P2 (Qu [Vl (1VallE\
_1 i an — an a 833
9 (3 + X, X, (8.33)

S

Bearing Equation (8.24) in mind, while keeping the input voltage and total developed mechanical power, the
amount of reactive power can be controlled based on Equation (8.33) using field current Ir. Keeping the input
power and input voltage constant, adjusting the input reactive power by the field current, and considering
Equation (8.33) lead to the idea of controlling the input current by means of the field current. Figure 8.24
depicts the relationship between the input current I, and field current I¢for different power ratings. This graph
is called a V curve due to its characteristic shape.

| Per-unit
output power
0 0.5 0.75

A

Y
Q

Per-phase armature current

Leading pf Lagging pf

\4

Field-winding current

FIGURE 8.24 Synchronous motor V curves.
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Three-Phase Induction Motors

The structure of the stator of a three-phase induction motor (Say and Taylor, 1986; Engelman and Middendorf,
1995; Novotny and Lipo, 1996) is quite similar to that of a three-phase synchronous motor. Yet, the structure of
the rotor is quite different and so is the torque development mechanism. The rotor of an induction motor is not
connected to a power source, and therefore the voltage signals appearing on the rotor side are a result of
electromagnetic induction from the stator side, and that is where the term induction comes from. An induction
motor is basically a transformer with a rotating secondary.

Similar to a synchronous machine, applying balanced three-phase sinusoidal voltages to the stator generates
a rotating magnetic field, which rotates at the synchronous speed of ;. The generated magnetic field induces
voltage signals to the rotor. Based on Faraday’s law, the polarity of the induced voltages and the direction of
the electric current that they generate in the rotor are in a way that opposes the revolving magnetic field of the
stator. Therefore, the developed torque is in the direction that makes the rotor follow the magnetic field of
the stator. It is obvious that the mechanical speed of the rotor will not be exactly equal with the synchronous
speed, since in that case the rotor will see a stationary magnetic field and there will be no induced voltage
on the rotor to generate any current and finally generate any torque. The rotor mechanical speed is usually
expressed as a ratio of the synchronous speed using

s=1-m (8.34)
CUS
where s is called fractional slip or simply slip, and w,, is the rotor mechanical speed.

The steady-state analysis of three-phase induction motors is conducted based on the per-phase equivalent
circuit of Figure 8.25. All voltages and currents are in sinusoidal steady state and represented as phasors.

In Figure 8.25, R; is the per-phase stator resistance and models the stator copper loss, X; is the stator
winding leakage reactance, R, is the per-phase equivalent core-loss resistance, X, represents the magnetization
reactance, R, is the rotor resistance, X, is the rotor leakage reactance, and finally R,(1-s)/s models the
mechanical load.

In power, torque, and efficiency calculations, it is more convenient to use the Thevenin-equivalent circuit of
the stator part, as depicted in Figure 8.26.

Based on the Thevenin’s theorem, we can write that

Req +jXeq = (Ry +iX))| R iXim (8.35)
R1 jX1 RZ j)(2
Y YY) /\N\/
+ T [ -
\71 1 Rc ij i RZ(; S)

jxeq R2 jX2

2 R,(1-s)

FIGURE 8.26 Thevenin-equivalent circuit of the stator of the induction motor.
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g v[ R|jXm ] 8.36)
eq V1 . . .
Ry +jX; + (R ||iXm)

Considering the Thevenin’s equivalent circuit, the phasor form of the rotor current can be expressed as

. V.
I, = “ (8.37)

(Req + %) +i(Xeq + X2)

The developed mechanical power in the three-phase induction motor as a function of slip becomes

R, =2 3%(1_5)‘7&12
Precn(s) = 37(1 - 5)|I2| = RA2 2 (8.38)
(Req +72) +(Xeg + X2)

Taking the derivate of developed power with respect to slip leads to finding the speed at which the developed
power is at its maximum level.

R
p = 2 (8.39)
max 2 2
RZ + \/(Req + RZ) +(Xeq + X2)
And also the maximum developed power by the three-phase induction motor is
~ |2
3
3|Vea
Po.x = (8.40)
2 2
Ry + Reg + \/(Req +Ry) +(Xeq + Xz)
The developed torque by the three-phase induction motor as a function of slip is
3%V
T(s) = (8.41)

[(Req +BY (X + X2) ]ws

Figure 8.27 draws the mechanical torque as a function of slip. The slip corresponding with the maximum
torque is called the breakdown slip and is described as

R
sp. = : (8.42)

\/qu + (X +X2)

And the maximum value of the developed torque, which is called breakdown torque, is

2

Veq

) 2
Reg + 1R + (Xeq +X2) |00,

W

T. =

max

(8.43)
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FIGURE 8.27 Torque-slip characteristic of a typical induction motor.

It is important to note that the breakdown torque, unlike the breakdown slip, is not a function of rotor
resistance R,. Using Equation (8.41) at the start-up when the slip is 1, we can find the start-up torque as

2
3Ry| Vg

Tyart-up =
o [(Req+%)2+(xeq+xz)2]ws

(8.44)

As Equation (8.44) suggests, larger values of R, result in a higher start-up torque while causing more power
dissipation in the rotor and reducing the efficiency. Figure 8.28 depicts the torque-speed characteristic of a
three-phase induction motor for different values of the rotor resistance. The efficiency of the induction motor
can be expressed as

R 32
Pout _ 372(1 - 5)|12|

n=o = —— (8.45)
P 3Re[ VoI |
;
A
Tonax|™
(0]
g
(o]
'—

Slip

FIGURE 8.28 Effect of rotor resistance on the torque-slip characteristic of an induction motor.
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AC and DC Motor Terms

General Terms

o Shaft angular velocity in radians/second
Pyt Mechanical output power

P;y: Electrical input power

n:  Efficiency

T:  Shaft torque

DC Motor Terms

I,: Armature current

Iz Field current

E,: Back emf generated by the armature
Vi Motor terminal voltage
V¢ Field voltage

R,: Armature resistance

L,: Armature inductance
Rg Field resistance

Rg,: Field variable resistance
Lg  Field reactance

K,: Armature constant

Kg Field constant

AC Synchronous Motor Terms

£

: Synchronous speed

: Line-to-neutral input voltage
Line current
Back emf generated by the rotor
Per-phase stator circuit resistance

SIS
3

2.

2.

Per-phase synchronous reactance

Per-phase stator impedance Z = R,+jX;

Angle between V,,, and E,

Angle between E, and I,

: Stator circuit reactance angle ¢, = tan~' XJ/R,
Power factor angle 6 = @+0

«

N

P N X = MH

AC Induction Motor Terms

R;:  Per-phase stator winding resistance

X;:  Per-phase stator winding leakage reactance

Ry: Per-phase rotor resistance

X, Per-phase rotor leakage reactance

R:  Per-phase equivalent core loss resistance

Xm: Per-phase magnetizing reactance

P: Number of poles in the stator winding

. Electrical frequency of input voltage applied to the stator in radians/second
s: Slip s = (Ws—wy)/ o

Tinax: Maximum developed torque
STmax: Slip at the maximum torque
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Defining Terms

DC motor: A dc motor consists of a stationary active part, usually called the field structure, and a moving
active part, usually called the armature. Both the field and armature carry dc currents.

Induction motor: An ac motor in which a primary winding on the stator is connected to the power source
and polyphase secondary winding on the rotor carries induced current.

Permanent magnet dc motor: A dc motor in which the magnetic field flux is supplied by permanent
magnets instead of a wound field.

Rotor: The rotating member of a motor including the shaft. It is commonly called the armature on most dc
motors.

Separately excited dc motor: A dc motor in which the field current is derived from a circuit that is
independent of the armature circuitry.

Squirrel cage induction motor: An induction motor in which the secondary circuit (on the rotor)
consists of bars, short-circuited by end rings. This forms a squirrel cage conductor structure, which is
disposed in slots in the rotor core.

Stator: The portion of a motor that includes and supports the stationary active parts. The stator includes
the stationary portions of the magnetic circuit and the associated windings and leads.

Synchronous motor: An ac motor in which the average speed of normal operation is exactly proportional
to the frequency to which it is connected. A synchronous motor generally has rotating field poles that
are excited by dc.

Wound rotor induction motor: An induction motor in which the secondary circuit consists of a
polyphase winding or coils connected through a suitable circuit. When provided with slip rings, the
term slip-ring induction motor is used.
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Further Information

The theory of ac motor drive operation is covered in the collection of papers edited by Bimal K. Bose,
Adjustable Speed AC Drive Systems (IEEE, 1981). A good general text is Electric Machinery, by Fitzgerald,
Kingsley, and Umans. The analysis of synchronous machines is covered in the book Alternating
Current Machines, by M.G. Say (Wiley, 1984). Three-Phase Electrical Machines — Computer Simulation by
J.R. Smith (Wiley, 1993) covers computer modeling and simulation techniques.

8.3 Small Electric Motors

Elias G. Strangas

Introduction

Small electrical machines carry a substantial load both in residential and industrial environments, where they
are used mainly to control processes. To adapt to power limitations, cost requirements, and widely varying
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operating requirements, small motors are available in a variety of designs. Some small motors require
electronics to start and operate, while others can start and run by directly connecting to the supply line.

Ac motors that can start directly from the line primarily are the induction type. Universal motors also are
used extensively for small, ac-powered, handheld tools. They either can run directly from the line or have their
speed adjusted through electronics.

Stepping motors of varying designs require electronics to operate. They are used primarily to position a tool
or component and seldom are used to provide steady rotating motion.

Besides these motors, permanent-magnet ac motors rapidly are replacing dc and induction motors for
accurate speed and position control, but they also decrease size and increase efficiency. They require power and
control electronics to start and run.

Single-Phase Induction Motors

To produce rotation, a multi-phase stator winding often is used in an ac motor, supplied from a symmetric
and balanced current system. The magnetomotive force of these windings interacts with the magnetic field of
the rotor (induced or applied) to produce torque. In three-phase induction motors, the rotor field is created
by currents that are induced by the relative speed of the rotor and the synchronously rotating stator field.

In an induction motor supplied by a single-phase stator current, it is not as clear how a rotating magneto-
motive force can be created and torque produced. Two different concepts can be used to generate torque.

The first, conceptually simpler design concept involves the generation of a second current flowing in a
second winding of the stator. This auxiliary winding is spatially displaced on the stator. This brings the motor
design close to the multi-phase principle. The auxiliary winding current must be out of phase with the current
in the main winding. This is accomplished through the use of increased resistance in it or through a capacitor
in series with it. A motor can operate in this fashion over its entire speed range.

Once the motor is rotating, the second design concept allows the auxiliary phase to be disconnected. The
current in the main winding produces only a pulsating flux, which can be analyzed as the sum of two rotating
fields of equal amplitude but opposite direction. These fields, as seen from the moving rotor, rotate at different
speeds, inducing in it currents of different frequency and amplitude. If the rotor speed is ,, the applied
frequency to the stator is f;, and the number of pole pairs in the motor is p; the frequencies of the currents
induced in the rotor are f; — pw and f; + po. These unequal currents produce unequal torques in the two
directions, leading to a nonzero net torque.

The various designs of single-phase induction motors
result from the variety of ways the two phases are
generated and by whether the auxiliary phase remains
energized after starting.

Shaded-Pole Motors

These motors are simple, reliable, and inefficient. The
stator winding is not distributed on the rotor surface,
but rather it is concentrated on salient poles. The
auxiliary winding, which must produce flux out of
phase with the main winding, is nothing but a hard-
wired, shorted turn around a portion of the main pole,
as shown in Figure 8.29.

Due to the shorted turn, the flux from the shaded
part of the pole lags behind the flux from the main pole.  p1cURE 829 A shade d-pole motor with tapered
The motor always rotates from the main to the shaded poles and magnetic wedges. (Source: C.G. Veinott and
pole, and it is not possible to change directions. J.E. Martin, Fractional and Subfractional Horsepower

Shaded-pole motors are inefficient and have high  Electric Motors, New York: McGraw-Hill, 1986. With
starting and running currents and low starting torque.  permission.)
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They are used when reliability and cost are important. Their small size makes the overall effect of their
disadvantages, such as small fans, unimportant. Their sizes range from 0.002 to 0.1 hp.

Resistance Split-Phase Motors

These motors have an auxiliary winding that has higher resistance than the main winding and is displaced
spatially on the stator by about 90°. Both windings are distributed on the stator surface and are connected to
the line voltage. But the time constants between them make the current in the auxiliary winding lead that of
the main pole. This arrangement results in a nonzero but relatively low starting torque and high starting
current.

The use of the auxiliary winding is limited only to starting; the motor runs more efficiently without it,
as a single-phase motor described earlier. A switch, activated by centrifrugal speed or by stator temperature,
disconnects the auxiliary winding shortly after starting. Figure 8.30 shows a schematic of the connections for
this type of motor.

These motors represent an improvement in efficiency and starting torque over shaded-pole motors, at the
expense of increased cost and lower reliability. They are built to larger sizes, but their application is limited by
high starting current.

Capacitor Motors

Another way to generate a phase angle of current in the auxiliary winding is to include a capacitor in series
with it. The capacitor can be disconnected after starting, in a capacitor-start motor. Their operation is similar
to that of the resistance split-phase motor, but they have better starting characteristics and can be as large as 5
hp. Figure 8.31 shows schematically the wiring diagram of the capacitor-start motor.

To optimize both starting and running, different capacitor values are used. One capacitor value is calculated
to minimize starting current and maximize starting torque, while the other is designed to maximize operating
point efficiency. A centrifugal switch handles the changeover. Such motors are built for as much as 10 hp, and
their cost is relatively high because of the switch and the two capacitors. Figure 8.32 shows a schematic of the
wiring diagram of the capacitor-start and -run motors.

A permanent split-capacitor motor uses the same capacitor throughout the motor’s speed range. Its value
requires a compromise between the values of the two-capacitor motors. The result is a motor design optimized
for a particular application, such as a compressor or a fan. Figure 8.33 shows a schematic of the wiring diagram

for the permanent split-capacitor motor.
Aux.
Winding

FIGURE 8.30 Connections of a resistive split-phase motor.

Main Winding
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FIGURE 8.31 Connections of a capacitor-start motor.
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FIGURE 8.32 Connections of a capacitor-start, capacitor-run motor.
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FIGURE 8.33 Connections of a permanent split-capacitor motor.
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Field Winding

Controller

FIGURE 8.34 Connections of a universal motor.

Universal Motors

These motors can be supplied from either dc or ac power. Their design is essentially similar to a dc motor with
series windings. When operated as an ac motor, supplied for example by a 60-Hz source, the current in the
armature and the field windings reverses 120 times per second. As torque is roughly proportional to armature
and field currents, connecting these windings in series guarantees that the current reverses in both at the same
time. This retains the unidirectional torque. Figure 8.34 shows a schematic diagram of the connections for
universal motors.

These motors can run at speeds as high as 20,000 rpm, a compact speed for a given horsepower. Their most
popular applications include portable drills, food mixers, and fans.

Universal motors supplied from ac lend themselves easily to variable-speed applications. A potentiometer,
placed across the line voltage, controls the firing of a TRIAC, helping vary the effective value of the voltage at
the motor.

Permanent-Magnet AC Motors

When compared to induction motors, permanent-magnet motors offer higher steady-state torque for the same
size and better efficiency. They have a polyphase winding in the stator that can be concentrated or distributed.
The density distribution turns of these windings can be rectangular or can approximate a sinusoid. The rotor
has a steel core, with permanent magnets mounted on its surface or inset. These magnets can be made from a
variety of materials, including rare earth, ceramic, or ferrites.

Figure 8.35 and Figure 8.36 show schematics of permanent magnetic ac machines with the d-axis aligned
with the direction of rotor magnetization and the g-axis perpendicular to it. The magnets can be mounted on
the surface of the rotor as shown in Figure 8.35, or be inset or “buried” in it as shown in Figure 8.36.
Figure 8.37 shows a schematic of a distributed winding in the stator, while Figure 8.38 shows a concentrated
one. Motors with concentrated windings normally have lower winding losses, as the end turns are shorter.
Also, the magnetic field they produce in the air gap is not sinusoidally distributed and can cause higher torque
pulsations and eddy currents in the rotor magnets.

The rotors of permanent-magnet ac motors can be designed with a variety of objectives. Rare-earth
magnetic materials such as Nd-Fe-B have a high energy density and can lead to compact designs. Ferrites and
ceramic magnets have lower costs and lower energy density. On the other hand, rare-earth magnets feature
high conductivity, which can cause high eddy-current losses. Since most magnetic materials have permeability
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FIGURE 8.35 Surface-mounted magnets on a permanent-magnet ac motor. (Source: G.R. Slemon, Electrical Machines
and Drives, Reading, MA: Addison-Wesley, 1992. With permission.)

g axis d axis

FIGURE 8.36 Inset (interior) magnets on a permanent-magnet ac motor. (Source: G.R. Slemon, Electrical Machines and
Drives, Reading, MA: Addison-Wesley, 1992. With permission.)

FIGURE 8.37 Permanent-magnet ac stator with distributed windings.
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FIGURE 8.38 Permanent-magnet ac stator with concentrated windings.

similar to that of air, two basic topologies result: surface-mounted PMAC motors, as shown in Figure 8.39,
and interior-magnet PMAC motors, the basic topology shown in Figure 8.40.

For surface-magnet motors, currents are applied to the stator windings, producing a current vector, ig,
perpendicular to the rotor flux, B,,. The torque then is

T = Kig/m (8.46)

where A is the stator flux linkage per phase, due to B,,. As the rotor speed, w, is increased, the voltage, E,
induced in the stator windings due to the rotor flux,

E = ko, (8.47)

Stainless steel "can"

Magnetic steel

FIGURE 8.39 Permanent-magnet ac rotor with surface-mounted magnets.
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FIGURE 8.40 Permanent-magnet ac rotor with inset magnets.

increases as well. For a given load torque, a base speed wg allows the power supply to reach its upper voltage
limit and cannot provide the stator voltage required. This prevents the motor from reaching a higher speed.
To alleviate this problem, the current in the stator is advanced ahead of the rotor flux, beyond 90°.
This essentially demagnetizes the motor and allows operation at higher speed. This region of operation, called
field weakening, leads to lower efficiency and decreasing maximum available torque.

In the motor type with magnets buried in the rotor, magnetic permeability and reluctance are not
rotationally constant. Although a number of designs can be based on this concept, the developed
electromagnetic torque in all of them has two components: one similar to that of the motor with a cylindrical
rotor, as described previously and resulting from the interaction of stator currents and rotor magnets, and
another resulting from the variation of magnetic reluctance

T = K(igAm + (Lg = Ly)iaiy) (8.48)

Figure 8.41 shows that the stator current space—vector is perpendicular to the rotor flux (indicated by Ir)
below a certain speed wj, (base speed) determined by the maximum stator voltage that can be provided by the
inverter. To attain speeds above wy, the stator current has to be advanced beyond 90°, weakening the magnetic
field and creating higher winding losses. The stator windings are supplied by a dc source through electronic
switches that constitute an inverter. A controller determines which switches are to be closed at any instant to
provide the appropriate currents to the stator. This controller uses as inputs a speed or torque command, a
measurement of the currents, and a measurement or an estimate of the rotor position.

When stator windings are rectangular and are energized based only on the rotor position, the resulting set of
PM motor, inverter, and controller is called a brushless dc motor. The developed torque is proportional to the
air-gap flux, B, and the stator current, I
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B) Field-weakening operation

FIGURE 8.41 Permanent-magnet ac space vectors for minimal losses and for field weakening.

T = kB,,I, (8.49)
Due to the rotor speed, w;, a voltage, E, (back emf) is induced to the stator windings.
E = kwB,, (8.50)

Stepping Motors

Figure 8.42 and Figure 8.43 show the case of a three-phase brushless dc motor with each phase belt covering
60° and the stator magnets covering close to 180°. Only two phases should be energized, as determined by the
rotor position. These motors convert a series of power pulses to a corresponding series of equal angular
movements. These pulses can be delivered at a variable rate, allowing the accurate positioning of the rotor
without feedback. They can develop torque up to 15 Nm and can handle 1500 to 2500 pulses per second. They
have zero steady-state error in positioning and high torque density. An important characteristic of stepping
motors is that when one phase is activated, they do not develop a rotating torque. Instead, they form a holding
torque, helping them accurately retain their position, even under load.

Stepping motors are derived either from a variable-reluctance motor or from a permanent magnet
synchronous motor.

One design of stepping motors, based on the doubly salient switched-reluctance motor, uses a large number
of teeth in the rotor (typically 45) to create saliency, as shown in Figure 8.44. In this design, when the rotor
teeth are aligned in Phase 1, they are misaligned in Phases 2 and 3. A pulse of current in Phase 2 will cause a
rotation that leads to alignment. Instead, if a pulse is applied to Phase 3, the rotor will move the same distance
in the opposite rotation.

The angle corresponding to a pulse is small, typically 3 to 5°. This results from alternatively exciting one
stator phase at a time.

A permanent-magnet stepping motor uses permanent magnets in the rotor. Figure 8.45 shows the steps in
the motion of a four-phase PM stepping motor.
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FIGURE 8.42 Brushless dc motor with energized windings A and B.
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FIGURE 8.43 Inverter for the brushless dc with energized windings A and B.

Hybrid stepping motors come in many designs. One, shown in Figure 8.46, consists of two rotors
mounted on the same shaft, displaced by a half-tooth. The permanent magnet is placed axially between
the rotors, and the magnetic flux flows radially at the air gaps. This closes through the stator circuit.
Torque is created by the interaction of two magnetic fields coming from the magnets and the stator
currents. This design allows a finer step-angle control and higher torque, as well as smoother torque
during a step.

A fundamental of the stepping-motor operation is the utilization of power electronic switches and of a
circuit providing the timing and duration of the pulses. A specific stepping motor can operate at
maximum frequency while starting or running without load. As the frequency of the pulses to a running
motor is increased, the motor eventually loses synchronism. The relation between the frictional load torque
and maximum pulse frequency is called the pull-out characteristic.
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FIGURE 8.44 Cross-sectional view of a four-phase variable-reluctance motor. Number of rotor teeth 50, step number
200, step angle 1.8. (Source: Miller, T.J.E., Brushless Permanent-Magnet and Reluctance Motor Drives, Oxford: Oxford
University Press, 1989. With permission.)

(3)

FIGURE 8.45 Steps in the operation of a permanent-magnet stepping motor. (Source: T. Kenjo, Stepping Motors and Their
Microprocessor Controls, Oxford: Oxford University Press, 1989. With permission.)
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FIGURE 8.46 Construction of a hybrid stepping motor. (Source: Miller, T.J.E., Brushless Permanent-Magnet and
Reluctance Motor Drives, Oxford: Oxford University Press, 1989. With permission.)
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Further Information

There is an abundance of books and literature on small electrical motors. IEEE Transactions on Industry
Applications, Power Electronics, Power Delivery, and Industrial Electronics all have articles on the subject. In
addition, IEEE and other publications and conference records can provide the reader with specific and useful
information.

Electrical Machines and Drives (Slemon, 1992) is one of the many excellent textbooks on the subject.
Stepping Motors and their Microprocessor Controls (Kenjo, 1984) offers a thorough discussion of stepping
motors, while Fractional and Subfractional Horsepower Electric Motors (Veinott and Martin, 1986) covers small
ac and dc motors. Brushless Permanent-Magnet and Reluctance-Motor Drives (Miller, 1989) and Permanent
Magnet, Reluctance and Self-Synchronous Motors (Nasar et al., 1993) reflect the increased interest in reluctance
and brushless dc motors and provide information on their theory of operation, design, and control.
The Handbook of Electrical Motors (Engelman and Middendorf, 1995) and Fractional Horsepower Electric
Motors (Miller and Miller, 1984) offer practical information about the application of small motors.
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9.1 Introduction

Energy management is the process of monitoring, coordinating, and controlling the generation, transmission,
and distribution of electrical energy. The physical plant to be managed includes generating plants that produce
energy fed through transformers to the high-voltage transmission network (grid), interconnecting generating
plants and load centers. Transmission lines terminate at substations that perform switching, voltage
transformation, measurement, and control. Substations at load centers transform to subtransmission and
distribution levels. These lower-voltage circuits typically operate radially, i.e., no normally closed paths
between substations through subtransmission or distribution circuits. (Underground cable networks in large
cities are an exception.)

Since transmission systems provide negligible energy storage, supply and demand must be balanced by
either generation or load. Production is controlled by turbine governors at generating plants, and automatic
generation control is performed by control center computers remote from generating plants. Load
management, sometimes called demand-side management, extends remote supervision and control to
subtransmission and distribution circuits, including control of residential, commercial, and industrial loads.

Events such as lightning strikes, short circuits, equipment failure, or accidents may cause a system fault.
Protective relays actuate rapid, local control through operation of circuit breakers before operators can
respond. The goal is to maximize safety, minimize damage, and continue to supply load with the least
inconvenience to customers. Data acquisition provides operators and computer control systems with status
and measurement information needed to supervise overall operations. Security control analyzes the
consequences of faults to establish operating conditions that are both robust and economical.

Energy management is performed at control centers, typically called system control centers, by computer
systems called energy management systems (EMS). Data acquisition and remote control is performed by
computer systems called supervisory control and data acquisition (SCADA) systems. These latter systems may

9-1
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FIGURE 9.1 Layers of a modern EMS.
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be installed at a variety of sites including system control centers. An EMS typically includes a SCADA “front-
end” through which it communicates with generating plants, substations, and other remote devices.

Figure 9.1 illustrates the applications layer of modern EMS as well as the underlying layers on which it is
built: the operating system, a database manager, and a utilities/services layer.

9.2 Power System Data Acquisition and Control

A SCADA system consists of a master station that communicates with remote terminal units (RTUs) for
the purpose of allowing operators to observe and control physical plants. Generating plants and
transmission substations certainly justify RTUs, and their installation is becoming more common in
distribution substations as costs decrease. RTUs transmit device status and measurements to, and receive
control commands and setpoint data from, the master station. Communication is generally via dedicated
circuits operating in the range of 600 to 4800 bits/s, with the RTU responding to periodic requests
initiated from the master station (polling) every 2 to 10 s, depending on the criticality of the data.
The traditional functions of SCADA systems are summarized:

« Data acquisition: Provides telemetered measurements and status information to operator.

« Supervisory control: Allows operator to remotely control devices, e.g., open and close circuit breakers.
A “select before operate” procedure is used for greater safety.

« Tagging: Identifies a device as subject to specific operating restrictions and prevents unauthorized
operation.

« Alarms: Informs operator of unplanned events and undesirable operating conditions. Alarms are sorted
by criticality, area of responsibility, and chronology. Acknowledgment may be required.

» Logging: Logs all operator entry, all alarms, and selected information.

+ Load shed: Provides both automatic and operator-initiated tripping of load in response to system
emergencies.

+ Trending: Plots measurements on selected time scales.
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Since the master station is critical to power system operations, its functions are generally distributed among
several computer systems, depending on specific design. A dual computer system configured in primary and
standby modes is most common. SCADA functions are listed below without stating which computer has
specific responsibility.

+ Manage communication circuit configuration
« Downline load RTU files
» Maintain scan tables and perform polling
 Check and correct message errors
+ Convert to engineering units
* Detect status and measurement changes
» Monitor abnormal and out-of-limit conditions
» Log and time-tag sequence of events
* Detect and annunciate alarms
» Respond to operator requests to:
Display information
Enter data
Execute control action
Acknowledge alarms
« Transmit control action to RTUs
« Inhibit unauthorized actions
+ Maintain historical files
 Log events and prepare reports
 Perform load shedding

9.3 Automatic Generation Control

Automatic generation control (AGC) consists of two major and several minor functions that operate on-line in
real time to adjust the generation against load at minimum cost. The major functions are load frequency
control and economic dispatch, each of which is described below. The minor functions are reserve
monitoring, which assures enough reserve on the system, interchange scheduling, which initiates and
completes scheduled interchanges, and other similar monitoring and recording functions.

Load Frequency Control

Load frequency control (LFC) has to achieve three primary objectives, which are stated below in priority order:

1. To maintain frequency at the scheduled value
2. To maintain net power interchanges with neighboring control areas at the scheduled values
3. To maintain power allocation among units at economically desired values

The first and second objectives are met by monitoring an error signal, called area control error (ACE), which
is a combination of net interchange error and frequency error and represents the power imbalance between
generation and load at any instant. This ACE must be filtered or smoothed such that excessive and random
changes in ACE are not translated into control action. Since these excessive changes are different for different
systems, the filter parameters have to be tuned specifically for each control area. The filtered ACE is then used
to obtain the proportional plus integral control signal. This control signal is modified by limiters, deadbands,
and gain constants that are tuned to the particular system. This control signal is then divided among the
generating units under control by using participation factors to obtain unit control errors (UCE).

These participation factors may be proportional to the inverse of the second derivative of the cost of unit
generation so that the units would be loaded according to their costs, thus meeting the third objective.
However, cost may not be the only consideration because the different units may have different response rates,
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and it may be necessary to move the faster generators more to obtain an acceptable response. The UCEs are
then sent to the various units under control and the generating units monitored to see that the corrections take
place. This control action is repeated every 2 to 6 s.

In spite of the integral control, errors in frequency and net interchange do tend to accumulate over time.
These time errors and accumulated interchange errors have to be corrected by adjusting the controller settings
according to procedures agreed upon by the whole interconnection. These accumulated errors as well as ACE
serve as performance measures for LFC.

The main philosophy in the design of LFC is that each system should follow its own load very closely during
normal operation, while during emergencies each system should contribute according to its relative size in the
interconnection without regard to the locality of the emergency. Thus, the most important factor in obtaining
good control of a system is its inherent capability of following its own load. This is guaranteed if the system has
adequate regulation margin as well as adequate response capability. Systems that have mainly thermal
generation often have difficulty in keeping up with the load because of the slow response of the units.

The design of the controller itself is an important factor, and proper tuning of the controller parameters is
needed to obtain “good” control without “excessive” movement of units. Tuning is system-specific, and
although system simulations are often used as aids, most of the parameter adjustments are made in the field
using heuristic procedures.

Economic Dispatch

Since all the generating units that are on-line have different costs of generation, it is necessary to find the
generation levels of each of these units that would meet the load at the minimum cost. This has to take into
account the fact that the cost of generation in one generator is not proportional to its generation level but is a
nonlinear function of it. In addition, since the system is geographically spread out, the transmission losses are
dependent on the generation pattern and must be considered in obtaining the optimum pattern.

Certain other factors have to be considered when obtaining the optimum generation pattern. One is that the
generation pattern provide adequate reserve margins. This is often done by constraining the generation level to
a lower boundary than the generating capability. A more difficult set of constraints to consider are the
transmission limits. Under certain real-time conditions it is possible that the most economic pattern may not
be feasible because of unacceptable line flows or voltage conditions. The present-day economic dispatch (ED)
algorithm cannot handle these security constraints. However, alternative methods based on optimal power
flows have been suggested but have not yet been used for real-time dispatch.

The minimum cost dispatch occurs when the incremental cost of all the generators is equal. The cost
functions of the generators are nonlinear and discontinuous. For the equal marginal cost algorithm to work, it
is necessary for them to be convex. These incremental cost curves are often represented as monotonically
increasing piecewise-linear functions. A binary search for the optimal marginal cost is conducted by summing
all the generation at a certain marginal cost and comparing it with the total power demand. If the demand is
higher, a higher marginal cost is needed, and vice versa. This algorithm produces the ideal setpoints for all the
generators for that particular demand, and this calculation is done every few minutes as the demand changes.

The losses in the power system are a function of the generation pattern, and they are taken into account by
multiplying the generator incremental costs by the appropriate penalty factors. The penalty factor for each
generator is a reflection of the sensitivity of that generator to system losses, and these sensitivities can be
obtained from the transmission loss factors (Section 9.6).

This ED algorithm generally applies to only thermal generation units that have cost characteristics of the
type discussed here. The hydro units have to be dispatched with different considerations. Although there is no
cost for the water, the amount of water available is limited over a period, and the displacement of fossil fuel by
this water determines its worth. Thus, if the water usage limitation over a period is known, say from a
previously computed hydro optimization, the water worth can be used to dispatch the hydro units.

LFC and the ED functions both operate automatically in real time but with vastly different time periods.
Both adjust generation levels, but LFC does it every few seconds to follow the load variation, while ED does it
every few minutes to assure minimal cost. Conflicting control action is avoided by coordinating the control
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errors. If the unit control errors from LFC and ED are in the same direction, there is no conflict. Otherwise, a
logic is set to either follow load (permissive control) or follow economics (mandatory control).

Reserve Monitoring

Maintaining enough reserve capacity is required in case generation is lost. Explicit formulas are followed to
determine the spinning (already synchronized) and ready (10 min) reserves required. The availability can be
assured by the operator manually, or, as mentioned previously, the ED can also reduce the upper dispatchable
limits of the generators to keep such generation available.

Interchange Transaction Scheduling

The contractual exchange of power between utilities has to be taken into account by the LFC and ED
functions. This is done by calculating the net interchange (sum of all the buy and sale agreements) and adding
this to the generation needed in both the LFC and ED. Since most interchanges begin and end on the hour, the
net interchange is ramped from one level to the new over a 10- or 20-min period straddling the hour. The
programs achieve this automatically from the list of scheduled transactions.

9.4 Distribution System Management

SCADA, with its relatively expensive RTUs installed at distribution substations, can provide status and
measurements for distribution feeders at the substation. Distribution automation equipment is now available
to measure and control at locations dispersed along distribution circuits. This equipment can monitor
sectionalizing devices (switches, interruptors, fuses), operate switches for circuit reconfiguration, control
voltage, read customers’ meters, implement time-dependent pricing (on-peak, off-peak rates), and switch
customer equipment to manage load. This equipment requires significantly increased functionality at
distribution control centers.

Distribution control center functionality varies widely from company to company, and the following list is
evolving rapidly.

- Data acquisition: Acquires data and gives the operator control over specific devices in the field. Includes
data processing, quality checking, and storage.

« Feeder switch control: Provides remote control of feeder switches.

« Tagging and alarms: Provides features similar to SCADA.

+ Diagrams and maps: Retrieves and displays distribution maps and drawings. Supports device selection
from these displays. Overlays telemetered and operator-entered data on displays.

 Preparation of switching orders: Provides templates and information to facilitate preparation of
instructions necessary to disconnect, isolate, reconnect, and reenergize equipment.

« Switching instructions: Guides operator through execution of previously prepared switching orders.

+ Trouble analysis: Correlates data sources to assess scope of trouble reports and possible dispatch of
work crews.

+ Fault location: Analyzes available information to determine scope and location of fault.

« Service restoration: Determines the combination of remote control actions which will maximize resto-
ration of service. Assists operator to dispatch work crews.

« Circuit continuity analysis: Analyzes circuit topology and device status to show electrically connected
circuit segments (either energized or deenergized).

» Power factor and voltage control: Combines substation and feeder data with predetermined operating
parameters to control distribution circuit power factor and voltage levels.

« Electrical circuit analysis: Performs circuit analysis, single-phase or three-phase, balanced or
unbalanced.



9-6 Systems, Controls, Embedded Systems, Energy, and Machines

+ Load management: Controls customer loads directly through appliance switching (e.g., water heaters)
and indirectly through voltage control.

* Meter reading: Reads customers’ meters for billing, peak demand studies, time of use tariffs. Provides
remote connect/disconnect.

9.5 Energy Management

Generation control and ED minimize the current cost of energy production and transmission within the range
of available controls. Energy management is a supervisory layer responsible for economically scheduling
production and transmission on a global basis and over time intervals consistent with cost optimization. For
example, water stored in reservoirs of hydro plants is a resource that may be more valuable in the future and
should, therefore, not be used now even though the cost of hydro energy is currently lower than thermal
generation. The global consideration arises from the ability to buy and sell energy through the interconnected
power system; it may be more economical to buy than to produce from plants under direct control. Energy
accounting processes transaction information and energy measurements recorded during actual operation as
the basis of payment for energy sales and purchases.
Energy management includes the following functions:

« System load forecast: Forecasts system energy demand each hour for a specified forecast period of 1 to 7
days.

+ Unit commitment: Determines start-up and shut-down times for most economical operation of
thermal generating units for each hour of a specified period of 1 to 7 days.

« Fuel scheduling: Determines the most economical choice of fuel consistent with plant requirements,
fuel purchase contracts, and stockpiled fuel.

 Hydro-thermal scheduling: Determines the optimum schedule of thermal and hydro energy production
for each hour of a study period up to 7 days while ensuring that hydro and thermal constraints are not
violated.

+ Transaction evaluation: Determines the optimal incremental and production costs for exchange
(purchase and sale) of additional blocks of energy with neighboring companies.

+ Transmission loss minimization: Recommends controller actions to be taken in order to minimize
overall power system network losses.

« Security-constrained dispatch: Determines optimal outputs of generating units to minimize production
cost while ensuring that a network security constraint is not violated.

» Production cost calculation: Calculates actual and economical production costs for each generating
unit on an hourly basis.

9.6 Security Control

Power systems are designed to survive all probable contingencies. A contingency is defined as an event that
causes one or more important components such as transmission lines, generators, and transformers to be
unexpectedly removed from service. Survival means the system stabilizes and continues to operate at
acceptable voltage and frequency levels without loss of load. Operations must deal with a vast number of
possible conditions experienced by the system, many of which are not anticipated in planning. Instead of
dealing with the impossible task of analyzing all possible system states, security control starts with a specific
state: the current state if executing the real-time network sequence; a postulated state if executing a study
sequence. Sequence means sequential execution of programs that perform the following steps:

1. Determine the state of the system based on either current or postulated conditions.

2. Process a list of contingencies to determine the consequences of each contingency on the system in its
specified state.

3. Determine preventive or corrective action for those contingencies that represent unacceptable risk.
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Real-time Network Analysis Sequence Transmission
Loss Factors
Optimal
/ Power Flow
SCADA Network State Commgefmy Security
Topology Estimator Analysis Enhancement

Preventative

Action
Bus Load
Forecast
Study Network Analysis
Power Contingency Optimal Short Circuit
Flow Analysis Power Flow Analysis

FIGURE 9.2 Real-time and study network analysis sequences.

Real-time and study network analysis sequences are diagramed in Figure 9.2.

Security control requires topological processing to build network models and uses large-scale ac network

analysis to determine system conditions. The required applications are grouped as a network subsystem that
typically includes the following functions:

9.7

Topology processor: Processes real-time status measurements to determine an electrical connectivity
(bus) model of the power system network.

State estimator: Uses real-time status and analog measurements to determine the “best” estimate of the
state of the power system. It uses a redundant set of measurements; calculates voltages, phase angles,
and power flows for all components in the system; and reports overload conditions.

Power flow: Determines the steady-state conditions of the power system network for a specified
generation and load pattern. Calculates voltages, phase angles, and flows across the entire system.
Contingency analysis: Assesses the impact of a set of contingencies on the state of the power system and
identifies potentially harmful contingencies that cause operating limit violations.

Optimal power flow: Recommends controller actions to optimize a specified objective function (such as
system operating cost or losses) subject to a set of power system operating constraints.

Security enhancement: Recommends corrective control actions to be taken to alleviate an existing or
potential overload in the system while ensuring minimal operational cost.

Preventive action: Recommends control actions to be taken in a “preventive” mode before a
contingency occurs to preclude an overload situation if the contingency were to occur.

Bus load forecasting: Uses real-time measurements to adaptively forecast loads for the electrical
connectivity (bus) model of the power system network.

Transmission loss factors: Determines incremental loss sensitivities for generating units; calculates the
impact on losses if the output of a unit were to be increased by 1 MW.

Short-circuit analysis: Determines fault currents for single-phase and three-phase faults for fault loca-
tions across the entire power system network.

Operator Training Simulator

Training simulators were originally created as generic systems for introducing operators to the electrical and

dynamic behavior of power systems. Today, they model actual power systems with reasonable fidelity and are
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integrated with EMS to provide a realistic environment for operators and dispatchers to practice normal,
everyday operating tasks and procedures as well as experience emergency operating situations. The various
training activities can be safely and conveniently practiced with the simulator responding in a manner similar
to the actual power system.

An operator training simulator (OTS) can be used in an investigatory manner to recreate past actual
operational scenarios and to formulate system restoration procedures. Scenarios can be created, saved, and
reused. The OTS can be used to evaluate the functionality and performance of new real-time EMS functions
and also for tuning AGC in an off-line, secure environment.

The OTS has three main subsystems (Figure 9.3).

Energy Control System

The energy control system (ECS) emulates normal EMS functions and is the only part of the OTS with which
the trainee interacts. It consists of the supervisory control and data acquisition (SCADA) system, generation
control system, and all other EMS functions.

Power System Dynamic Simulation

This subsystem simulates the dynamic behavior of the power system. System frequency is simulated using the
“long-term dynamics” system model, where frequency of all units is assumed to be the same. The prime-
mover dynamics are represented by models of the units, turbines, governors, boilers, and boiler auxiliaries.
The network flows and states (bus voltages and angles, topology, transformer taps, etc.) are calculated at
periodic intervals. Relays are modeled, and they emulate the behavior of the actual devices in the field.
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FIGURE 9.3 OTS block diagram.
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Instructional System

This subsystem includes the capabilities to start, stop, restart, and control the simulation. It also includes
making savecases, retrieving savecases, reinitializing to a new time, and initializing to a specific real-time
situation.

It is also used to define event schedules. Events are associated with both the power system simulation and
the ECS functions. Events may be deterministic (occur at a predefined time), conditional (based on a
predefined set of power system conditions being met), or probabilistic (occur at random).

Defining Terms

Application: A software function within the energy management system that allows the operator to
perform a specific set of tasks to meet a specific set of objectives.

Dispatch: The allocation of generation requirement to the various generating units that are available.

Distribution system: That part of the power system network that is connected to, and responsible for, the
final delivery of power to the customer; typically the part of the network that operates at 33 kV and
below, to 120 V.

Interchange or transaction: A negotiated purchase or sale of power between two companies.

Remote terminal unit (RTU): Hardware that gathers systemwide real-time data from various locations
within substations and generating plants for telemetry to the energy management system.

Security: The ability of the power system to sustain and survive planned and unplanned events without
violating operational constraints.
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Current innovations and applications of new technologies and algorithms are presented in the following
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10.1 Introduction

Power system software can be grouped in many different ways, e.g., functionality, computer platform, etc., but
here it is grouped by end user. There are four major groups of end users for the software:

« Major utilities

+ Small utilities and industry consumers of electricity
« Consultants

+ Universities

Large comprehensive program packages are required by utilities. They are complex, with many different
functions and must have very easy input/output (I0). They serve the needs of a single electrical system and
may be tailor-made for the customer. They can be integrated with the electrical system using supervisory
control and data acquisition (SCADA). It is not within the scope of this chapter to discuss the merits of these
programs. Suffice to say that the component programs used in these packages usually have the same generic/
development roots as the programs used by the other three end-user groups.

The programs used by the other three groups have usually been initially created in the universities. They
start life as research programs and later are used for teaching and consultancy programs. Where the consultant
is also an academic, the programs may well retain their crude research style IO. However, if they are to be used
by others who are not so familiar with the algorithms, then usually they are modified to make them more user-
friendly. Once this is achieved, the programs become commercial and are used by consultants, industry, and
utilities. These are the types of programs that are now so commonly seen in the engineering journals quite
often bundled together in a generic package.

10-1
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10.2 Early Analysis Programs

Two of the earliest programs to be developed for power system analysis were the fault and load-flow (power
flow) programs. Both were originally produced in the late 1950s. Many programs in use today are either based
on these two types of program or have one or the other embedded in them.

Load Flow (Power Flow)

The need to know the flow patterns and voltage profiles in a network was the driving force behind the
development of load-flow programs.

Although the network is linear, load-flow analysis is iterative because of nodal (busbar) constraints.
At most busbars the active and reactive powers being delivered to customers are known but the voltage
level is not. As far as the load-flow analysis is concerned, these busbars are referred to as PQ buses.
The generators are scheduled to deliver a specific active power to the system, and usually the voltage
magnitude of the generator terminals is fixed by automatic voltage regulation. These busbars are known as
PV buses.

As losses in the system cannot be determined before the load-flow solution, one generator busbar only has
its voltage magnitude specified. In order to give the required two specifications per node, this bus also has its
voltage angle defined to some arbitrary value, usually zero. This busbar is known as the slack bus. The slack
bus is a mathematical requirement for the program and has no exact equivalent in reality. However, in
operating practice, the total load plus the losses are not known. When a system is not in power balance, i.e.,
when the input power does not equal the load power plus losses, the imbalance modifies the rotational energy
stored in the system. The system frequency thus rises if the input power is too large and falls if the input power
is too little. Usually a generating station and probably one machine are given the task of keeping the frequency
constant by varying the input power. This control of the power entering a node can be seen to be similar to the
slack bus.

The algorithms first adopted had the advantages of simple programming and minimum storage, but were
slow to converge, requiring many iterations. The introduction of ordered elimination, which gives implicit
inversion of the network matrix, and sparsity programming techniques, which reduces storage requirements,
allowed much better algorithms to be used. The Newton—Raphson method gave convergence to the solution in
only a few iterations. Using Newtonian methods of specifying the problem, a Jacobian matrix containing the
partial derivatives of the system at each node can be constructed. The solution by this method has quadratic
convergence. This method was followed quite quickly by the fast decoupled Newton—Raphson method. This
exploited the fact that under normal operating conditions, and provided that the network is predominately
reactive, the voltage angles are not affected by reactive power flow, and voltage magnitudes are not affected by
real power flow. The fast decoupled method requires more iterations to converge but each iteration uses less
computational effort than the Newton—Raphson method. A further advantage of this method is the robustness
of the algorithm. However the emergence of FACTS (flexible ac transmission systems) devices has led to
renewed interest in the full Newton—Raphson, as the decoupling of voltage magnitudes from real power flow
and voltage angles from reactive power flow is no longer valid with these devices.

Further refinements can be added to a load-flow program to make it give more realistic results. Transformer
onload tap changers, voltage limits, active and reactive power limits, plus control of the voltage magnitudes at
buses other than the local bus help to bring the results close to reality. Application of these limits can slow
down convergence.

The problem of obtaining an accurate load-flow solution with a guaranteed and fast convergence has
resulted in more technical papers than any other analysis topic. This is understandable when it is realized that
the load-flow solution is required during the running of many other types of power system analyses. While
improvements have been made, there has been no major breakthrough in performance. It is doubtful if such
an achievement is possible, as the time required to prepare the data and process the results represents a
significant part of the overall time of the analysis.
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Fault Analysis

A fault analysis program derives from the need to adequately rate switchgear and other busbar equipment for
the maximum possible fault current that could flow through them.

Initially only three-phase faults were considered, and it was assumed that all busbars were operating at unity
per unit voltage prior to the fault occurring. The load current flowing prior to the fault was also neglected.

By using the results of a load flow prior to performing the fault analysis, the load currents can be added to
the fault currents, allowing a more accurate determination of the total currents flowing in the system.

Unbalanced faults can be included by using symmetrical components. The negative sequence network is
similar to the positive sequence network, but the zero sequence network can be quite different primarily
because of ground impedance and transformer winding configurations.

Transient Stability

After a disturbance, due usually to a network fault, the synchronous machine’s electrical loading changes and
the machines speed up (under very light loading conditions they can slow down). Each machine will react
differently depending on its proximity to the fault, its initial loading, and its time constants. This means that
the angular positions of the rotors relative to each other change. If any angle exceeds a certain threshold
(usually between 140 and 160°) the machine will no longer be able to maintain synchronism. This almost
always results in its removal from service.

Early work on transient stability had concentrated on the reaction of one synchronous machine coupled to a
very large system through a transmission line. The large system can be assumed to be infinite with respect to
the single machine and hence can be modeled as a pure voltage source. The synchronous machine is modeled
by the three-phase windings of the stator plus windings on the rotor representing the field winding and the
eddy current paths. These are resolved into two axes, one in line with the direct axis of the rotor and the other
in line with the quadrature axis situated 90° (electrical) from the direct axis. The field winding is on the direct
axis. Equations can be developed to determine the voltage in any winding depending on the current flows in
all the other windings. A full set of differential equations can be produced, which allows the response of the
machine to various electrical disturbances to be found. The variables must include rotor angle and rotor
speed, which can be evaluated from a knowledge of the power from the turbine into, and power to the system
out of, the machine. The great disadvantage with this type of analysis is that the rotor position is constantly
changing as it rotates. As most of the equations involve trigonometrical functions relating to stator and rotor
windings, the matrices must be constantly reevaluated. In the most severe cases of network faults the results,
once the dc transients decay, are balanced. Further, on removal of the fault the network is considered to be
balanced. There is thus much computational effort involved in obtaining detailed information for each of the
three phases, which is of little value to the power system engineer. By contrast, this type of analysis is very
important to machine designers. However, programs have been written for multimachine systems using
this method.

Several power-system catastrophes in the U.S. and Europe in the 1960s gave a major boost to developing
transient stability programs. What was required was a simpler and more efficient method of representing the
machines in large power systems.

Initially, transient stability programs all ran in the time domain. A set of differential equations is developed
to describe the dynamic behavior of the synchronous machines. These are linked together by algebraic
equations for the network and any other part of the system that has a very fast response, i.e., an insignificant
time constant, relative to the synchronous machines. All the machine equations are written in the direct and
quadrature axes of the rotor so that they are constant regardless of the rotor position. The network is written
in the real and imaginary axes similar to that used by the load-flow and faults programs. The transposition
between these axes only requires knowledge of the rotor angle relative to the synchronously rotating frame of
reference of the network.

Later work involved looking at the response of the system, not to major disturbances but to the build-up of
oscillations due to small disturbances and poorly set control systems. As the time involved for these
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disturbances to occur can be large, time domain solutions are not suitable and frequency domain models of
the system were produced. Lyapunov functions have also been used, but good models have been difficult to
produce. However, they are now of sufficiently good quality to compete with time domain models where quick
estimates of stability are needed, such as in the day-to-day operation of a system.

Fast Transients

While the transient stability program assumed that a fast transient response was equivalent to an instantaneous
response and only concentrated on the slower response of the synchronous machines, the requirement to model
the fast transient response of traveling waves on transmission lines brought about the development of programs
that treated variables with large time constants as if they were constants and modeled the variables with very
small time constants by differential equations.

The program is based on the equations governing voltage and current wave propagation along a lossless
line. Attenuation is then included using suitable lumped resistances. A major feature of the method is that
inductance and capacitance can both be represented by resistance in parallel with a current source. This allows
a purely resistive network to be formed.

Whereas, with most of the other programs, source code was treated as intellectual property, the
development of the fast transient program was done by many different researchers who pooled their ideas and
programs. An electromagnetic transient program was developed quickly, and it probably became the first
power systems analysis tool to be used for many different purposes throughout the world. From this base,
numerous commercial packages have been developed.

In parallel with the development of electromagnetic transient programs, several state variable programs
were produced to examine the fast transient behavior of parts of the electrical system, such as ac transmission
lines and HVdc transmission systems. As these programs were specifically designed for the purpose they were
intended, it gave them certain advantages over the general purpose electromagnetic transient program.

Reliability

Of constant concern to the operators of power systems is the reliability of equipment. This has become more
important as systems are run harder. In the past, reliability was ensured by building in reserve equipment that
was either connected in parallel with other similar devices or could be easily connected in the event of a failure.
Not only that, knowledge of the capabilities of materials has increased so that equipment can be built with a
more certain level of reliability.

However, reliability of a system is governed by the reliability of all the parts and their configuration. Much
work has been done on the determination of the reliability of power systems, but work is still being done to
fully model power system components and integrate them into system reliability models.

The information that is obtained from reliability analysis is very much governed by the nature of the system.
The accepted breakdown of a power system containing generation, transmission, and distribution is into three
hierarchical levels. The first level is for the generation facilities alone, the second level contains generation and
transmission, while the third level contains generation, transmission, and distribution facilities. Much of the
early work was focused on the generation facilities. The reasons for this were that, first, more information was
available about the generation; second, the size of the problem was smaller; and, third, the emphasis of power
systems was placed in generation. With the onset of deregulation, distribution and customer requirements are
now considered paramount.

At the generation and transmission levels, the loss of load expectation and frequency and duration
evaluation are prime reliability indicators. A power system component may well have several derated states
along with the fully operational and nonoperational states. Recursive techniques are available to construct the
system models, and they can include multistate components.

The usual method for evaluating reliability indices at the distribution level, such as the average interruption
duration per customer per year, is an analytical approach based on a failure modes assessment and the use of
equations for series and parallel networks.



Power System Analysis Software 10-5

Economic Dispatch and Unit Commitment

Many programs are devoted to power system operational problems. The minimization of the cost of
production and delivery of energy are of great importance. Two types of programs that deal with this problem
are economic dispatch and unit commitment.

Economic dispatch uses optimization techniques to determine the level of power each generator (unit) must
supply to the system in order to meet the demand. Each unit must have its generating costs, which will be
nonlinear functions of energy, defined along with the units’ operational maximum and minimum power limits.
The transmission losses of the system must also be taken into account to ensure an overall minimum cost.

Unit commitment calculates the necessary generating units that should be connected (committed) at any
time in order to supply the demand and losses plus allowing sufficient reserve capability to withstand a load
increase or accidental loss of a generating unit. Several operating restrictions must be taken into account
when determining which machines to commit or decommit. These include maximum and minimum
running times for a unit and the time needed to commit a unit. Fuel availability constraints must also be
considered. For example, there may be limited fuel reserves such as coal stocks or water in the dam. Other
fuel constraints may be minimum water flows below the dam or agreements to purchase minimum
amounts of fuel. Determining unit commitment for a specific time cannot be evaluated without
consideration of the past operational configuration or the future operating demands.

10.3 The Second Generation of Programs

It is not the intention to suggest that only the above programs were being produced initially. However, most of
the other programs remained as either research tools or one-off analysis programs. The advent of the PC gave a
universal platform on which most users and programs could come together. This process was further assisted
when windowing reduced the need for such a high level of computer literacy on the part of users. For example,
electromagnetic transient program’s generality, which made it so successful, is also a handicap and it requires
good programming skill to utilize it fully. This has led to several commercial programs that are loosely based
on the methods of analysis first used in the electromagnetic transient program. They have the advantage of a
much improved user interface.

Not all software is run on PCs. Apart from the Macintosh, which has a similar capability to a PC but which
is less popular with engineers, more powerful workstations are available usually based on the Unix operating
system. Mini computers and mainframe computers are also still in general use in universities and industry,
even though it had been thought that they would be totally superseded.

Hardware and software for power system operation and control required at utility control centers is usually
sold as a total package. These systems, although excellent, can only be alluded to here as the information is
proprietary. The justification for a particular configuration requires input from many diverse groups within
the utility.

Graphics

Two areas of improvement that stand out in this second wave of generally available programs are both
associated with the graphical capabilities of computers. A good diagram can be more easily understood than
many pages of text or tables.

The ability to produce graphical output of the results of an analysis has made the use of computers in all
engineering fields, not just power system analysis, much easier. Tabulated results are never easy to interpret.
They are also often given to a greater degree of accuracy than the input data warrants. A graph of the results,
where appropriate, can make the results very easy to interpret, and if there is also an ability to generate a graph
ahowing any variable with any other, or if three dimensions can be utilized, then new and possibly significant
information can be quickly assimilated.
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New packages became available for business and engineering that were based on either the spreadsheet or
database principle. These also had the ability to produce graphical output. It was no longer essential to
know a programming language to do even quite complex engineering analysis. The programming was
usually inefficient, and obtaining results was more laborious, e.g., each iteration had to be started by hand.
But, as engineers had to use these packages for other work, they became very convenient tools.

A word of caution here, be careful that the results are graphed in an appropriate manner. Most spreadsheet
packages have very limited x-axis (horizontal) manipulation. Provided the x-axis data comes in regular steps,
the results are acceptable. However, we have seen instances where very distorted graphs have been presented
because of this problem.

Apart from the graphical interpretation of results, there are now several good packages that allow the
analyst to enter the data graphically. It is a great advantage to be able to develop a one-line, or three-phase,
diagram of a network directly with the computer. All the relevant system components can be included.
Parameter data still require entry in a more orthodox manner, but by merely clicking on a component, a
data form for that component can be made available. The chances of omitting a component are greatly
reduced with this type of data entry. Further, the same system diagram can be used to show the results of some
analyses.

An extension of the network diagram input is to make the diagram relate to the actual topography. In these
cases, the actual routes of transmission lines are shown and can be superimposed on computer generated
geographical maps. The lines in these cases have their lengths automatically established and, if the line
characteristics are known, the line parameters can be calculated.

These topographical diagrams are an invaluable aid for power reticulation problems, for example, the
minimum route length of reticulation given all the points of supply and the route constraints. Other
optimization algorithms include determination of line sizes and switching operations.

The analysis techniques can be either linear or nonlinear. If successful, the nonlinear algorithm is more
accurate, but these techniques suffer from larger data storage requirements, greater computational time,
and possible divergence. There are various possible optimization techniques that can and have been
applied to this problem. There is no definitive answer and each type of problem may require a different
choice.

The capability chart represents a method of graphically displaying power system performance. These charts
are drawn on the complex power plane and define the real and reactive power that may be supplied from a
point in the system during steady-state operation. The power available is depicted as a region on the plane,
and the boundaries of the region represent the critical operating limits of the system. The best-known example
of a capability chart is the operating chart of a synchronous machine. The power available from the generator
is restricted by limiting values of the rotor current, stator current, turbine power (if a generator), and
synchronous stability limits. Capability charts have been produced for transmission lines and HVdc
converters.

Where the capability chart is extended to cover more than one power system component, the two-
dimensional capability chart associated with a single busbar can be regarded as being a single slice of an overall
2n-dimensional capability chart for the n busbars that make up a general power system. If the system is small,
a contour plotting approach can be used to gradually trace out the locus on the complex power plane. A load-
flow algorithm is used to iteratively solve the operating equations at each point on the contour, without having
to resort to an explicit closed-form solution.

The good contour behavior near the operating region has allowed a faster method to be adopted. A
seed load-flow solution, corresponding to the nominal system state, is obtained to begin drawing the
chart. A region-growing process is then used to locate the region in which all constrained variables are
less than 10% beyond their limits. This process is similar to a technique used in computer vision systems
to recognize shapes of objects. The region grows by investigating the six nearest lattice vertices to any
unconstrained vertex. Linear interpolation along the edges between vertices is then used to estimate the
points of intersection between the contour and the lattice. This method has a second advantage in that it
can detect holes and islands in the chart. However, it should be noted that these regions are purely
speculative and have not been found in practice.
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Protection

The need to analyze protection schemes has resulted in the development of protection coordination programs.
Protection schemes can be divided into two major groupings: unit and nonunit schemes.

The first group contains schemes that protect a specific area of the system, ie., a transformer,
transmission line, generator, or busbar. The most obvious example of unit protection schemes is based on
Kirchhoft’s current law: the sum of the currents entering an area of the system must be zero. Any
deviation from this must indicate an abnormal current path. In these schemes, the effects of any
disturbance or operating condition outside the area of interest are totally ignored, and the protection
must be designed to be stable above the maximum possible fault current that could flow through the
protected area. Schemes can be made to extend across all sides of a transformer to account for
the different currents at different voltage levels. Any analysis of these schemes are thus of more concern to
the protection equipment manufacturers.

The nonunit schemes, while also intended to protect specific areas, have no fixed boundaries. As well as
protecting their own designated areas, the protective zones can overlap into other areas. While this can be very
beneficial for backup purposes, there can be a tendency for too great an area to be isolated if a fault is detected
by different nonunit schemes. The simplest of these schemes measures current and incorporates an inverse
time characteristic into the protection operation to allow protection nearer to the fault to operate first. While
this is relatively straightforward for radial schemes, in networks, where the current paths can be quite different
depending on operating and maintenance strategies, protection can be difficult to set, and optimum settings
are probably impossible to achieve. It is in these areas where protection software has become useful to
manufacturers, consultants, and utilities.

The very nature of protection schemes has changed from electromechanical devices, through electronic
equivalents of the old devices, to highly sophisticated system analyzers. They are computers in their own right
and thus can be developed almost entirely by computer analysis techniques.

Other Uses for Load-Flow Analysis

It has already been demonstrated that load-flow analysis is necessary in determining the economic operation
of the power system, and it can also be used in the production of capability charts. Many other types of
analyses require load flow to be embedded in the program.

As a follow-on from the basic load-flow analysis, where significant unbalanced load or unbalanced
transmission causes problems, a three-phase load flow may be required to study their effects. These programs
require each phase to be represented separately and mutual coupling between phases to be taken into account.
Transformer winding connections must be correctly represented, and the mutual coupling between
transmission lines on the same tower or on the same right-of-way must also be included.

Motor starting can be evaluated using a transient stability program but in many cases this level of analysis is
unnecessary. The voltage dip associated with motor start-up can be determined very precisely by a
conventional load-flow program with a motor-starting module.

Optimal power system operation requires the best use of resources subject to a number of constraints over
any specified time period. The problem consists of minimizing a scalar objective function (normally a cost
criterion) through the optimal control of a vector of control parameters. This is subject to the equality
constraints of the load-flow equations, inequality constraints on the control parameters, and inequality
constraints of dependent variables and dependent functions. The programs to do this analysis are usually
referred to as optimal power flow (OPF) programs.

Often optimal operation conflicts with the security requirements of the system. Load-flow studies are used
to assess security (security assessment). This can be viewed as two separate functions. First, there is a need to
detect any operating limit violations through continuous monitoring of the branch flows and nodal voltages.
Second, there is a need to determine the effects of branch outages (contingency analysis). To reduce this to a
manageable level, the list of contingencies is reduced by judicial elimination of most of the cases that are not
expected to cause violations. From this, the possible overloading of equipment can be forecast. The program
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should be designed to accommodate the condition where generation cannot meet the load because of network
islanding.

The conflicting requirements of system optimization and security require that they be considered together.
The more recent versions of OPF interface with contingency analysis, and the computational requirements are
enormous.

Extensions to Transient Stability Analysis

Transient stability programs have been extended to include many other system components, including FACTS
(flexible ac transmission systems) and dc converters.

FACTS may be either shunt or branch devices. Shunt devices usually attempt to control busbar voltage by
varying their shunt susceptance. The device is therefore relatively simple to implement in a time domain
program. Series devices may be associated with transformers. Stability improvement is achieved by injecting a
quadrature component of voltage derived from the other two phases rather than by a tap changer, which
injects a direct component of voltage. Fast-acting power electronics can inject direct voltage, quadrature
voltage, or a combination of both to help maintain voltage levels and improve stability margins.

Dc converters for HVdc links and rectifier loads have received much attention. The converter controls are
very fast acting and therefore a quasi-steady-state (QSS) model can be considered accurate. That is, the model
of the converter terminals contains no dynamic equations and in effect the link behaves as if it was in steady
state for every time solution of the ac system. While this may be so some time after a fault has been removed,
during and just after a fault the converters may well suffer from commutation failure or fire through. These
events cannot be predicted or modeled with a QSS model. In this case, an appropriate method of analysis is to
combine a state variable model of the converter, which can model the firing of the individual valves, with a
conventional multimachine transient stability program containing a QSS model. During the period of
maximum disturbance, the two models can operate together. Information about the overall system response is
passed to the state variable model at regular intervals. Similarly the results from the detailed converter model
are passed to the multimachine model, overriding its own QSS model. As the disturbance reduces, the results
from the two different converter models converge, and it is then only necessary to run the computationally
inexpensive QSS model within the multimachine transient stability program.

Voltage Collapse

Steady-state analysis of the problem of voltage instability and voltage collapse is often based on load-flow
analysis programs. However, time solutions can provide further insight into the problem.

A transient stability program can be extended to include induction machines, which are associated with
many of the voltage collapse problems. In these studies, it is the stability of the motors that is examined rather
than the stability of the synchronous machines. The asynchronous nature of the induction machine means
that rotor angle is not a concern, but instead the capability of the machines to recover after a fault has
depressed the voltage and allowed the machines to slow down. The reaccelerating machines draw more
reactive current, which can hold the terminal voltage down below that necessary to allow recovery. Similarly
starting a machine will depress the voltage, which affects other induction machines, further lowering the
voltage.

However, voltage collapse can also be due to longer-term problems. Transient stability programs then need
to take into account controls that are usually ignored. These include automatic transformer tap adjustment
and generator excitation limiters, which control the long-term reactive power output to keep the field currents
within their rated values.

The equipment that can contribute to voltage collapse must also be more carefully modeled. Simple
impedance models for loads (P = P,V Q = Q,V,) are no longer adequate. An improvement can be obtained
by replacing the (mathematical) power 2 in the equations by more suitable values. Along with the induction
machine models, the load characteristics can be further refined by including saturation effects.
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SCADA

SCADA has been an integral part of system control for many years. A control center now has much real-time
information available so that human and computer decisions about system operation can be made with a high
degree of confidence.

In order to achieve high-quality input data, algorithms have been developed to estimate the state of a system
based on the available online data (state estimation). These methods are based on weighted least squares
techniques to find the best state vector to fit the scatter of data. This becomes a major problem when
conflicting information is received. However, as more data becomes available, the reliability of the estimate can
be improved.

Power Quality

One form of poor power quality, which has received a large amount of attention, is the high level of harmonics
that can exist, and there are numerous harmonic analysis programs now available.

Recently, the harmonic levels of both currents and voltages have increased considerably due to the
increasing use of nonlinear loads, such as arc furnaces, HVdc converters, FACTS equipment, dc motor drives,
and ac motor speed control. Moreover, commercial sector loads now contain often-unacceptable levels of
harmonics due to widespread use of rectifier-fed power supplies with capacitor output smoothing (e.g.,
computer power supplies and fluorescent lighting). The need to conserve energy has resulted in energy
efficient designs that exacerbate the generation of harmonics. Although each source only contributes a very
small level of harmonics, due to their small power ratings, widespread use of small nonlinear devices may
create harmonic problems that are more difficult to remedy than one large harmonic source.

Harmonic analysis algorithms vary greatly in their formulas and features. However, almost all use the
frequency domain. The most common technique is the direct method (also known as current injection
method). Spectral analysis of the current waveform of the nonlinear components is performed and
entered into the program. The network data is used to assemble a system admittance matrix for each
frequency of interest. This set of linear equations is solved for each frequency to determine the node
voltages and, hence, current flow throughout the system. This method assumes the nonlinear component
is an ideal harmonic current source. A more advanced technique is to model the relationship between the
harmonic currents injected by a component and its terminal voltage waveform. This then requires an
iterative algorithm that does require excursion into the time domain for modeling this interaction. When
the fundamental (load flow) is also included, thus simulating the interaction between fundamental and
harmonic frequencies, it is termed a harmonic power flow. The most advanced technique, which is still
only a research tool, is the harmonic domain. In this iterative technique, one Jacobian is built up
representing all harmonic frequencies. This allows coupling between harmonics, which occurs, for
example, in salient synchronous machines, to be modeled.

There are many other features that need to be considered, such as whether the algorithm uses symmetrical
components or phase coordinates, or whether it is single- or three-phase. Data entry for single-phase typically
requires the electrical parameters, whereas three-phase analysis normally requires the physical geometry of the
overhead transmission lines, with cables and conductor details, so that a transmission line parameter program
or cable parameter program can calculate the line or cable electrical parameters.

The communication link between the monitoring point and the control center can now be very
sophisticated and can utilize satellites. This technology has led to the development of systems to analyze the
power quality of a system. Harmonic measurement and analysis has now reached a high level of maturity.
Many different pieces of information can be monitored and the results over time stored in a database.
Algorithms based on the fast-Fourier transform can then be used to convert this data from the time domain to
the frequency domain. Computing techniques coupled with fast and often parallel computing allows this
information to be displayed in real time. By utilizing the time-stamping capability of the global positioning
system (GPS), information gathered at remote sites can be linked together. Using the GPS time stamp, samples
taken exactly simultaneously can be fed to a harmonic state estimator, which can even determine the position
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and magnitude of harmonics entering the system as well as the harmonic voltages and currents at points not
monitored (provided enough initial monitoring points exist).

One of the most important features of harmonic analysis software is the ability to display the results
graphically. The refined capabilities of present three-dimensional graphics packages have simplified the
analysis considerably.

Finite Element Analysis

Finite element analysis is not normally used by power system engineers, although it is a common tool of high-
voltage- and electrical-machine engineers. It is necessary, for example, where accurate machine representation
is required. For example, in a unit-connected HVdc terminal the generators are closely coupled to the rectifier
bridges. The ac system at the rectifier end is isolated from all but its generator. There is no need for costly
filters to reduce harmonics. Models of the synchronous machine suitable for a transient stability study can be
obtained from actual machine tests. For fast transient analysis, a three-phase generator model can be used, but
it will not account for harmonics. A finite element model of the generator provides the means of allowing real-
time effects such as harmonics and saturation to be directly included. Any geometric irregularities in the
generator can be accounted for, and the studies can be done at the design stage rather than having to rely on
measurements or extrapolation from manufactured machines to obtain circuit parameters. There is no
reliance on estimated machine parameters. The disadvantages are the cost and time to run a simulation, and it
is not suitable at present to integrate with existing transient stability programs as it requires a high degree of
expertise. As the finite element model is in this case used in a time simulation, part of the air gap is left
unmeshed in the model. At each time step the rotor is placed in the desired position, and the missing elements
in the air-gap region are formed using the nodes on each side of the gap.

Grounding

The safe grounding of power system equipment is very important, especially as the short-circuit capability of
power systems continues to grow. Programs have been developed to evaluate and design grounding systems in
areas containing major power equipment, such as substations, and to evaluate the effects of fault current on
remote, separately grounded equipment.

The connection to ground may consist of a ground mat of buried conductors, electrodes (earth rods), or
both. The shape and dimensions of the electrodes, their locations, and the layout of a ground mat, plus the
resistivity of the ground at different levels must be specified in order to evaluate the ground resistance. A grid
of buried conductors and electrodes is usually considered to be all at the same potential. Where grid sections
are joined by buried or aerial links, these links can have resistance allowing the grid sections to have different
potentials. It is usual to consider a buried link as capable of radiating current into the soil.

Various methods of representing the fault current are available. The current can be fixed or it can be
determined from the short-circuit MVA and the busbar voltage. A more complex fault path may need to be
constructed for faults remote from the site being analyzed.

From the analysis, the surface potential over the affected area can be evaluated and, from that, step and
touch potentials calculated. Three-dimensional graphics of the surface potentials are very useful in
highlighting problem areas.

Market Software

As many countries have embraced electricity deregulation (a misnomer of grand proportions) and
implemented an electricity market, new programs are being developed for this environment. Programs for
data exchange, solving for the dispatch, setting prices, and assisting in the buying and selling of electricity have
been developed. Although most electricity markets are based around some form of locational pricing, they all
differ in their detail. The purest form is “nodal pricing” in which prices are set for each distinct electrical
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location (“bus” or “node”) in the system. Many markets now also “cooptimize” generation and reserve
dispatch, setting prices for both.

Traditionally “time of use” pricing has been implemented to reflect that more-expensive generation is
used, and higher losses occurred, at times of high system loading. Market models implement this idea to
allow “spot” prices to be set dynamically by the interaction of buyers and sellers. Nodal (spot) pricing
extends this by incorporating different prices for electricity at different geographical locations in the
network. Inherent in nodal pricing is marginal costing by which prices are set to match the cost to deliver
the next increment in electrical power. Many believe marginal pricing provides the correct economic
signals to the users of the transmission system. This marginal costing also incorporates generation,
transmission, and often reserve constraints. Experimental models have used a full ac OPF to price both
active and reactive power but, although some markets do employ ac models in a limited role, only active
power is traded on the spot price. The traditional OPF is termed a primal problem in which the aim is to
determine the optimal variable values given the costs of each decision and the amount of each resource
available. The related dual problem determines the optimal prices given the same data. Linearization of
the OPF formulation (or dc load-flow in some cases) is performed to allow a linear programming
technique to be applied. While in the primal the objective is to minimize cost, the dual’s objective is to
maximize the system welfare (cumulative benefit of transactions). Hence the dual linear program can be
stated as:

Maximize Welfare function
Subject to:
Linearized power-flow equations
Nodal prices defined by demand
Floor and ceiling prices set by generator costs
Voltage constraints
Generator ramp rates

In practice, solving the primal problem necessarily produces a solution to the dual problem, and dispatch
and price variables are optimized simultaneously, and hence consistently.

In a nodal pricing regime, prices can be set before the event (ex ante) or after the event (ex post). In practice,
a combination of ex ante and ex post pricing is often used. Ex ante prices are released so that generators and
customers can respond to the expected price of electricity. If at a given time period the price is expected to be
high, a generator ensures its availability and a customer may restrict its use of electricity. However, these are
indicative prices, and the final prices are those calculated ex post, which, with the benefit of hindsight, are more
accurate. It should be understood, though, that while these prices notionally apply to all electricity traded in
the market, some form of contracting (either “physical” or “financial”) is always used, so that average
electricity prices are really dominated (and stabilized) by contract prices, with spot prices effectively applying
only to deviations from contracted positions.

Other Programs

There are too many other programs available to be discussed. For example, neither automatic generator
control nor load forecasting have been included. However, an example of a small program that can stand alone
or fit into other programs is given here.

In order to obtain the electrical parameters of overhead transmission lines and underground cables, utility
programs have been developed. Transmission line parameter programs use the physical geometry of the
conductors, the conductor type, and ground resistivity to calculate the electrical parameters of the line. Cable
parameter programs may use the physical dimensions of the cable, its construction, and its position in the
ground. The results of these programs are usually fed directly to network analysis programs such as load flow
or faults. The errors introduced during transfer are thus minimized. This is particularly true for three-phase
analyses due to the volume of data involved.
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Program Suites

As more users become involved with a program, its quirks become less acceptable and it must become easy to
use, i.e., user-friendly, with a good graphical user interface (GUI) being an important part.

With the availability of many different types of programs, it became important to be able to transfer the results
of one program to the input of another. If the user has access to the source code, this can often be done relatively
quickly by generating an output file in a suitable format for the input of the second program. There has, therefore,
been a great deal of attention devoted to creating common formats for data transfer as well as producing
programs with easy data-entry formats and good result-processing capabilities. Forming suites of programs,
either as a monolithic program or many individual programs linked in some way, overcomes this problem.

Another issue is the maintenance of the power system data needed as input to these programs. Previously,
each software vendor had its own proprietary data format; however, when several different products are used,
then the job of keeping each up to date becomes problematic. Therefore there is a trend to form program
suites incorporating many of the above-mentioned analysis programs and to work from the same database.
They benefit from the fact that much of the data requirements are common to each analysis. However, there is
also data specific to each analysis, and this does complicate data entry in these types of programs. There is a
trend towards interfacing programs to SQL (structured query language) databases to give more flexibility and
power in data entry.

Many good “front end” programs are now available that allow the user to quickly write an analysis program
and utilize the built-in IO features of the package. There are also several good general mathematical packages
available. Much research work can now be done using tools such as these. By using these standard packages the
researcher is freed from the chore of developing algorithms and IO routines. Not only that, extra software is
being developed that can turn these general packages into specialist packages. It may well be that before long
all software will be made to run on sophisticated developments of these types of packages and the stand-alone
program will fall into oblivion.

No one approach suits all users; for example, the requirements of power companies, consultants, and
researchers differ. From a power company perspective, the maintenance of an accurate database of the system
it owns is paramount, hence only having one database to maintain for all types of analysis is important.
Consultants and researchers perform a lot of one-off system studies; hence the ease of data entry and user-
interface is very important. Moreover, some specialized studies are performed infrequently; hence the user
interface is all-important.

10.4 Conclusions

There are many more programs available than can be discussed here. Those that have been discussed are not
necessarily more significant than those omitted. There are programs to help you with almost every power
system problem you have, and new software is constantly becoming available to solve the latest problems.

Make sure that the programs you use are designed to do the job you require. Some programs make
assumptions that give satisfactory results in most cases but may not be adequate for your particular case. No
matter how sophisticated and friendly the program may appear, the algorithm and processing of data are the
most important parts. As programs become more complex and integrated, new errors (regressions) can be
introduced. Wherever possible, check the answers and always make sure they feel right.

Further Information

There are several publications that can keep engineers up to date with the latest developments in power system
analysis. The IEEE Spectrum (U.S.) and the IEE Review (U.K.) are the two most well-respected, general-
interest, English language journals that report on the latest developments in electrical engineering. The Power
Engineering Journal produced by the IEE regularly runs tutorial papers, many of which are of direct concern to
power systems analysts. However, for magazine-style coverage of the developments in power system analysis,
the Power & Energy Magazine is, in the authors’ opinion, the most useful.
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Finally, a few textbooks that provide a much greater insight into the programs discussed in the chapter have
been included below.

J. Arrillaga and C.P. Arnold, Computer Analysis of Power Systems, London: John Wiley & Sons, 1990.

J. Arrillaga and N.R. Watson, Computer Modeling of Electrical Power Systems, 2nd ed., New York: John Wiley &
Sons, 2001.

R. Billinton and R.N. Allan, Reliability Evaluation of Power Systems, New York: Plenum Press, 1984.

A.S. Debs, Modern Power Systems Control and Operation, New York: Kluwer Academic Publishers, 1988.

C.A. Gross, Power System Analysis, New York: John Wiley & Sons, 1986.

B.R. Gungor, Power Systems, New York: Harcourt Brace Jovanovich, 1988.

G.T. Heydt, Computer Analysis Methods for Power Systems, New York: Macmillan Publisher, 1986.

IEEE Brown Book, Power Systems Analysis, New York: IEEE, 1990.

G.L. Kusic, Computer-Aided Power System Analysis, Englewood Cliffs, N.J.: Prentice-Hall, 1986.

N.S. Rau, Optimization Principles: Practical Applications to the Operation and Markets of the Electric Power
Industry, New York: IEEE Press, 2003.

B.M. Weedy and B.J. Cory, Electric Power Systems, 4th ed., New York: John Wiley & Sons, 1998.

A.J. Wood and B.F. Wollenberg, Power Generation, Operation, and Control, 2nd ed., New York: John Wiley &
Sons, 1996
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A naive trial-and-error approach to the design of a control system might consist of constructing a controller,
installing it into the system to be controlled, performing tests, and then modifying the controller until
satisfactory performance is achieved. This approach could be dangerous and uneconomical, if not impossible.

A more rational approach to control system design uses mathematical models. A model is a mathematical

description of system behavior, as influenced by input variables or initial conditions. The model is a stand-in

for the actual system during the control system design stage. It is used to predict performance; to carry out

stability, sensitivity, and trade-oft studies; and answer various “what-if” questions in a safe and efficient
manner. Of course, the validation of the model, and all conclusions derived from it, must ultimately be based
upon test results with the physical hardware.

11-1
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FIGURE 11.1 Major classes of system equations. (Source: W.L. Brogan, Modern Control Theory, 3rd ed., Englewood Cliffs,
N.J.: Prentice-Hall, 1991, p. 13. With permission.)

The final form of the mathematical model depends upon the type of physical system, the method used to
develop the model, and mathematical manipulations applied to it. These issues are discussed next.

Classes of Systems to Be Modeled

Most control problems are multidisciplinary. The system may consist of electrical, mechanical, thermal,
optical, fluidic, or other physical components, as well as economic, biological, or ecological systems. Analogies
exist between these various disciplines, based upon the similarity of the equations that describe the
phenomena. The discussion of models in this section will be given in mathematical terms and therefore will
apply to several disciplines.

Figure 11.1 shows the classes of systems that might be encountered in control systems modeling. Several
branches of this tree diagram are terminated with a dashed line indicating that additional branches have been
omitted, similar to those at the same level on other paths.

Distributed parameter systems have variables that are functions of both space and time (such as the voltage
along a transmission line or the deflection of a point on an elastic structure). They are described by partial
differential equations. These are often approximately modeled as a set of lumped parameter systems (described
by ordinary differential or difference equations) by using modal expansions, finite element methods, or other
approximations [Brogan, 1968]. The lumped parameter continuous-time and discrete-time families are
stressed here.

Two Major Approaches to Modeling

In principle, models of a given physical system can be developed by two distinct approaches. Figure 11.2 shows
the steps involved in analytical modeling. The real-world system is represented by an interconnection of
idealized elements. Table 11.1 shows model elements from several disciplines and their elemental equations.
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FIGURE 11.2 Modeling considerations. (Source: W.L. Brogan, Modern Control Theory, 3rd ed., Englewood Cliffs, N.].:
Prentice-Hall, 1991, p. 5. With permission.)

An electrical circuit diagram is a typical result of this physical modeling step (box 3 of Figure 11.2).
Application of the appropriate physical laws (Kirchhoff, Newton, etc.) to the idealized physical model
(consisting of point masses, ideal springs, lumped resistors, etc.) leads to a set of mathematical equations. For
a circuit, these will be mesh or node equations in terms of elemental currents and voltages. Box 6 of Figure
11.2 suggests a generalization to other disciplines, in terms of continuity and compatibility laws, using through
variables (generalization of current that flows through an element) and across variables (generalization of
voltage, which has a differential value across an element).

Experimental or empirical modeling typically assumes an a priori form for the model equations and then
uses available measurements to estimate the coefficient values that cause the assumed form to best fit the data.
The assumed form could be based upon physical knowledge or it could be just a credible assumption. Time-
series models include autoregressive (AR) models, moving average (MA) models, and the combination, called
ARMA models. All are difference equations relating the input variables to the output variables at the discrete
measurement times, of the form

yk+ 1) =ayk) +ayk—1)+ayk—=2)+... +a,yk—n)
+ bou(k + 1) + byu(k) + ... + byutk + 1= p) + (k) (11.1)
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Type of Element Physical Element Describing Equation Energy E or Power P Symbol
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Source: R.C. Dorf, Modern Control Systems, 5th ed., Reading, Mass.: Addison-Wesley, 1989, p. 33. With permission.

where v(k) is a random noise term. The z-transform transfer function relating u to y is

y@ _ bo+ bz + ...+ bz

u(z) 11— (@2 ' +...+a,,27"

= H(z)

(11.2)

In the MA model all 4; = 0. This is alternatively called an all-zero model or a finite impulse response (FIR)
model. In the AR model all b; terms are zero except by. This is called an all-pole model or an infinite impulse
response (IIR) model. The ARMA model has both poles and zeros and also is an IIR model.

Adaptive and learning control systems have an experimental modeling aspect. The data fitting is carried out
on-line, in real time, as part of the system operation. The modeling described above is normally done off-line
[Astrom and Wittenmark, 1989].
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Forms of the Model

Regardless of whether a model is developed from knowledge of the physics of the process or from empirical
data fitting, it can be further manipulated into several different but equivalent forms. This manipulation is box
7 in Figure 11.2. The class that is most widely used in control studies is the deterministic lumped-parameter
continuous-time constant-coefficient system. A simple example has one input u and one output y. This might
be a circuit composed of one ideal source and an interconnection of ideal resistors, capacitors, and inductors.
The equations for this system might consist of a set of mesh or node equations. These could be reduced to a
single nth-order linear ordinary differential equation by eliminating extraneous variables.

d"y dly dy du d"u
dr" +an_1w+"'+015+aoy: b0u+b1$+---+bmw (11.3)
This nth-order equation can be replaced by an input-output transfer function
Y bys" + bpys" 4+ b b
(S)ZH(S)Z mS  + mls_l + + 015+ b (114)
U(s) s+ a, s+ tas+ag

The inverse Laplace transform £ ~'{H(s)} = h(t) is the system impulse response function. Alternatively, by
selecting a set of » internal state variables, Equation (11.3) can be written as a coupled set of first-order
differential equations plus an algebraic equation relating the states to the original output y. These equations are
called state equations, and one possible choice for this example is, assuming m = n,

—ad,;— 1 0 O 0 b?’l—l - an_lbn
—a,— 0 1 1 0 bn_z - an_zbn
x(t) = : o sl + : u(t)
—a, 0 0 O 1 bl - albn
—d 0 0 O 0 bo - aobn
and
(11.5)
y@)=[1 0 0 0 1x(t) + b, u(t)
In matrix notation these are written more succinctly as
Xx=Ax+Bu and y=Cx+Du (11.6)

Any one of these six possible model forms, or others, might constitute the result of box 8 in Figure 11.2. Discrete-
time system models have similar choices of form, including an nth-order difference equation as given in
Equation (11.1) or a z-transform input—output transfer function as given in Equation (11.2). A set of n first-
order difference equations (state equations) analogous to Equation (11.5) or Equation (11.6) also can be written.

Extensions to systems with r inputs and m outputs lead to a set of m coupled equations similar to
Equation (11.3), one for each output y;. These higher-order equations can be reduced to » first-order state
differential equations and m algebraic output equations as in Equation (11.5) or Equation (11.6). The A
matrix is again of dimension n X n, but B is now nxr, Cis mx n, and D is m X r. In all previous discussions, the
number of state variables, n, is the order of the model. In transfer function form, an m X r matrix H(s) of
transfer functions will describe the input-output behavior

Y(s) = H(s)U(s) (11.7)
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Other transfer function forms are also applicable, including the left and right forms of the matrix fraction
description (MFD) of the transfer functions [Kailath, 1980]

H(s) = P(s) 'N(s) or H(s) = N(s)P(s)"" (11.8)

Both P and N are matrices whose elements are polynomials in s. Very similar model forms apply to
continuous-time and discrete-time systems, with the major difference being whether Laplace transform or
z-transform transfer functions are involved.

When time-variable systems are encountered, the option of using high-order differential or difference
equations versus sets of first-order state equations is still open. The system coefficients a;(t), b;(t) and the
matrices A(t), B(t), C(t), and D(¢) will now be time-varying. Transfer-function approaches lose most of their
utility in time-varying cases and are seldom used. With nonlinear systems, all the options relating to the order
and number of differential or difference equation still apply.

The form of the nonlinear state equations is

x=f(x,u,t)

(11.9)
y = h(x,u,t)
where the nonlinear vector-valued functions f(x, u, t) and h(x, u, t) replace the right-hand sides of
Equation (11.6). The transfer function forms are of no value in nonlinear cases.
Stochastic systems [Maybeck, 1979] are modeled in similar forms, except the coefficients of the model and
the inputs are described in probabilistic terms.

Nonuniqueness

There is not a unique correct model of a given system for several reasons. The selection of idealized elements to
represent the system requires judgment based upon the intended purpose. For example, a satellite might be
modeled as a point mass in a study of its gross motion through space. A detailed flexible structure model
might be required if the goal is to control vibration of a crucial on-board sensor. In empirical modeling, the
assumed starting form, Equation (11.1), can vary.

There is a trade-oft between the complexity of the model form and the fidelity with which it will match the
data set. For example, a pth-degree polynomial can exactly fit to p + 1 data points, but a straight line might
be a better model of the underlying physics. Deviations from the line might be caused by extraneous mea-
surement noise. Issues such as these are addressed in Astrom [1980].

The preceding paragraph addresses nonuniqueness in determining an input-output system description. In
addition, state models developed from input-output descriptions are not unique. Suppose the transfer
function of a single-input, single-output linear system is known exactly. The state variable model of this
system is not unique for at least two reasons. An arbitrarily high-order state variable model can be found that
will have this same transfer function. There is, however, a unique minimal or irreducible order n,;, from
among all state models that have the specified transfer function. A state model of this order will have the
desirable properties of controllability and observability. It is interesting to point out that the minimal order
may be less than the actual order of the physical system.

The second aspect of the nonuniqueness issue relates not to order, i.e., the number of state variables, but to
choice of internal variables (state variables). Mathematical and physical methods of selecting state variables are
available [Brogan, 1991]. An infinite number of choices exist, and each leads to a different set {A, B, C, D}, called a
realization. Some state variable model forms are more convenient for revealing key system properties such as
stability, controllability, observability, stabilizability, and detectability. Common forms include the controllable
canonical form, the observable canonical form, the Jordan canonical form, and the Kalman canonical form.

The reverse process is unique in that every valid realization leads to the same model transfer function

H(s)=C{sI—A} 'B+D (11.10)
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Digital controller

/ u,‘(fk)

Computer

hold system |

|
Zero order Continuous y(t), yd () |
|
|

FIGURE 11.3 Model of a continuous system with digital controller and sensor. (Source: W.L. Brogan, Modern Control
Theory, 3rd ed., Englewood Cliffs, N.J.: Prentice-Hall, 1991, p. 319. With permission.)

Continuous-time model: N Discrete-time model:
. . . Approximation . .

differential equations or samplin difference equations

le.g., Eq. (11.3)] or PUng fe.g., Eq. (11.1)] or

Transfer functions Transfer functions
[e.g., Eq. (11.4)] [e.g., Eq. (11.2)]

Select states Select states
Continuous-time Approximation Discrete-ti at tions:
state equations: or sampling iscrete-time state equations:

x(k + 1) = A(bx(k) + B(ku(k)
y(k) = C(k)x(k) + D(k)u(k)

x = A@®x + B(Hu®)
¥y = Cx(2) + D(Hu(n)

FIGURE 11.4 State variable modeling paradigm. (Source: W.L. Brogan, Modern Control Theory, 3rd ed., Englewood Cliffs,
N.J.: Prentice-Hall, 1991, p. 309. With permission.)

Approximation of Continuous Systems by Discrete Models

Modern control systems often are implemented digitally, and many modern sensors provide digital output, as
shown in Figure 11.3. In designing or analyzing such systems, discrete-time approximate models of
continuous-time systems are frequently needed. There are several general ways of proceeding, as shown in
Figure 11.4. Many choices exist for each path on the figure. Alternative choices of states or of approximation
methods, such as forward or backward differences, lead to an infinite number of valid models.

Defining Terms

Controllability: A property that in the linear system case depends upon the A,B matrix pair, which
ensures the existence of some control input that will drive any arbitrary initial state to zero in finite
time.

Detectability: A system is detectable if all its unstable modes are observable.

Observability: A property that in the linear system case depends upon the A,C matrix pair, which ensures
the ability to determine the initial values of all states by observing the system outputs for some finite
time interval.

Stabilizable: A system is stabilizable if all its unstable modes are controllable.

State variables: A set of variables that completely summarize the system’s status in the following sense. If
all states x; are known at time #;, then the values of all states and outputs can be determined uniquely for
any time #; > t,, provided the inputs are known from #, onward. State variables are components in the
state vector. State space is a vector space containing the state vectors.
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Further Information

The monthly IEEE Control Systems Magazine frequently contains application articles involving models of
interesting physical systems.

The monthly IEEE Transactions on Automatic Control is concerned with theoretical aspects of systems. Models
as discussed here are often the starting point for these investigations.

11.2 Dynamic Response

Gordon K.F. Lee (revised by Dariusz Ucinski)

Components of the Dynamic System Response

An nth-order linear time-invariant dynamic system can be represented by a linear constant coefficient
differential equation of the form

d"y(t) d""y() dy(t)
T a,_q 3 + +a; T + agy(t) LD
o d"u(t) du(t) ’
= bm W + + bl dr + bou(t)

where y(t) is the response, and u(t) is the input or forcing function. This description is accompanied by the
initial conditions

dy(0)

_¢ d"y(0) _
dt 1’ ..

y(0) = (o, Ry Cnm (11.12)

in which the {;’s are given a priori.
Due to the linearity of the above initial value problem, its solution can be expressed as

y(t) = ys(t) + yi(t) (11.13)

where: y5(t) is the so-called zero-input response, i.e., the component that results from solving Equation (11.11)
and Equation (11.12) with the input assumed equal to zero, u(t) = 0, and y;(t) is the zero-state response, i.e.,
the component that satisfies Equation (11.11) and Equation (11.12) where the initial conditions are all set to
zero, (o =, = -+ = {,_; = 0. Thus ys(¢) is the unforced part of the response, which is due to the initial
conditions (or states) only, and y;(f) constitutes the forced part of the response produced by the input u(¢)
only. When determining both the responses, the Laplace transformation turns out to be an extremely useful
tool.
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Zero-Input Response: yg(t)
Here u(t) = 0, and thus Equation (11.11) becomes

d"y(0) d"y(0) dy(t)
- . 11.14
e I g LT (11.14)
Laplace transforming the above equation, we get
"+ a, " asFa)Y(s) = Py A s+ Bo (11.15)
where
n—2—i
ﬁi = Cn—l—i+ Z ai+j+1€j? i=0,...,n—1
=0
This calculation is easy to check if we recall that
dym) _ Loy — 51 O d”'y(0)
L —c=s5Y()—s y0)—s “—F———---— —= 11.16
{ g (s) y(0) = a P ( )
Consequently,
IC(s)
Y(s) = 11.17
©="50 (11.17)
where

IC(s) = Boeys"™ + 4 Pis+ By
D(s)=s"+a, 5"+ +a;s+a

The distinct roots of D(s) = 0 can be categorized as either multiple or simple (nonmultiple), which yield the
factorization

q r
ki
D) =[[G=2)" []— 2 (11.18)
i=1 i=1
where /;,i=1,...,q are multiple roots (each has multiplicity k;>1) and 4,4;,i = 1,...,r are simple roots

(each has multiplicity 1). Note that r + Y% | k; = n. Converting the strictly proper rational function on the
right-hand side of Equation (11.17) to partial fraction form, we obtain

Y(s)—ZZ )] Z dA’ (11.19)
11]1 i q+1

where the ¢;;s and d;s are constant coefficients called residues. The inverse Laplace transform of Equation
(11.19) then gives the sought zero-input response
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ys(t) = ZZ tJ ! “+Zde it (11.20)

11]—

In principle, the values of the residues could be computed using the method outlined in the next section on
the zero-state response. However, it is easier to determine them making direct use of the initial conditions of
Equation (11.12), which, additionally, does not involve the calculation of the coefficients f5;,i =0,...,n— 1.
In order to illustrate this technique, for simplicity we assume that all the roots of D(s) = 0 are simple.
Substituting Equation (11.20) into Equation (11.12), we get the system of linear equations

11 - 1 rd Lo

}"1 j'2 e }“n dz Cl

S =1 (11.21)
”?_l }“g_l e ;LZ_I dn Cn—l

whose solution gives the missing values of the d;s. Note that the square matrix of coefficients in
Equation (11.21) constitutes a Vandermonde matrix, which can be exploited to make the numerical solution
of Equation (11.21) more efficient than for the general linear problem.

Zero-State Response: yi(t)

Assume the initial conditions are zero. Taking the Laplace transform of Equation (11.11) then yields
"+ a, " as+ag)Y(s) = (bys" + -+ bys + by)U(s) (11.22)
Defining the Laplace transfer function (or simply the transfer function)

bm5m+"'+b15+b0
" a, s+ as+a

H(s) = (11.23)

i.e., the gain between the Laplace transform of the input and the Laplace transform of the output, we see that
Y(s) = H(s)U(s) (11.24)

The transfer function of a system represents the relationship describing the dynamics of the system under
consideration. If b,, # 0 and m < n, then H(s) is said to be proper, otherwise it is called improper. If b,, # 0 and
m < n, then H(s) is strictly proper. Most physical systems have strictly proper transfer functions, and so we also
assume that our system is strictly proper, i.e., m < n. We also make the standing assumption that there are no
common roots between the numerator and the denominator of H(s), i.e., that H(s) is coprime (or irreducible),
which is the case in most properly modeled physical systems.

The partial fraction expansion of H(s) leads to

H(s) = ZZ )] zs_gj;qﬁ (11.25)

11]1 !

where the first term corresponds to the multiple roots of D(s) = 0, and the second term corresponds to the
single roots of the same equation (cf. Equation (11.18)). The constant residues are evaluated as follows
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1 4k

(o= pr g 164 HO)

fi,j:

s=2;

and
& = [(s = Ag+DH) =,

The inverse Laplace transform of Equation (11.25) gives

h(t) = ZZ ’] tJ lefit 4 de g+it (11.26)

11]1 i=1

which is called the impulse response of Equation (11.11). This terminology comes from the fact that h(t) equals
the zero-state response to the input u(t) = 6(t), where () is the Dirac delta (impulse) function, which is clear
from Equation (11.24) and the transformation L{5(¢)} = 1.

The zero-state response to any input can be computed as the inverse Laplace transform of Y(s) = H(s)U(s),
which yields the impulse response convolved with the input

yi(t) = L{H($5)U(s)} = J; h(t — t)u(r)dr (11.27)

Measures of the Dynamic System Response

A control system is an interconnection of components forming a system configuration that will provide a
desired system response. Consider a typical configuration represented schematically in Figure 11.5. The
process to be controlled is modeled by a proper transfer function G(s) describing the cause-and-effect
relationship between the input u(¢) and the output y(t). The process is preceded by a controller that takes the
difference between a given reference signal r(t) and the output signal y(¢), also called the feedback signal, thus
forming the error signal e(t) = r(¢) — y(¢). The error signal is then used by the controller to produce the input
to the process, u(t), and the relationship between e(f) and u(¢) is usually defined in terms of a proper transfer
function H(s). A control system that uses a measurement of the process output and feedback of this signal to
compare it with the desired output (reference or command) is called the closed-loop control system. A proper
selection of H(s) makes the process track the desired reference input r(#) with small error e(t). Feedback
implements a very natural idea of using the process output to correct the process input and constitutes a
foundation of control system design.

Several measures can be employed to investigate the dynamic response performance of a control system.
These include:

1. Speed of response—how quickly does the system reach its final value.

2. Accuracy—how close is the final response to the desired response.

3. Relative stability—how stable is the system or how close is the system to instability.
4. Sensitivity—what happens to the system response if the system parameters change.

o~ e H(s) u(t) G(s) y(t)
W) Controller Process
Reference Error Input Measured
output

FIGURE 11.5 A closed-loop feedback control system.
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Objectives 3 and 4 can be analyzed by frequency domain methods (Section 11.3). Time-domain measures
classically analyze the dynamic response by partitioning the total response into its steady-state (Objective 2)
and transient (Objective 1) components. The steady-state response is that part of the response that remains as
time approaches infinity; the transient response is the part of the response that vanishes as time approaches
infinity.

Measures of the Steady-State Response

In the steady state, the accuracy of the time response is an indication of how well the dynamic response follows
a desired time trajectory. Ideally, the output, y(¢), equals the reference signal, (), and the error, e(?), is zero.
This ideal situation is rarely met and, therefore, we have to determine the steady-state error for any system.
Usually, a test reference signal is selected to measure accuracy. In the configuration of Figure 11.5, the objective
is to force y(t) to track a reference signal r(t) as closely as possible. The steady-state error is a measure of the
accuracy of the output y(f) in tracking the reference input r(f). It constitutes the error after the transient
response has decayed. Other configurations with different performance measures would result in other
definitions of the steady-state error between two signals.
From Figure 11.5, the error e(t) is

e(t) = r(t) —y(t) (11.28)
and the steady-state error is
ess = }Lrglo e(t) = lsl_r}(} sE(s) (11.29)

assuming that the limits exist, where E(s) is the Laplace transform of e(¢). The last equality in Equation (11.21)
results from the final-value theorem, being a fundamental property of the Laplace transformation. Here a
simple pole of E(s), i.e., a root of its denominator at the origin, is permitted, but poles on the imaginary axis
and in the right half-plane and repeated poles at the origin are excluded.

The transfer function between y(f) and r(t) is found to be

__GOH(E)
with
B =— RO (11.31)

1 4+ G(s)H(s)

where R(s) is the Laplace transform of r(¢). Direct application of Equation (11.29) and Equation (11.31) for
various test signals yields Table 11.2. This table can be extended to a higher-order polynomial reference
r(t) = At" /m!. Clearly, the steady-state error then depends on the structure of the product P(s) = G(s)H(s).
If P(s) has no poles at the origin, then P(0) is finite, which means that the steady-state step-response error is
finite, and all response errors for polynomial inputs are infinite for m > 0. We define the system type as the
order of the input polynomial that the closed-loop system can track with finite steady-state error. For e(f) to
go to zero with a reference signal r(t) = At" /m!, the rational function P(s) must have at least m + 1 poles at
the origin (a type m system).
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TABLE 11.2  Steady-State Error Constants

Test Signal r(t) R(s) ess Error Constant
Step (t) = {3:28 ‘? 1 pr K, = lim GOH()
Ramp (1) = {gf;foo g K% K, = lim sGOH()
Parabolic (1) = {éf/jé” 0 g % K, = lim £ GOH(S)

Measures of the Transient Response

In general, analysis of the transient response of a dynamic system to a reference input is difficult. Hence
formulating a standard measure of performance becomes complicated. In many cases, the response is
dominated by a pair of poles and thus acts like a second-order system.

Consider a reference unit step input to a dynamic system (Figure 11.6). Critical parameters that measure the
transient response include:

M: maximum overshoot

. %overshoot = M /A x 100%, where A is the final value of the time response

. tq: delay time, the time required to reach 50% of A

. t: rise time, the time required to go from 10% of A to 90% of A

. t;: settling time, the time required for the response to reach and stay within 5% of A

[ I N SO Ny

To calculate these measures, consider a second-order system

oy

2+ 2Ew,s + w2

T(s) = (11.32)

where ¢ is the damping coefficient and w,, is the natural frequency of oscillation.

1.05
7

0.95
0.9

y(t)
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FIGURE 11.6 Step response of a second-order system (ess = 1).
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FIGURE 11.7 Effect of the damping coefficient on the dynamic response (@, = 1).

For the range 0 < £ <1, the system response is underdamped, resulting in a damped oscillatory output. For a
unit step input we have U(s) = 1/s, so that the Laplace transform of the response is

Y9 = T o (11.33)
S)=—1(S5) = .
s s(s? + 28w, s + w?)
Partial fraction expansion and the inverse Laplace transformation yield
e—éwnt
sin(w,4/1 — &2t + arccos(é)) (0<E<1) (11.34)

=1-—
y(t) N

The eigenvalues (poles) of the system (roots of the denominator of T(s)) provide some measure of the time
constants of the system. For the system under study, the eigenvalues are at

(—5 * /1= fz)a)n where j= V-1 (11.35)

From the expression of y(t), one sees that the term Ew,, affects the rise time and exponential decay time. The
effects of the damping coefficient on the transient response are seen in Figure 11.7. The effects of the natural
frequency of oscillation w,, on the transient response can be seen in Figure 11.8. As , increases, the frequency
of oscillation increases.

For the case when 0 < ¢ < 1, the underdamped case, one can analyze the critical transient response
parameters.

To measure the peaks of Figure 11.6, one finds

Vpeak(f) = 1+ (—1)"_1exp(ﬂ), n=20,1,... (11.36)

-2
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FIGURE 11.8 Effect of the natural frequency of oscillation on the dynamic response (¢ = 0.2).

occurring at

- nm n : odd (overshoot)

a w,/1—¢  n:even(undershoot)

Hence

_né
M = exp| —=
V1=¢&
occurring at the peak time
. I

tmax -
w1 —E

With these parameters, one finds

L 1H07¢ t~1+1.15+1.4z§2 L3
d o, ) r o, ) s fwn

20

11-15

(11.37)

(11.38)

(11.39)

(11.40)

The swiftness of the response can be quantified by ¢, and t,,,,, while its closeness to the desired response is

represented by M and t,.

When ¢ = 1, the system has a double pole at s = —w,,, resulting in a critically damped response. This is
the point where the response just changes from oscillatory to exponential in form. For a unit step input, the

response is then given by

y)=1—e 1 +w,t) (E=1)

(11.41)
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For the range ¢ > 1, the system is overdamped due to two real system poles. For a unit step input, the response
is given by

y(t) =1+ (€71 — 2"y (E>1) (11.42)

1~ G

where

a=—(+E=1, =-¢-4&-1 (11.43)

Finally, when ¢ = 0, the response is purely sinusoidal. For a unit step input, it is given by

y(t) = 1—cos(wyt) (£ =0) (11.44)

Defining Terms

Impulse response: The response of a system when the input is the Dirac delta (impulse) function.

Steady-state error: The difference between the desired reference signal and the actual signal in steady state,
i.e., when time approaches infinity.

Steady-state response: The part of the response that remains as time approaches infinity.

Transient response: The part of the response that vanishes as time approaches infinity.

Zero-input response: The part of the response due to the initial conditions only.

Zero-state response: The part of the response due to the input only.

Further Information
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11.3 Frequency Response Methods: Bode Diagram Approach

Andrew P. Sage

Our efforts in this section are concerned with analysis and design of linear control systems by frequency
response methods. Design generally involves trial-and-error repetition of analysis until a set of design
specifications has been met. Thus, analysis methods are most useful in the design process, which is one phase
of the systems engineering life cycle. We will discuss one design method based on Bode diagrams. We will
discuss the use of both simple series equalizers and composite equalizers as well as the use of minor-loop
feedback in systems design.

Figure 11.9 presents a flowchart of the frequency response method design process and indicates the key role
of analysis in linear systems control design. The flowchart of Figure 11.9 is applicable to control system design
methods in general. There are several iterative loops, generally calling for trial-and-error efforts, that comprise
the suggested design process. An experienced designer will often be able, primarily due to successful prior
experience, to select a system structure and generic components such that the design specifications can be met
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FIGURE 11.9 System design life cycle for frequency-response-based design.

with no or perhaps a very few iterations through the iterative loop involving adjustment of equalizer or
compensation parameters to best meet specifications.

If the parameter optimization, or parameter refinement such as to lead to maximum phase margin,
approach shows the specifications cannot be met, we are then assured that no equalizer of the specific form
selected will meet specifications. The next design step, if needed, would consist of modification of the equalizer
form or structure and repetition of the analysis process to determine equalizer parameter values to best meet
specifications. If specifications still cannot be met, we will usually next modify generic fixed components used
in the system. This iterative design and analysis process is again repeated. If no reasonable fixed components
can be obtained to meet specifications, then structural changes in the proposed system are next contemplated.
If no structure can be found that allows satisfaction of specifications, either the client must be requested to
relax the frequency response specifications or the project may be rejected as infeasible using present
technology. As we might suspect, economics will play a dominant role in this design process. Changes made
due to iteration in the inner loops of Figure 11.9 normally involve little additional costs, whereas those made
due to iterations in the outer loops will often involve major cost changes.

Frequency Response Analysis Using the Bode Diagram

The steady-state response of a stable linear constant-coefficient system has particular significance, as we know
from an elementary study of electrical networks and circuits and of dynamics. We consider a stable linear
system with input-output transfer function

Z
H(s) =%

We assume a sinusoidal input u(t) = cos wt so that we have for the Laplace transform of the system output

sH(s)

Z(s) = =
©) s2 4+ w?

We expand this ratio of polynomials using the partial-fraction approach and obtain
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Z(s) = F(s) + —L_ 4 %2
Stjo  s—jo

In this expression, F(s) contains all the poles of H(s). All of these lie in the left half plane since the system,
represented by H(s), is assumed to be stable. The coefficients a; and a, are easily determined as

H(—j
a (;w)
H(
%= gw)

We can represent the complex transfer function H(j) in either of two forms,
H(jow) = B(w) + jC(w)
H(—jw) = B(w) — jC(w)

The inverse Laplace transform of the system transfer function will result in a transient term due to the inverse
transform of F(s), which will decay to zero as time progresses. A steady-state component will remain, and this
is, from the inverse transform of the system equation, given by

2(t) = aye ' 4 d'

We combine several of these relations and obtain the result

ejwf + e—jwt ejwt _ e—j(ot
z(t) = B(a))(f) — C(w) (T)

This result becomes, using the Euler identity,1

z(t) = B(w) cos wt — C(w) sin wt
= [BX(w) + CH(w)]"*cos(w + P
= |H(jow)| cos(wt + p)

where tan ff(w) = C(w)/B(w).

As we see from this last result, there is a very direct relationship between the transfer function of a linear
constant-coefficient system, the time response of a system to any known input, and the sinusoidal steady-state
response of the system. We can always determine any of these if we are given any one of them. This is a very
important result. This important conclusion justifies a design procedure for linear systems that is based only
on sinusoidal steady-state response, as it is possible to determine transient responses, or responses to any given
system input, from a knowledge of steady-state sinusoidal responses, at least in theory. In practice, this might
be rather difficult computationally without some form of automated assistance.

"The Euler identity is e/** = cos wt + jsin wt
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Bode Diagram Design-Series Equalizers
In this subsection we consider three types of series equalization:

1. Gain adjustment, normally attenuation by a constant at all frequencies

2. Increasing the phase lead, or reducing the phase lag, at the crossover frequency by use of a phase lead
network

3. Attenuation of the gain at middle and high frequencies, such that the crossover frequency will be
decreased to a lower value where the phase lag is less, by use of a lag network

In the subsection that follows this, we will first consider use of a composite or lag-lead network near
crossover to attenuate gain only to reduce the crossover frequency to a value where the phase lag is less. Then
we will consider more complex composite equalizers and state some general guidelines for Bode diagram
design. Here, we will use Bode diagram frequency domain design techniques to develop a design procedure for
each of three elementary types of series equalization.

Gain Reduction

Many linear control systems can be made sufficiently stable merely by reduction of the open-loop system gain
to a sufficiently low value. This approach ignores all performance specifications, however, except that of phase
margin (PM) and is, therefore, usually not a satisfactory approach. It is a very simple one, however, and serves
to illustrate the approach to be taken in more complex cases.

The following steps constitute an appropriate Bode diagram design procedure for compensation by gain
adjustment:

1. Determine the required PM and the corresponding phase shift f. = —-n + PM.

2. Determine the frequency w. at which the phase shift is such as to yield the phase shift at crossover
required to give the desired PM.

3. Adjust the gain such that the actual crossover frequency occurs at the value computed in step 2.

Phase-Lead Compensation

In compensation using a phase-lead network, we increase the phase lead at the crossover frequency such that
we meet a performance specification concerning phase shift. A phase-lead-compensating network transfer

function is
S N
GC(S)=(1+_)/(1+_> 0)1<CU2
W )

Figure 11.10 illustrates the gain versus frequency and phase versus frequency curves for a simple lead network
with the transfer function of the foregoing equation. The maximum phase lead obtainable from a phase-lead
network depends upon the ratio w,/m; that is used in designing the network. From the expression for the
phase shift of the transfer function for this system, which is given by

w N0

——tan —

Wy W3

B = tan”!

we see that the maximum amount of phase lead occurs at the point where the first derivative with respect to
frequency is zero, or

ap

=0
dw WO=0p,

or at the frequency where

0.5
Wy = ((01602)
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FIGURE 11.10 Phase shift and gain curves for a simple lead network.

This frequency is easily seen to be at the center of the two break frequencies for the lead network on a Bode log
asymptotic gain plot. It is interesting to note that this is exactly the same frequency that we would obtain using
an arctangent approximation' with the assumption that o; < @ < w,.

There are many ways of realizing a simple phase-lead network. All methods require the use of an active
element, since the gain of the lead network at high frequencies is greater than 1. A simple electrical network
realization is shown in Figure 11.11.

We now consider a simple design example. Suppose that we have an open-loop system with transfer
function
4

10
Gi(s) = —-

52

It turns out that this is often called a type-two system due to the presence of the double integration. This
system will have a steady-state error of zero for a constant acceleration input. The crossover frequency, that is
to say the frequency where the magnitude of the open-loop gain is 1, is 11 rad/s. The PM for the system
without equalization is zero. We will design a simple lead network compensation for this zero-PM system. If
uncompensated, the closed-loop transfer function will be such that the system is unstable and any disturbance
at all will result in a sinusoidally oscillating output.

The asymptotic gain diagram for this example is easily obtained from the open-loop transfer function

K(1+s/w;)

GG () = —F—F—
(14 s/m,)s

and we wish to select the break frequencies w; and w, such that the phase shift at crossover is maximum.

Further, we want this maximum phase shift to be such that we obtain the specified PM. We use the procedure

suggested in Figure 11.12.

"The arctangent approximation is tan™" (/o)) = w/a for ® < o and tan”'(w/a) = 7/2 — o/ for ® > o. This approximation is
rather easily obtained through use of a Taylor series approximation.
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FIGURE 11.11 A simple electrical lead network.

Since the crossover frequency is such that w; < w. < ,, we have for the arctangent approximation to the

phase shift in the vicinity of the crossover frequency

) N0
B(w) = -1 4 tan”' — —tan~' —
w1 ()
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FIGURE 11.12 Life cycle of frequency domain design incorporating lead network compensation.
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In order to maximize the phase shift at crossover, we set

dp
) =0
dw WO=Wy,

and obtain as a result
_ 0.5
Oy = (00,)

We see that the crossover frequency obtained is halfway between the two break frequencies ®; and w, on a
logarithmic frequency coordinate. The phase shift at this optimum value of crossover frequency becomes

_ 0.5
ﬁc = ﬁ(a)c) = _7[_ 2<&)
2 w

2

For a PM of —37/4, for example, we have —31/4 = —n/2 — 2(w,/®,)°’, and we obtain w,/w, = 0.1542 as the
ratio of frequencies. We see that we have need for a lead network with a gain of w;/w, = 6.485. The gain at
the crossover frequency is 1, and from the asymptotic gain approximation that is valid for w; < o < w,, we
have the expressions |G(jw)| = K/ww; and |G(jo )| = 1 = Kl/w.w;, which for a known K can be solved
for w. and ;.

Now that we have illustrated the design computation with a very simple example, we are in a position to
state some general results. In the direct approach to design for a specified PM we assume a single lead network
equalizer such that the open-loop system to transfer function results. This approach to design results in the
following steps that are applicable for Bode diagram design to achieve maximum PM within an experientially
determined control system structure that comprises a fixed plant and a compensation network with adjustable
parameters:

1. We find an equation for the gain at the crossover frequency in terms of the compensated open-loop
system break frequency.

2. We find an equation of the phase shift at crossover.

3. We find the relationship between equalizer parameters and crossover frequency such that the phase shift
at crossover is the maximum possible and a minimum of additional gain is needed.

4. We determine all parameter specifications to meet the PM specifications.

5. We check to see that all design specifications have been met. If they have not, we iterate the design
process.

Figure 11.12 illustrates the steps involved in implementing this frequency domain design approach.

Phase-Lag Compensation

In the phase-lag-compensation frequency domain design approach, we reduce the gain at low frequencies such
that crossover, the frequency where the gain magnitude is 1, occurs before the phase lag has had a chance to
become intolerably large. A simple single-stage phase-lag-compensating network transfer function is

. 1+S/CO2

O =T o

W <,

Figure 11.13 illustrates the gain and phase versus frequency curves for a simple lag network with this transfer
function. The maximum phase lag obtainable from a phase-lag network depends upon the ratio w,/w; that is
used in designing the network. From the expression for the phase shift of this transfer function,
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FIGURE 11.13 Phase shift and gain curves for a simple lag network.

we see that maximum phase lag occurs at that frequency w. where df/dw = 0. We obtain for this value
_ 0.5
O = (010,)

which is at the center of the two break frequencies for the lag network when the frequency response diagram is
illustrated on a Bode diagram log-log asymptotic gain plot.
The maximum value of the phase lag obtained at ® = w, is

0.5
Pm(®y,) = g —2tan™" (&)

wy

T 4 (wl)o‘s
=——2tan [—
2 W,

which can be approximated in a more usable form, using the arctangent approximation, as

T |
ﬁm(wm) == —
2V,

The attenuation of the lag network at the frequency of minimum phase shift, or maximum phase lag, is
obtained from the asymptotic approximation as

(Gl = (z—)0

Figure 11.13 presents a curve of attenuation magnitude obtainable at the frequency of maximum phase lag and
the amount of the phase lag for various ratios w,/m, for this simple lag network.
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FIGURE 11.14 A simple electrical lag network.

There are many ways to physically realize a lag network transfer function. Since the network only attenuates
at some frequencies, as it never has a gain greater than 1 at any frequency, it can be realized with passive
components only. Figure 11.14 presents an electrical realization of the simple lag network. Figure 11.15
presents a flowchart illustrating the design procedure envisioned here for lag network design. This is
conceptually very similar to that for a lead network and makes use of the five-step parameter optimization
procedure suggested earlier.

The object of lag network design is to reduce the gain at frequencies lower than the original crossover
frequency in order to reduce the open-loop gain to unity before the phase shift becomes so excessive that the
system PM is too small. A disadvantage of lag network compensation is that the attenuation introduced
reduces the crossover frequency and makes the system slower in terms of its transient response. Of course, this
would be advantageous if high-frequency noise is present and we wish to reduce its effect. The lag network is
an entirely passive device and thus is more economical to instrument than the lead network.

In lead network compensation we actually insert phase lead in the vicinity of the crossover frequency to
increase the PM. Thus we realize a specified PM without lowering the medium-frequency system gain. We see
that the disadvantages of the lag network are the advantages of the lead network and the advantages of the lag
network are the disadvantages of the lead network.

We can attempt to combine the lag network with the lead network into an all-passive structure called a lag-
lead network. Generally we obtain better results than we can achieve using either a lead or a lag network.

lTEvaIuate System Performance 1
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FIGURE 11.15 Life cycle of frequency domain design incorporating lag network compensation.
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We will consider design using lag-lead networks in our next subsection as well as more complex composite
equalization networks.

Composite Equalizers

In the previous subsection we examined the simplest forms of series equalization: gain adjustment, lead
network compensation, and lag network compensation. In this subsection we will consider more complex
design examples in which composite equalizers will be used for series compensation. The same design
principles used earlier in this section will be used here as well.

Lag-Lead Network Design

The prime purpose of a lead network is to add phase lead near the crossover frequency to increase the PM.
Accompanied with this phase lead is a gain increase that will increase the crossover frequency. This will
sometimes cause difficulties if there is much phase lag in the uncompensated system at high frequencies. There
may be situations where use of a phase-lead network to achieve a given PM is not possible due to too many
high-frequency poles.

The basic idea behind lag network design is to reduce the gain at “middle” frequencies such as to reduce the
crossover frequency to a lower value than for the uncompensated system. If the phase lag is less at this lower
frequency, then the PM will be increased by use of the lag network. We have seen that it is not possible to use a
lag network in situations in which there is not a frequency where an acceptable PM would exist if this
frequency were the crossover frequency. Even if use of a lag network is possible, the significantly reduced
crossover frequency resulting from its use may make the system so slow and sluggish in response to an input
that system performance is unacceptable even though the relative stability of the system is acceptable.

Examination of these characteristics or attributes of lead network and lag network compensation suggests
that it might be possible to combine the two approaches to achieve the desirable features of each approach.
Thus we will attempt to provide attenuation below the crossover frequency to decrease the phase lag at
crossover and phase lead closer to the crossover frequency in order to increase the phase lead of the
uncompensated system at the crossover frequency.

The transfer function of the basic lag-lead network is

(I +s/ay)(1 +s/ws)
(1 +s/o)(1 + s/wy)

Ge(s)

where w4 > w3 > w, > w;. Often it is desirable that w,w; = w;w, such that the high-frequency gain of the
equalizer is unity. It is generally not desirable that w4 > @,w5 as this indicates a high-frequency gain greater
than 1, and this will require an active network, or gain, and a passive equalizer. It is a fact that we should
always be able to realize a linear minimum phase network using passive components only if the network has a
rational transfer function with a gain magnitude that is no greater than 1 at any real frequency.

Figure 11.16 illustrates the gain magnitude and phase shift curves for a single-stage lag-lead network
equalizer or compensator transfer function. Figure 11.17 illustrates an electrical network realization of a
passive lag-lead network equalizer. Parameter matching can be used to determine the electrical network
parameters that yield a specified transfer function. Because the relationships between the break frequencies
and the equalizer component values are complex, it may be desirable, particularly in preliminary
instrumentation of the control system, to use analog or digital computer programming techniques to
construct the equalizer. Traditionally, there has been much analog computer simulation of control systems.
The more contemporary approach suggests use of digital computer approaches that require numerical
approximation of continuous-time physical systems.

Figure 11.18 presents a flowchart that we may use for lag-lead network design. We see that this flowchart has
much in common with the charts and design procedures for lead network and lag network design and that
each of these approaches first involves determining or obtaining a set of desired specifications for the control
system. Next, the form of a trial compensating network and the number of break frequencies in the network
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FIGURE 11.16 Phase shift and gain curves for a simple lag-lead network.

are selected. We must then obtain a number of equations, equal to the number of network break frequencies
plus 1. One of these equations shows that the gain magnitude is 1 at the crossover frequency. The second
equation will be an equation for the phase shift at crossover. It is generally desirable that there be at least two
unspecified compensating network break frequencies such that we may use a third equation, the optimality of
the phase shift at crossover equation, in which we set df8/dw|,—.,.= 0. If other equations are needed to
represent the design situation, we obtain these from the design specifications themselves.

G(s) = (1+ s/0,)(1 + s/ms)

(1 + s/0,)(1 + s/a,)

(1+ R,C,8)(1 + R,C,s)

14 (R,Cy +R,C, + RyC, + R,C,)s + (R,R,C,C, + R,R,C,C,)s?

Special case: R, = 0

m2=_' (1)3=——’ (1)1(1)4=0)2(03, (.01 +ﬂ)4=ﬁ)2+(ﬂa+ﬁ
22 1¥2

FIGURE 11.17 Simple electrical lag-lead network.
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FIGURE 11.18 Life cycle of frequency domain design incorporating lag-lead network compensation.

General Bode Diagram Design
Figure 11.19 presents a flowchart of a general design procedure for Bode diagram design. As we will see in the
next subsection, a minor modification of this flowchart can be used to accomplish design using minor-loop
feedback or a combination of minor-loop and series equations. These detailed flowcharts for Bode diagram
design are, of course, part of the overall design procedure of Figure 11.9.
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FIGURE 11.19 Life cycle of frequency domain design incorporating general Bode diagram compensation procedure.
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Much experience leads to the conclusion that satisfactory linear systems control design using frequency
response approaches is such that the crossover frequency occurs on a gain magnitude curve which has a -1
slope at the crossover frequency. In the vicinity of crossover we may approximate any minimum phase transfer
function, with crossover on a —1 slope, by

w.of (1 +s/w)"!
s"(1 4+ s/w,)™ !

G(s) = Gp(s)G(s) = for 0, >w,>m,

Here w, is the break frequency just prior to crossover and w, is the break frequency just after crossover. It is
easy to verify that we have |G(jo.)| = 1if w; > w. > w,. Figure 11.20 illustrates this rather general
approximation to a compensated system Bode diagram in the vicinity of the crossover frequency. We will
conclude this subsection by determining some general design requirements for a system with this transfer
function and the associated Bode asymptotic gain magnitude diagram of Figure 11.20.

There are three unknown frequencies in the foregoing equation. Thus we need three requirements or
equations to determine design parameters. We will use the same three requirements used thus far in all our
efforts in this section, namely:

1. The gain at crossover is 1.
2. The PM is some specified value.
3. The PM at crossover is the maximum possible for a given w,/w; ratio.

We see that the first requirement, that the gain is 1 at the crossover frequency, is satisfied by the foregoing
equation if the crossover frequency occurs on the —1 slope portion of the gain curve as assumed in Figure 11.20.
We use the arctangent approximation to obtain the phase shift in the vicinity of crossover as

B PR I WP
pror = ="+ =15 =2) =m-1)

W

To satisfy requirement 3 we set

Gain Magnitude

Frequency

Crossover Frequency

FIGURE 11.20 Illustration of generic gain magnitude in the vicinity of crossover.
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dp(w)

= O =
2
do o=, w? W,
and obtain
W, = (10))
m—1

as the optimum setting for the crossover frequency. Substitution of the “optimum” frequency given by the
foregoing into the phase shift equation results in

ﬂ@azglﬂwm—nm—nﬁ?
2

We desire a specific PM here, and so the equalizer break frequency locations are specified. There is a single
parameter here that is unspecified, and an additional equation must be found in any specific application.
Alternatively, we could simply assume a nominal crossover frequency of unity or simply normalize
frequencies w; and ®, in terms of the crossover frequency by use of the normalized frequencies w; = W,
and v, = W,o..

It is a relatively simple matter to show that for a specified PM expressed in radians, we obtain for the
normalized break frequencies

W_a)l_ PM
l_wc_Z(n—l)
2(m—1
w, =2 - 2m=D
W, PM

It is relatively easy to implement this suggested Bode diagram design procedure, which is based upon
considering only these break frequencies immediately above and below crossover and which approximate all
others. Break frequencies far below crossover are approximated by integrations or differentiations, that is,
poles or zeros at s = 0, and break frequencies far above the crossover frequency are ignored.

Minor-Loop Design

In our efforts thus far in this section we have assumed that compensating networks would be placed in series
with the fixed plant and then a unity feedback ratio loop closed around these elements to yield the closed-loop
system. In many applications it may be physically convenient, perhaps due to instrumentation considerations,
to use one or more minor loops to obtain a desired compensation of a fixed plant transfer function.

For a single-input—single-output linear system there are no theoretical advantages whatever to any minor-
loop compensation to series compensation, as the same closed-loop transfer function can be realized by all
procedures. However, when there are multiple inputs or outputs, then there may be considerable advantages to
minor-loop design as contrasted to series compensation design. Multiple inputs often occur when there is a
single-signal input and one or more noise or disturbance inputs present, and a task of the system is to pass the
signal inputs and reject the noise inputs. Also there may be saturation-type nonlinearities present, and we may
be concerned not only with the primary system output but also with keeping the output at the saturation
point within bounds such that the system remains linear. Thus there are reasons why minor-loop design may
be preferable to series equalization.
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FIGURE 11.21 Feedback control system with a single minor loop and output disturbance.

We have discussed block diagrams elsewhere in this handbook. It is desirable here to review some concepts
that will be of value for our discussion of minor-loop design. Figure 11.21 illustrates a relatively general linear
control system with a single minor loop. This block diagram could represent many simple control systems.
G (s) could represent a discriminator and series compensation and G,(s) could represent an amplifier and that
part of a motor transfer function excluding the final integration to convert velocity to position. Gs(s) might
then represent an integrator. G4(s) would then represent a minor-loop compensation transfer function, such as
that of a tachometer.

The closed-loop transfer function for this system is given by

Z(s) — H(s) = G1(5)Gy(s)G5(5)
U(s) 1+ Go(9G4(5) + Gi()GA()Gs(5)

It is convenient to define several other transfer functions that are based on the block diagram in Figure 11.21.
First there is the minor-loop gain

Gm(5) = Ga(5)Gy(s)
which is just the loop gain of the minor loop only. The minor loop has the transfer function

Zn() _ 1 o) = G, (s) _ &GO
- m(s) - -
Un(9) 14+ Gy(s)Gy(s) 1+ G(s)

There will usually be a range or ranges of frequency for which the minor-loop gain magnitude is much less
than 1, and we then have

Zn(s)
Un(s)

= Hp(s) = G(5)  |Gu(w)| <1

There will also generally be ranges of frequency for which the minor-loop gain magnitude is much greater than
1, and we then have

Za®
Une 9760

|G (@) > 1

We may use these two relations to considerably simplify our approach to the minor-loop design problem. For
illustrative purposes, we will use two major-loop gain functions. First we will consider the major-loop gain
with the minor-loop-compensating network removed such that G,(s) = 0. This represents the standard
situation we have examined in the last subsection. This uncompensated major-loop transfer function is
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Gmu(8) = G1(9)Ga(5)Gs(s)

With the minor-loop compensation inserted, the major-loop gain, the input-output transfer function with the
unity ratio feedback open, is

G1(9)G(5)G5(5)

GMC(S) = 1+ Gm(S)

We may express the complete closed-loop transfer function in the form

20 . Gl
e~ 91T 6w

A particularly useful relationship may be obtained by combining the last three equations into one equation of
the form

GMu(S)

Guc(s) = TGm(s)

We may give this latter equation a particularly simple interpretation. For frequencies where the minor-loop
gain G, (s) is low, the minor-loop—closed major-loop transfer function Gy (s) is approximately that of the
minor-loop—open major-loop transfer function Gy, in that

GMC(S) = GMu(S) |Gm(w)| <1

For frequencies where the minor-loop gain G,,(s) is high, the minor-loop—closed major-loop transfer function
is just
GMu(S)
Gim(s)

Guc(s) = |G ()| >> 1

This has an especially simple interpretation on the logarithmic frequency plots we use for Bode diagrams, for
we may simply subtract the minor-loop gain G,(s) from the minor-loop—open major-loop gain Gyy,(s) to
obtain the compensated system gain as the transfer function Gy(s).

The last several equations are the key relations for minor-loop design using this frequency response
approach. These relations indicate that some forms of series compensation yield a given major-loop transfer
function Gy(s) that will not be appropriate for realization by minor-loop compensation. In particular, a lead
network series compensation cannot be realized by means of equivalent minor-loop compensation. The gain
of the fixed plant Gy, (s) is raised at high frequencies due to the use of a lead network compensation. Also, we
see that Gy(s) can only be lowered by use of a minor-loop gain Gy(s).

A lag network used for series compensation will result in a reduction in the fixed plant gain | Gy (@) | at all
high frequencies. This can only be achieved if the minor-loop transfer gain G,,(s) is constant for high
frequencies. In some cases this may be achievable but often will not be. It is possible to realize the equivalent of
lag network series equalization by means of a minor-loop equalization for systems where the low- and high-
frequency behavior of Gy(s), or Ge(s), and Gy(s) are the same and where the gain magnitude of the
compensated system | Gy(s) | is at no frequency any greater than is the gain magnitude of the fixed plant
| Ge(s) | or the minor-loop—open major-loop transfer function | Gy(s) |. Thus we see that lag-lead network
series equalization is an ideal type of equalization to realize by means of equivalent minor-loop equalization.
Figures 11.9 and 11.19 represent flowcharts of a suggested general design procedure for minor-loop
compensator design as well as for the series equalization approaches we examined previously.
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In our work thus far we have assumed that parameters were constant and known. Such is seldom the case, and
we must naturally be concerned with the effects of parameter variations, disturbances, and nonlinearities upon
system performance. Suppose, for example, that we design a system with a certain gain assumed as K;. If the
system operates open loop and the gain K] is in cascade or series with the other input-output components, then
the overall transfer function changes by precisely the same factor as K; changes. If we have an amplifier with
unity ratio feedback around a gain K, the situation is much different. The closed-loop gain would nominally be
Ki/(1 + K;), and a change to 2K; would give a closed-loop gain 2K;/(1 + 2K;). If K is large, say 103, then the
new gain is 0.99950025, which is a percentage change of less than 0.05% for a change in gain of 100%.

Another advantage of minor-loop feedback occurs when there are output disturbances such as those due to
wind gusts on an antenna. We consider the system illustrated in Figure 11.21. The response due to D(s) alone is

Z(s) _ 1
D(s) 14 Gy(5)Gy(s) + G1(5)Gy(s)

When we use the relation for the minor-loop gain

Gin(5) = G(5)Gy(s)

and the major-loop gain
G1(9)G,(5)

M) = T G060

we can rewrite the response due to D(s) as
Z(s) . 1
D(s)  [1 4 Gu(9)]1Gmc(s)

Over the range of frequency where | Gy(jw) | >> 1, such that the corrected loop gain is large, the attenuation
of a load disturbance is proportional to the uncorrected loop gain. This is generally larger over a wider
frequency range than the corrected loop gain magnitude | Gyi(jo) |, which is what the attenuation would be
if series compensation were used.

Opver the range of frequencies where the minor-loop gain is large but where the corrected loop gain is small,
that is, where |Gy(jw)| > 1 and | Gy (jw)| < 1, we obtain for the approximate response due to the
disturbance

Z(s)

DGs) =~ Gpy(s)

and the output disturbance is therefore seen to be attenuated by the minor-loop gain rather than unattenuated
as would be the case if series compensation had been used. This is, of course, highly desirable.

At frequencies where both the minor-loop gain transfer and the major-loop gain are small, we have Z(s)/
D(s) = 1, and over this range of frequencies neither minor-loop compensation nor series equalization is useful in
reducing the effect of a load disturbance. Thus, we have shown here that there are quite a number of advantages
to minor-loop compensation as compared with series equalization. Of course, there are limitations as well.

Summary

In this section, we have examined the subject of linear system compensation by means of the frequency
response method of Bode diagrams. Our approach has been entirely in the frequency domain. We have
discussed a variety of compensation networks, including:

1. Gain attenuation
2. Lead networks
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3. Lag networks
4. Lag-lead networks and composite equalizers
5. Minor-loop feedback

Despite its age, the frequency domain design approach represents a most useful approach for the design of
linear control systems. It has been tested and proven in a great many practical design situations.

Defining Terms

Bode diagram: A graph of the gain magnitude and frequency response of a linear circuit or system,
generally plotted on log-log coordinates. A major advantage of Bode diagrams is that the gain
magnitude plot will look like straight lines or be asymptotic to straight lines. H.W. Bode, a well-known
Bell Telephone Laboratories researcher, published Network Analysis and Feedback Amplifier Design in
1945. The approach, first described there, has been refined by a number of other workers over the past
half-century.

Crossover frequency: The frequency where the magnitude of the open-loop gain is 1.

Equalizer: A network inserted into a system that has a transfer function or frequency response designed to
compensate for undesired amplitude, phase, and frequency characteristics of the initial system. Filter
and equalizer are generally synonymous terms.

Lag network: In a simple phase-lag network, the phase angle associated with the input-output transfer
function is always negative, or lagging. Figures 11.13 and 11.14 illustrate the essential characteristics of a
lag network.

Lag-lead network: The phase shift versus frequency curve in a phase lag-lead network is negative, or
lagging, for low frequencies and positive, or leading, for high frequencies. The phase angle associated
with the input-output transfer function is always positive, or leading. Figures 11.16 and 11.17 illustrate
the essential characteristics of a lag-lead network, or composite equalizer.

Lead network: In a simple phase-lead network, the phase angle associated with the input-output transfer
function is always positive, or leading. Figures 11.10 and 11.11 illustrate the essential characteristics of a
lead network.

Series equalizer: In a single-loop feedback system, a series equalizer is placed in the single loop, generally
at a point along the forward path from input to output where the equalizer itself consumes only a small
amount of energy. In Figure 11.21, G;(s) could represent a series equalizer. G;(s) could also be a series
equalizer if G4(s) = 0.

Specification: A statement of the design or development requirements to be satisfied by a system or
product.

Systems engineering: An approach to the overall life cycle evolution of a product or system. Generally, the
systems engineering process comprises a number of phases. There are three essential phases in any
systems engineering life cycle: formulation of requirements and specifications, design and development
of the system or product, and deployment of the system. Each of these three basic phases may be further
expanded into a larger number. For example, deployment generally comprises operational test and
evaluation, maintenance over an extended operational life of the system, and modification and retrofit
(or replacement) to meet new and evolving user needs.
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11.4 The Root Locus Method

Hitay Ozbay
Introduction

The root locus technique is a graphical tool used in feedback control system analysis and design. It has been
formally introduced to the engineering community by W. R. Evans [3,4], who received the Richard E. Bellman
Control Heritage Award from the American Automatic Control Council in 1988 for this major contribution.

In order to discuss the root locus method, we must first review the basic definition of bounded input
bounded output (BIBO) stability of the standard linear time invariant feedback system shown in Figure 11.22,
where the plant, and the controller, are represented by their transfer functions P(s) and C(s), respectively' The
plant, P(s), includes the physical process to be controlled, as well as the actuator and the sensor dynamics.

The feedback system is said to be stable if none of the closed-loop transfer functions, from external inputs r
and v to internal signals e and u, have any poles in the closed right half plane, C, := {s € C : Re(s) = 0}.
A necessary condition for feedback system stability is that the closed right half plane zeros of P(s) (respectively
C(s)) are distinct from the poles of C(s) (respectively P(s)). When this condition holds, we say that there is no
unstable pole-zero cancellation in taking the product P(s)C(s) = : G(s), and then checking feedback system
stability becomes equivalent to checking whether all the roots of

14 G(s) =0 (11.45)

are in the open left half plane, C_ := {s € C : Re(s) <0}. The roots of Equation (11.1) are the closed-loop
system poles. We would like to understand how the closed-loop system pole locations vary as functions of a
real parameter of G(s). More precisely, assume that G(s) contains a parameter K, so that we use the notation
G(s) = Gg(s) to emphasize the dependence on K. The root locus is the plot of the roots of Equation (11.45) on
the complex plane, as the parameter K varies within a specified interval.

The most common example of the root locus problem deals with the uncertain (or adjustable) gain as the
varying parameter: when P(s) and C(s) are fixed rational functions, except for a gain factor, G(s) can be written
as G(s) = Gg(s) = KF(s), where K is the uncertain/adjustable gain, and

NG) N(s)=]l:! (s-2)
F(s) = ——= where " n=m (11.46)
D(s) D= .

i=1

with zy,...,2,,, and py,. . .,p, being the open-loop system zeros and poles. In this case, the closed-loop system

v(t)
+ +l u(®) ¥

r(t) e(t)
—=Q—»| C(s) —»=O—»| P(s)
!

FIGURE 11.22 Standard unity feedback system.

"Here we consider the continuous time case; there is essentially no difference between the continuous time case and the discrete
time case, as far as the root locus construction is concerned. In the discrete time case the desired closed-loop pole locations are
defined relative to the unit circle, whereas in the continuous time case desired pole locations are defined relative to the imaginary

axis.
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poles are the roots of the characteristic equation
2(s) ;= D(s) + KN(s) = 0 (11.47)

The usual root locus is obtained by plotting the roots r1(K),. . .,r,(K) of the characteristic polynomial y(s) on
the complex plane, as K varies from 0 to +4o00. The same plot for the negative values of K gives the
complementary root locus. With the help of the root locus plot the designer identifies the admissible values of
the parameter K leading to a set of closed-loop system poles that are in the desired region of the complex
plane. There are several factors to be considered in defining the “desired region” of the complex plane in which
all the roots 71 (K),. . .,r,,(K) should lie. Those are discussed briefly in the next section. Section 11.3 contains the
root locus construction procedure, and design examples are presented in section 11.4.

The root locus can also be drawn with respect to a system parameter other than the gain. For example, the
characteristic equation for the system G(s) = G,(s), defined by

(1—2s)

G;(5) = P(9)C(s), P(s) = A+ is)

C(s) = Kc(l +Tils)

can also be transformed into the form given in Equation (11.47). Here K. and Tj are given fixed PI
(Proportional plus Integral) controller parameters, and 4 > 0 is an uncertain plant parameter. Note that the
phase of the plant is

ZP(jw) = —g —2tan”' Q)

so the parameter 4 can be seen as the uncertain phase lag factor (for example, a small uncertain time delay in
the plant can be modeled in this manner, see [9]). It is easy to see that the characteristic equation is

1
sS(As+ 1)+ K.(1— zs)(s + ?) =0
I

and by rearranging the terms multiplying /4 this equation can be transformed to

1(s* +Ks+ K /Ty
Js(s*—K.s—K. /Ty

0

By defining K = U NGs) = (> + Ks + K. /Ty), and D(s) = s(s*> +Ks — KJ/T,), we see that the
characteristic equation can be put in the form of Equation (11.3). The root locus plot can now be obtained
from the data N(s) and D(s) defined above; that shows how closed-loop system poles move as 27! varies from 0
to +o0, for a given fixed set of controller parameters K. and Tj. For the numerical example K. = 1and T} =
2.5, the root locus is illustrated in Figure 11.23.

The root locus construction procedure will be given in section 11.3. Most of the computations involved in
each step of this procedure can be performed by hand calculations. Hence, an approximate graph representing
the root locus can be drawn easily. There are also several software packages to generate the root locus
automatically from the problem data zi,...,z,,, and py,.. .,p,.

If a numerical computation program is available for calculating the roots of a polynomial, we can also
obtain the root locus with respect to a parameter which enters into the characteristic equation nonlinearly. To
illustrate this point let us consider the following example: G(s) = G, (s) where

(s—0.1) C(s) = (s—0.2)
Cti2ostoheron “OTGr

Gy, (5) = P(5)C(s), P(s) =
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Root Locus for N(s) = s2 + s+ 0.4, D(s) = s(s®> — s—0.4)

1.5 r . .
arrows show the
increasing direction of

1r K=1/\from 0 to +eo
0.5+
2
<
> 0 -
IS
E
05}
-1}
-1.5 . - . s
-2 -15 -1 -05 0 0.5 1 1.5 2

Real Axis
FIGURE 11.23 The root locus with respect to K= I/A.

Here w,= 0 is the uncertain plant parameter. Note that the characteristic equation

Wo(1.2s 4+ w,)(s + 0.1)(s + 2) _
SG+0.DGs+2)+(s—02)(s—0.1)

(11.48)

cannot be expressed in the form of D(s) + KN(s) = 0 with a single parameter K. Nevertheless, for each &, we
can numerically calculate the roots of Equation (11.48) and plot them on the complex plane as w, varies
within a range of interest. Figure 11.24 illustrates all the four branches, r,(K),. . .,74(K), of the root locus for

Root Locus
2n T T T T -
151 X:wm,=2zero i
0: o, = infinity

1t ]
0.5+ -
o) ° <
-05¢ E
1t J
-15} -
-2 : : : : ]

-2.5 -2 -1.5 -1 -0.5 0

FIGURE 11.24 The root locus with respect to ®,.
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this system as w,, increases from zero to infinity. The figure is obtained by computing the roots of Equation
(11.48) for a set of values of w, by using MATLAB.

Desired Pole Locations

The performance of a feedback system depends heavily on the location of the closed-loop system poles
r{K) = 1,...n. First of all, for stability we want r;(K) € C_ for all i = 1,...,n. Clearly, having a pole “close”
to the imaginary axis poses a danger, i.e., “small” perturbations in the plant might lead to an unstable feedback
system. So the desired pole locations must be such that stability is preserved under such perturbations (or in
the presence of uncertainties) in the plant. For second-order systems, we can define certain stability robustness
measures in terms of the pole locations, which can be tied to the characteristics of the step response. For
higher order systems, similar guidelines can be used by considering the dominant poles only.

In the standard feedback control system shown in Figure 11.22, assume that the closed-loop transfer
function from r(¢) to y(¢) is in the form
0,

T(s) = —— 20
© 2+ 2lw,s + w2’

0<l<l, w,eR

and r(t) is the unit step function. Then, the output is

—{w,t
ﬂo=1—li—7gmwﬂ+ex £=0

V1=¢

where w4 := w,/1 —{? and @ = cos™'({). For some typical values of {, the step response y(t) is as shown in
Figure 11.25. The maximum percent overshoot is defined to be the quantity

PO =227 L 100%

ySS

where y, is the peak value. By simple calculations it can be seen that the peak value of y(t) occurs at the time

Step response of a second order system
1.4 T T

N —

0.8}

Qutput

S P —

0.4}

: , [ t=03
ook oo |emt=05]]
' , , (=09

o

*
o,

FIGURE 11.25 Step response of a second-order system.
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FIGURE 11.26 PO versus (.

instant t, = m/wg, and
PO = ¢ ™/VI¥ % 100%

Figure 11.26 shows PO versus (. The settling time is defined to be the smallest time instant t,, after which the
response y(t) remains within 2% of its final value, i.e.,

t,:=min {t' : [y(t) — y,| < 0.02y,, Vt = ¢'}

Sometimes 1% or 5% is used in the definition of settling time instead of 2%j; conceptually, there is no
difference. For the second-order system response, we have

So, in order to have a fast settling response, the product {®, should be large.
The closed-loop system poles are

o= _Cwo * jwo 1- €2

Therefore, once the maximum allowable settling time and PO are specified, we can define the region of desired
pole locations by determining the minimum allowable { and {w,. For example, let the desired PO and ¢ be
bounded by

PO=10% and ¢, <38s

The PO requirement implies that { = 0.6, equivalently # =< 53° (recall that cos(#) = (). The settling time
requirement is satisfied if and only if Re(r;,) = —0.5. Then, the region of desired closed-loop poles is the
shaded area shown in Figure 11.27. The same figure also illustrates the region of desired closed-loop poles for
similar design requirements in the discrete time case.
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FIGURE 11.27 Region of the desired closed-loop poles.

If the order of the closed-loop transfer function 7(s) is higher than two, then, depending on the location of
its poles and zeros, it may be possible to approximate the closed-loop step response by the response of a
second-order system. For example, consider the third-order system

@,

- (s* 4+ 2wys + @2)(1 + s/7)

T(s) wherer > (w,

The transient response contains a term e . Compared with the envelope e of the sinusoidal term, e
decays very fast, and the overall response is similar to the response of a second-order system. Hence, the effect
of the third pole r; = -r is negligible.

Consider another example,

@21 +s/(r+ o)

here0<e <
(& + 2Lwys + )1 +sjr) EUSEST

T(s) =

In this case, although r does not need to be much larger than {w,, the zero at —(r + ¢) cancels the effect of the
pole at —r. To see this, consider the partial fraction expansion of Y(s) = T(s)R(s) with R(s) = 1/s:

Ay A Ay A
Y(s5)=—+ +
S s—r, s—1r, Ss+r
where A, = 1 and
A, = lim(s + NY(s) < (6)
=limG+nrY(s) =
i 20w r — (w2 + rH)\r +¢

Since |A;| — 0 as ¢ — 0 the term Asze™"" is negligible in y(¢).
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In summary, if there is an approximate pole—zero cancellation in the left half plane, then this pole—zero pair
can be taken out of the transfer function T(s) to determine PO and t,. Also, the poles closest to the imaginary
axis dominate the transient response of y(t). To generalize this observation, let ry,...,r, be the poles of T(s),
such that Re(r;) < Re(r,) = Re(r;) <0, for all k = 3. Then, the pair of complex conjugate poles r; , are called
the dominant poles. We have seen that the desired transient response properties, e.g., PO and f,, can be
translated into requirements on the location of the dominant poles.

Root Locus Construction

As mentioned above, the root locus primarily deals with finding the roots of a characteristic polynomial that is
an affine function of a single parameter, K,

%(s) = D(s) + KN(s) (11.49)

where D(s) and N(s) are fixed monic polynomials (i.e., coefficient of the highest power is normalized to 1). If
N and/or D are not monic, the highest coefficient(s) can be absorbed into K.

Root Locus Rules

Recall that the usual root locus shows the locations of the closed-loop system poles as K varies from 0 to + oo.
The roots of D(s), py,....pn, are the poles, and the roots of N(s), z;,. . .,zy, are the zeros, of the open-loop
system, G(s) = KEF(s). Since P(s) and C(s) are proper, G(s) is proper, and hence n = m. So the degree of the
polynomial y(s) is n and it has exactly n roots.

Let the closed-loop system poles, i.e., roots of x(s), be denoted by r,(K),...,r,(K). Note that these are
functions of K; whenever the dependence on K is clear, they are simply written as ry,. . .,r,. The points in C that
satisfy (Equation (11.49)) for some K > 0 are on the root locus. Clearly, a point r € C is on the root locus if
and only if

1

= - 11.50
Fo) ( )
The condition (Equation (11.50)) can be separated into two parts:
K| = ! (11.51)
|E(r)] '
ZK=0°=—=(20+1)x180° = LF(r), £=0,*1,*2,... . (11.52)

The phase rule (Equation (11.52)) determines the points in that are on the root locus. The magnitude rule
(Equation (11.51)) determines the gain K > 0 for which the root locus is at a given point . By using the
definition of F(s), (Equation (11.52)) can be rewritten as

QU+1)X180° => Lr—p)— > Lr—z) (11.53)

=1 =1
Similarly, (Equation (11.51)) is equivalent to

= |r = pil

K - m
[T |7’ - Zj|

(11.54)
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Root Locus Construction

There are several software packages available for generating the root locus automatically for a given F = N/D.
In particular, the related MATLAB commands are rlocus and rlocfind. In many cases, approximate root
locus can be drawn by hand using the rules given below. These rules are determined from the basic definitions
Equation (11.49), Equation (11.51), and Equation (11.52).

1.
2.

First,

The root locus has n branches: r;(K),. . .,r,(K).
Each branch starts (K = 0) at a pole p; and ends (as K — o) at a zero zj, or converges to an asymptote,
Me™ where M — ) and

20+ 1 .
oy = x180°, ¢=0,...,(n—m—1)

n—m

. There are (n — m) asymptotes with angles «,. The center of the asymptotes (i.e., their intersection point

on the real axis) is
n m
DY EP DYy

n—m

O,

. A point x € R is on the root locus if and only if the total number of poles p;’s and zeros z;’s to the right of

x (i.e., total number of p;’s with Re(p;) > x plus total number of zi’s with Re(zj) > x) is odd. Since F(s) is
a rational function with real coefficients, poles and zeros appear in complex conjugates, so when
counting the number of poles and zeros to the right of a point x € R we just need to consider the poles
and zeros on the real axis.

. The values of K for which the root locus crosses the imaginary axis can be determined from the Routh—

Hurwitz stability test. Alternatively, we can set s = jo in Equation (11.49) and solve for real » and K
satisfying

D(jw) + KN(jo) = 0

Note that there are two equations here, one for the real part and one for the imaginary part.

. The break points (intersection of two branches on the real axis) are feasible solutions (satisfying rule 4)

of

d
LFo=0 (11.55)

. Angles of departure (K = 0) from a complex pole, or arrival K — 400 to a complex zero, can be

determined from the phase rule. See example below.
Let us now follow the above rules step by step to construct the root locus for

(s+3)

F(s) = . .
(s=DG+5)(+4+2)(s+4—72)

enumerate the poles and zerosas p; = —4 +j2,p, = -4—j2,p3 = -5,p4 = 1,z; = -3.S0,n = 4

andm = 1.

. The root locus has four branches.
. Three branches converge to the asymptotes whose angles are 60°, 180°, and —60°, and one branch

converges to z; = 3.

. The center of the asymptotes is 0 = (-12 + 3)/3 = -3.
. The intervals (-0, —5] and [-3, 1] are on the root locus.
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5. The imaginary axis crossings are the feasible roots of

(0* = j120° — 470" + 40w — 100) + K(jo + 3) = 0 (11.56)
for real ® and K. Real and imaginary parts of Equation (11.56) are
o' — 470" — 1004+ 3K =0
jo(—120° + 40 + K) = 0

They lead to two feasible pairs of solutions (K = 100/3, = 0) and (K = 215.83, ® = *4.62).
Break points are the feasible solutions of

35 +365° + 1555° + 2825 + 220 =0

Since the roots of this equation are —4.55 % j1.11 and —1.45 *j1.11, there is no solution on the real axis,
hence no break points.

To determine the angle of departure from the complex pole p; = —4 + j2, let A represent a point on
the root locus near the complex pole p;, and define v;, i = 1,...,5, to be the vectors drawn from p;, for
i = 1,...,4, and from z, for i = 5, as shown in Figure 11.28. Let &,,. . .,05 be the angles of vy,. . .,vs. The
phase rule implies

(91 + 92 + 03 + 94) - 95 == i180° (1157)

As A approaches p;, ) becomes the angle of departure and the other &s can be approximated by the
angles of the vectors drawn from the other poles, and from the zero, to the pole p;. Thus &, can be

2
solved from Equation (11.57), where &, =~ 90°, 6; =~ tan"'(2), 0, ~ 180° —tan_l(g), and
1
05 = 90° + tan_l(i). That yields 4, = -15°.

The exact root locus for this example is shown in Figure 11.29. From the results of item 5 above, and the

shape

of the root locus, it is concluded that the feedback system is stable if

33.33 <K <215.83

A Im
_44)2
N4
A
Us
U3
3

X
-5

Up

—4-j2

FIGURE 11.28 Angle of departure from —4 + j2.
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Root Locus for F(s) = (s + 0.3)/(s* + 128> + 4752 + 405 — 100)
6 T T T T

Imag Axis
o
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6 ; ; ; ;
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Real Axis

(s+3)
(=D +5)(+4+2)(s+4-j2)

FIGURE 11.29 Root locus for F(s) =

i.e., by simply adjusting the gain of the controller, the system can be made stable. In some situations we need
to use a dynamic controller to satisfy all the design requirements.

Design Examples
Example 11.1
Consider the standard feedback system with a plant

1 1
P = 2T D6 +2)

and design a controller such that

- the feedback system is stable,
« PO = 10%, t; = 4 s, and steady state error is zero when r(¢) is unit step,
- steady state error is as small as possible when r(¢) is unit ramp.

It is clear that the second design goal cannot be achieved by a simple proportional controller. To satisfy this
condition, the controller must have a pole at s = 0, i.e., it must have integral action. If we try an integral
control of the form C(s) = K./s, with K. > 0, then the root locus has three branches, the interval [-1, 0] is on
the root locus; three asymptotes have angles {60°, 180°, —60°} with a center at o, = -1, and there is only one
break point at —1 + %, see Figure 11.30. From the location of the break point, center, and angles of the
asymptotes, it can be deduced that two branches (one starting at p; = -1, and the other one starting at p; =
0) always remain to the right of p;. On the other hand, the settling time condition implies that the real parts of
the dominant closed-loop system poles must be less than or equal to —1. So, a simple integral control does not
do the job. Now try a PI controller of the form

QQ:KC_%> K.>0
N
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rlocus(1,[1,3,2,0])
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FIGURE 11.30 Root locus for Example 1.

In this case, we can select zz = -1 to cancel the pole at p; = -1 and the system effectively becomes a
second-order system. The root locus for F(s) = 1/s(s 4+ 2) has two branches and two asymptotes, with center
0, = — 1 and angles {90°, —90°}; the break point is also at —1. The branches leave —2 and 0, and go toward
each other, meet at —1, and tend to infinity along the line Re(s) = -1. Indeed, the closed-loop system poles are

r,=-1*+1—-K, whereK = K./0.72

The steady state error, when 7(#) is unit ramp, is 2/K. So K needs to be as large as possible to meet the third
design condition. Clearly, Re(r;,) = -1 for all K = 1, which satisfies the settling time requirement. The
percent overshoot is less than 10% if { of the roots r;, is greater than 0.6. A simple algebra shows that
(=1/ VK, hence the design conditions are met if K = 1/0.36, i.e. K. = 2. Thus a PI controller that solves
the design problem is

Cs) = 2(542 1)

The controller cancels a stable pole (at s = —1) of the plant. If there is a slight uncertainty in this pole
location, perfect cancellation will not occur and the system will be third-order with the third pole at r; = -1.
Since the zero at z, = -1 will approximately cancel the effect of this pole, the response of this system will be
close to the response of a second-order system. However, we must be careful if the pole—zero cancellations are
near the imaginary axis because in this case small perturbations in the pole location might lead to large
variations in the feedback system response, as illustrated with the next example.

Example 11.2

A flexible structure with lightly damped poles has transfer function in the form

i

P(s) =
©) s2(s? 4 2Lwys + w?)
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FIGURE 11.31 Root locus for Example 11.2(a).

By using the root locus, we can see that the controller

(s* + 2Lwys + o})(s + 0.4)
(s+1)%(s+4)

C(s) = K.

stabilizes the feedback system for sufficiently large r and an appropriate choice of K.. For example, let o, = 2,
{= 0.1,and r = 10. Then the root locus of F(s) = P(s)C(s)/K, where K = K.w? is as shown in Figure 11.31.
For K = 600, the closed-loop system poles are

{~10.78 = j2.57,—0.94 % j1.61,—0.2 % j1.99,—-0.56}

Since the poles —0.2 * j1.99 are canceled by a pair of zeros at the same point in the closed-loop system transfer
function T = G(1 + G)', the dominant poles are at —-0.56 and —0.94 * j1.61 (they have relatively large
negative real parts and the damping ratio is about 0.5).

Now, suppose that this controller is fixed and the complex poles of the plant are slightly modified by taking
{ = 0.09 and w; = 2.2. The root locus corresponding to this system is as shown in Figure 11.32. Since
lightly damped complex poles are not perfectly canceled, there are two more branches near the imaginary axis.
Moreover, for the same value of K = 600, the closed-loop system poles are

{~10.78 = j2.57,—1.21 * j1.86,0.05 = j1.93,—0.51}

In this case, the feedback system is unstable.

Example 11.3

One of the most important examples of mechatronic systems is the DC motor. An approximate transfer
function of a DC motor [8, pp. 141-143] is in the form

K

Prnls) = sGs+1/ty)’

Ty >0
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FIGURE 11.32 Root locus for Example 11.2(b).

Also note that if 7., is large, then P,(s) = Py(s), where P,(s) = Ky/s*, is the transfer function of a rigid beam.
In this example, the general class of plants P,(s) will be considered. Assuming that p,, = -1/7,, and K, are
given, a first-order controller

— Pc

C(s) = KC(S_ZC) (11.58)
P

will be designed. The aim is to place the closed-loop system poles far from the Im-axis. Since the order of
F(s) = P(5)C(s)/K,K, is three, the root locus has three branches. Suppose the desired closed-loop poles are
given as p;, p,, and ps. Then, the pole placement problem amounts to finding {K,, z., p.}such that the
characteristic equation is

28) = (=p)s—p)s—p3) =5 — (1 + Py + P3)S" + (P12 + P1P3 + PaP3)s — PrPaps

But the actual characteristic equation, in terms of the unknown controller parameters, is

2(8) = s(s = pp)(s — p) + k(s = 2) = 5 = (P + p)S" + (PP + K)s — Kz,

where K : = K,,K.. Equating the coefficients of the desired y(s) to the coefficients of the actual y(s), three
equations in three unknowns are obtained:

Pm +Pc=Dp1+ P+ D3
PmPc + K = pipy + p1p3 + pap3
Kz, = p1p,ps

From the first equation p. is determined, then K is obtained from the second equation, and finally z. is
computed from the third equation.

For different numerical values of p.,, p1, p», and p; the shape of the root locus is different. Below are some
examples, with the corresponding root loci shown in Figure 11.33 to Figure 11.35.
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FIGURE 11.33 Root locus for Example 11.3(a).

(@) pm=-005p =p,=ps3=-2=

K=11.70, p.=-595 2z =—0.68
(b) pm:_0'57 P :_171)2:_2’ P3:_3:>

K =825 p.=-550, z.=—0.73

(C) Pm =_5ap1 =—117P2 =_4+j17p3 = _4_j1 =

K=35 p.=-14, z.=-5343
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FIGURE 11.34 Root locus for Example 11.3(b).
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FIGURE 11.35 Root locus for Example 11.3(c).

Example 11.4

Consider the open-loop transfer function

(s* =35+ 3)(s—z.)

PO = K e T35 3)6=p)

where K_ is the controller gain to be adjusted, and z. and p. are the controller zero and pole, respectively.

Observe that the root locus has four branches except for the non-generic case z. = p.. Let the desired
dominant closed-loop poles be 1, = —0.4. The steady state error for unit ramp reference input is
_ P
€ss = K
CZC

Accordingly, we want to make the ratio K.z./p. as large as possible.
The characteristic equation is

2(8) = (5" + 35 + 3)(s — po) + Ko(s* — 35 + 3)(s — z.)

and it is desired to be in the form
1) = (s + 0.4 (s = 13)(s — 1)
for some r; 4 with Re(r; 4) < 0, which implies that
d
1()]s=—04 =0, &X(S)|s=—o,4 =0 (11.59)

Conditions (Equation (11.59)) give two equations:

0.784(0.4 + p,) — 4.36K (0.4 +z) =0
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FIGURE 11.36 Root locus for Example 11.4.

4.36K.—0.784 —1.08(0.4 + p.) + 3.8K.(0.4 +z) = 0

from which z. and p. can be solved in terms of K. Then, by simple substitutions, the ratio to be maximized,
K.z/pecan be reduced to

Kz, 3.4776K.—0.784
P 24.2469K.—3.4776

The maximizing value of K. is 0.1297; it leads to p. = —0.9508 and z. = -1.1637. For this controller, the
feedback system poles are

{~1.64 4 j0.37,—1.64 — j0.37,—0.40, —0.40}

The root locus is shown in Figure 11.36.

114 Complementary Root Locus

In the previous section, the root locus parameter K was assumed to be positive and the phase and magnitude
rules were established based on this assumption. There are some situations in which controller gain can be
negative as well. Therefore, the complete picture is obtained by drawing the usual root locus (for K > 0) and
the complementary root locus (for K < 0). The complementary root locus rules are

(X360° = Lr—p)—> Lir—z), (=0,%1,%2, .. (11.60)
i=1 =1
" |r—op.
K| = Melr=pi (11.61)
H]-”;1|r—zj'

Since the phase rule (Equation (11.60)) is the 180° shifted version of (Equation (11.53)), the complementary
root locus is obtained by simple modifications in the root locus construction rules. In particular, the number
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FIGURE 11.37 Complementary root locus for Example 11.3.

of asymptotes and their center are the same, but their angles o,’s are given by

2
ocg=7€><180°, (=0,...,(n—m—1)
(n—m)

Also, an interval on the real axis is on the complementary root locus if and only if it is not on the usual root
locus.

Example 11.3 (revisited)

In the Example 11.3 given above, if the problem data is modified to p,,, = -5,p; = -20,and p,; = -2 £,
then the controller parameters become

K=-10, p.=-19, z =10

Note that the gain is negative. The roots of the characteristic equation as K varies between 0 and —oo form the
complementary root locus; see Figure 11.37.

Example 11.4 (revisited)

In this example, if K increases from —oo to 4-00, the closed-loop system poles move along the complementary
root locus, and then the usual root locus, as illustrated in Figure 11.38.

11.5 Root Locus for Systems with Time Delays

The standard feedback control system considered in this section is shown in Figure 11.39, where the controller
C and plant P are in the form
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FIGURE 11.38 Complementary and usual root loci for Example 11.4.

and

N,(5)

P(s) = ¢ ™Py(s) where Py(s) = Do
P

with (N, D) and (N,, D,) being coprime pairs of polynomials with real coefficients.' The term e is the
transfer function of a pure delay element (in Figure 11.39 the plant input is delayed by h seconds). In general,
time delays enter into the plant model when there is

« a sensor (or actuator) processing delay, and/or
« a software delay in the controller, and/or
- a transport delay in the process.

In this case the open-loop transfer function is
G(s) = Gy(s) = € Gy(s)

where Gy(s) = Py(s)C(s) corresponds to the no delay case, h = 0.

—=0O—*=| C(s) =~O

@
>
@

>0

>

&

|
——

FIGURE 11.39 Feedback system a with time delay.

'A pair of polynomials is said to be coprime pair if they do not have common roots
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Note that magnitude and phase of G(jw) are determined from the identities
|G(jw)| = |Go(jo) (11.62)
ZG(jw) = —hw + LGy(jw) (11.63)

Stability of Delay Systems
Stability of the feedback system shown in Figure 11.39 is equivalent to having all the roots of

7(s) = D(s) + € *N(s) (11.64)

in the open left half plane, C_, where D(s) = D.(s)Dp(s) and N(s) = Nc(s)Np(s). We assume that there is no
unstable pole—zero cancellation in taking the product Py(s)C(s), and that deg(D) > deg(N) (here N and D
need not be monic polynomials). Strictly speaking, y(s) is not a polynomial because it is a transcendental
function of s. The functions of the form (Equation (11.64)) belong to a special class of functions called quasi-
polynomials. The closed-loop system poles are the roots of (Equation (11.64)).

Following are known facts (see [1,10]):

(i) If r is a root of Equation (20), then so is 7. (i.e., roots appear in complex conjugate pairs as usual)
(ii) There are infinitely many poles r, € C, k = 1, 2,..., satistying y(rr) = 0.
(iii) And r¢’s can be enumerated in such a way that R.(rx + 1) = Re(r) moreover, Re(ry) — —o0 as k—o0.

Example 11.5
If Gy(s) = € /s, then the closed-loop system poles 1, for k = 1, 2,..., are the roots of

e—hak e—jhwk

1 + — eijan =90 (1165)
o) + Jog

where 1, = o0} + jowy for some oy, w; € R Note that e = Jforallk = 1,2,.... Equation (11.45) is
equivalent to the following set of equations:

e "% = |ay + joy (11.66)
*(2k— 1)1 = hoy + Loy +joy), k=1,2,... (11.67)
It is quite interesting that for h = 0 there is only one root r = -1, but even for infinitesimally small i > 0

there are infinitely many roots. From the magnitude condition (Equation (11.66)), it can be shown that
0, = 0= o =<1 (11.68)

Also, for o = 0 the phase Z (o} + jwy) is between —n/2 and +7/2, therefore Equation (11.67) leads to
T

By combining Equation (11.68) and Equation (11.69), it can be proven that the feedback system has no roots
in the closed right half plane when h < n/2. Furthermore, the system is unstable if h = n/2. In particular, for
h = m/2 there are two roots on the imaginary axis, at £j1. It is also easy to show that, for any 4 > 0 as k — oo,
the roots converge to
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As h — 0, the magnitude of the roots converge to .
As illustrated by the above example, property (iii) implies that for any given real number ¢ there are only
finitely many r’s in the region of the complex plane

C, :={s€ C :Re(s) =g}

In particular, with ¢ = 0, this means that the quasi-polynomial y(s) can have only finitely many roots in the
right half plane. Since the effect of the closed-loop system poles that have very large negative real parts is
negligible (as far as closed-loop systems’ input—output behavior is concerned), only finitely many “dominant”
roots 1y, for k = 1,...,m, should be computed for all practical purposes.

Dominant Roots of a Quasi-Polynomial

Now we discuss the following problem: given N(s), D(s), and h = 0, find the dominant roots of the
quasi-polynomial

7(s) = D(s) + € *N(s)

For each fixed h > 0, it can be shown that there exists omax such that y(s) has no roots in the region, C, , see

[11] for a simple algorithm to estimate 0p,.x, based on Nyquist criterion. Given & > 0 and a region of the

complex plane defined by 0pin = Re(s) = Opay the problem is to find the roots of x(s) in this region.
Clearly, a point r = o + jo in C is a root of y(s) if and only if

D(o + jo) = —e """ N(o + jow)
Taking the magnitude square of both sides of the above equation, y(r) = 0 implies
A (x) := D(c +x)D(c —x) —€ " N(6 + x)N(@ —x) =0

where x = jo. The term D(o + x) stands for the function D(s) evaluated at o + x. The other terms of A,(x)
are calculated similarly. For each fixed o, the function A,(x) is a polynomial in the variable x. By symmetry, if
x is a zero of A,(-) then (—x) is also a zero.

If A,(x) has a root x, whose real part is zero, set r, = ¢ + x;. Next, evaluate the magnitude of y(r,); if it is
zero, then n, is a root of y(s). Conversely, if A,(x) has no root on the imaginary axis, then y(s) cannot have a
root whose real part is the fixed value of o from which A,(-) is constructed.

Algorithm
Given N(s), D(s), h, Omin, and ooy
Step 1. Pick o values o,. . .,0); between oy, and oy, such that oy, = 071, 07 < 0741, and oy = Oy For

each o; perform the following.
Step 2. Construct the polynomial A;(x) according to

Ai(x) := D(c; + x)D(g; — x) — e 2" N(0; + x)N(0; — X)

Step 3. For each imaginary axis roots x, of A;, perform the following test:
Check if |y(a; + x,)| = 05 if yes, then r = 0; + x, is a root of y(s); if not, discard x,.
Step 4. If i = M, stop; else increase i by 1 and go to Step 2.
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FIGURE 11.40 Detection of the dominant roots.

Example 11.6

We will find the dominant roots of

1+4—=0 (11.70)

for a set of critical values of h. Recall that Equation (11.70) has a pair of roots *=jl when h = =©/2 = 1.57.
Moreover, dominant roots of Equation (11.70) are in the right half plane if 4 > 1.57, and they are in the left
half plane if h < 1.57. So, it is expected that for h € (1.2, 2.0) the dominant roots are near the imaginary axis.
Take 0y, = —0.5 and 00y = 0.5, with M = 400 linearly spaced oy’s between them. In this case

Aix) = gF —e i — 2

~2h% = 52 A.(x) has two roots:

xp = tjJei—gl (=1,2

For each fixed o; satisfying this condition, let r, = g; + x, (note that x, is a function of g;, so r, is a function
of o;) and evaluate

Whenever e

—hf‘g

flop) =1+

Ty

If flo;) = 0, then x; is a root of 11.70. For 10 different values of h € (1.2, 2.0), the function f(o) is
plotted in Figure 11.40. This figure shows the feasible values of o; for which x, (defined from ;) is a root
of Equation (11.70). The dominant roots of Equation (11.70), as h varies from 1.2 to 2.0, are shown in
Figure 11.41. For h < 1.57, all the roots are in C_. For h > 1.57, the dominant roots are in C, ,and for h =
1.57, they are at *jl.

Root Locus Using Padé Approximations

In this section we assume that 4 > 0 is fixed and we try to obtain the root locus, with respect to uncertain/
adjustable gain K, corresponding to the dominant poles. The problem can be solved by numerically calculating
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FIGURE 11.41 Dominant roots as h varies from 1.2 to 2.0.

the dominant roots of the quasi-polynomial

7(s) = D(s) + KN(s)e ™ (11.71)

for varying K, by using the methods presented in the previous section. In this section an alternative method is
given that uses Padé approximation of the time delay term e, More precisely, the idea is to find polynomials

Ni(s) and Dy(s) satisfying

N,
et = N (11.72)
Dy (s)
so that the dominant roots
D(s)Dy(s) + KN(s)N,(s) = 0 (11.73)

closely match the dominant roots of y(s), (11.71). How should we do the approximation (Equation (11.72))
for this match?

By using the stability robustness measures determined from the Nyquist stability criterion, we can show that
for our purpose we may consider the following cost function in order to define a meaningful measure for the
approximation error:

—. |kmaxN(jw)| —jhw _Nh(jQ))l
Ay, =: Sl:)p Dijoo) |e ] Dh(ja))|

where K,y is the maximum value of interest for the uncertain/adjustable parameter K.
The ¢ th order Padé approximation is defined as follows:

¢
N,(s) = Z (—l)kckhksk
k=0

¢
Dy(s) = Z ckhksk
k=0
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where coefficients ¢;’s are computed from

20 —k)!e!
=B o
20k = k)!
First-and second-order approximations are in the form
1—hs/2 /=1

N | T+ hs/2
Dy(s) | 1- hs/2 + (hs)* /12
1+ hs/2 + (hs)*/12°

Given the problem data {h, Kuy.x N(s), D(s)}, how do we find the smallest degree, ¢, of the Padé
approximation, so that A, < & (or Ap/Ky. = ') for a specified error 8, or a specified relative error 6’2
The answer lies in the following result [7]: for a given degree of approximation ¢ we have

ehco)”+1 4
s (0)]

. o —= <

e—jhw _Nh(]'w) < ( 44 eh
Dy(jw) 2 = 44

eh

In light of this result, we can solve the approximation order selection problem by using the following
procedure:

1. Determine the frequency w, such that

Mgé forallo = w
D(jow) | 2 )

and initialize ¢ = 1.
2. For each ¢ =1 define

44
Wy = max{a)x,a}.

and plot the function

Ko N(jo) | (ehar\ > ! 4¢

Do) Naz) 0 Tesg
elw):= 'KmaXNUa)) 4t
ol form, = w=—
D(jw) eh

3. Check If
max Oy(w) <9 (11.74)
wel0,m,]

If yes, stop, this value of £ satisfies the desired error bound: A}, = §. Otherwise, increase ¢ by 1, and go to
Step 2. Note that the left-hand side of the inequality (Equation (11.74)) is an upper bound of Ay.

Since we assumed deg(D) > deg(N), the algorithm will pass Step 3 eventually for some finite £/ = 1. At each
iteration, we have to draw the error function ®,(w) and check whether its peak value is less than J. Typically,
as 0 decreases, w, increases, and that forces ¢ to increase. On the other hand, for very large values of ¢, the
relative magnitude ¢,/c, of the coefficients becomes very large, in which case numerical difficulties arise in
analysis and simulations. Also, as time delay h increases, ¢ should be increased to keep the level of the
approximation error J fixed. This is a fundamental difficulty associated with time delay systems.



Control Systems 11-57

Root Loci with Pade Approximations of Orders 1, 2, and 3
25 . . T

20+

15+

FIGURE 11.42 Dominant root for £/ =1

Example 11.7

Let N(s) = s+1,D(s) = s’+2s+2and h = 0.1, and K,y = 20. Then, for 8’ = 0.05 applying the above
procedure we calculate £ =2 as the smallest approximation degree satisfying Aj/Kpy.<0'. Therefore, a
second-order approximation of the time delay should be sufficient for predicting the dominant poles for
K € [0, 20]. Figure 11.42 shows the approximate root loci obtained from Padé approximations of
degrees! = 1,2,3. There is a significant difference between the root loci for £ =1 and ¢ = 2. In the region
Re(s) = —12, the predicted dominant roots are approximately the same for ¢ = 2, 3, for K&[0,20]. So, we can
safely say that using higher order approximations will not make any significant difference as far as predicting
the behavior of the dominant poles for the given range of K.

Notes and References

This section in the chapter is an edited version of related parts of the author’s book [9]. More detailed
discussions of the root locus method can be found in all the classical control books, such as [2, 5, 6, 8]. As
mentioned earlier, extension of this method to discrete time systems is rather trivial: the method to find
the roots of a polynomial as a function of a varying real parameter is independent of the variable s (in the
continuous time case) or z (in the discrete time case). The only difference between these two cases is the
definition of the desired region of the complex plane: for the continuous time systems, this is defined relative
to the imaginary axis, whereas for the discrete time systems the region is defined with respect to the unit circle,
as illustrated in Figure 11.27.
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11.5 Compensation

Charles L. Phillips and Royce D. Harbor

Compensation is the process of modifying a closed-loop control system (usually by adding a compensator or
controller) in such a way that the compensated system satisfies a given set of design specifications. This section
presents the fundamentals of compensator design; actual techniques are available in the references.

A single-loop control system is shown in Figure 11.43. This system has the transfer function from input R(s)
to output C(s)

_C(s) G()Gp(s)
0= R0 ~ 1T+ 6OG,OHE (11.75)
and the characteristic equation is
1+ G(5)Gp(s)H(s) = 0 (11.76)

where G.(s) is the compensator transfer function, Gy(s) is the plant transfer function, and H(s) is the sensor
transfer function. The transfer function from the disturbance input D(s) to the output is Gy(s)/
[1 + G.(s)Gp(s)H(s)]. The function G.(s)Gp(s)H(s) is called the open-loop function.

_____ Plant _ _ _ _ _
|
I
ﬂf)__:_,, Gy(s) !
|
Compensation : :
! +
R(s) * G(s) M(s) : G, (s) + [ C(s)
|
- |
C e e~ o o ___ |
H(s) =

Sensor

FIGURE 11.43 A closed-loop control system. (Source: C.L. Phillips and R.D. Harbor, Feedback Control Systems, 2nd ed.,
Englewood Cliffs, N.J.: Prentice-Hall, 1991, p. 161. With permission.)
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Control System Specifications

The

compensator transfer function G.(s) is designed to give the closed-loop system certain specified charac-

teristics, which are realized through achieving one or more of the following:

1.

Improving the transient response. Increasing the speed of response is generally accomplished by
increasing the open-loop gain G.(jw)G,(jw)H(jw) at higher frequencies such that the system bandwidth
is increased. Reducing overshoot (ringing) in the response generally involves increasing the phase
margin ¢, of the system, which tends to remove any resonances in the system. The phase margin ¢,
occurs at the frequency w; and is defined by the relationship

Gc(jwl)Gp(jwl)H(jwl)| =1

with the angle of G (jw,)G,(jw1)H(jw,) equal to (180° +¢p,).

. Reducing the steady-state errors. Steady-state errors are decreased by increasing the open-loop gain

G (jo)Gp(jw)H(jw) in the frequency range of the errors. Low-frequency errors are reduced by increasing
the low-frequency open-loop gain and by increasing the type number of the system [the number of poles
at the origin in the open-loop function G.(s)G,(s)H(s)].

. Reducing the sensitivity to plant parameters. Increasing the open-loop gain G.(jw)G,(jw)H(jw) tends to

reduce the variations in the system characteristics due to variations in the parameters of the plant.

. Rejecting disturbances. Increasing the open-loop gain G.(jw)G,(jw)H(jw) tends to reduce the effects of

disturbances [D(s) in Figure 11.43] on the system output, provided that the increase in gain does not
appear in the direct path from disturbance inputs to the system output.

. Increasing the relative stability. Increasing the open-loop gain tends to reduce phase and gain margins,

which generally increases the overshoot in the system response. Hence, a trade-off exists between the
beneficial effects of increasing the open-loop gain and the resulting detrimental effects of reducing the
stability margins.

Design

Design procedures for compensators are categorized as either classical methods or modern methods. Classical
methods discussed are:

« Phase-lag frequency response
« Phase-lead frequency response
« Phase-lag root locus

« Phase-lead root locus

Modern methods discussed are:

« Pole placement
« State estimation
+ Optimal

Frequency Response Design

Classical design procedures are normally based on the open-loop function of the uncompensated system,
Gp(s)H(s). Two compensators are used in classical design; the first is called a phase-lag compensator, and the

second is called a phase-lead compensator.
The general characteristics of phase-lag-compensated systems are as follows:

1

. The low-frequency behavior of a system is improved. This improvement appears as reduced errors at low

frequencies, improved rejection of low-frequency disturbances, and reduced sensitivity to plant
parameters in the low-frequency region.
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FIGURE 11.44 Bode diagram for a phase-lag compensator. (Source: C.L. Phillips and R.D. Harbor, Feedback Control
Systems, 2nd ed., Englewood Cliffs, N.J.: Prentice-Hall, 1991, p. 358. With permission.)

2. The system bandwidth is reduced, resulting in a slower system time response and better rejection of
high-frequency noise in the sensor output signal.

The general characteristics of phase-lead-compensated systems are as follows:

1. The high-frequency behavior of a system is improved. This improvement appears as faster responses to
inputs, improved rejection of high-frequency disturbances, and reduced sensitivity to changes in the
plant parameters.

2. The system bandwidth is increased, which can increase the response to high-frequency noise in the
sensor output signal.

The transfer function of a first-order compensator can be expressed as

K.(s/wy+ 1)

Gels) = s/, + 1

(11.77)

where —w), is the compensator zero, —w,, is its pole, and K. is its dc gain. If w, < w,, the compensator is
phase-lag. The Bode diagram of a phase-lag compensator is given in Figure 11.44 for K. = 1.

It is seen from Figure 11.44 that the phase-lag compensator reduces the high-frequency gain of the open-
loop function relative to the low-frequency gain. This effect allows a higher low-frequency gain, with the
advantages listed above. The pole and zero of the compensator must be placed at very low frequencies relative
to the compensated-system bandwidth so that the destabilizing effects of the negative phase of the
compensator are negligible.

If w, > wy the compensator is phase-lead. The Bode diagram of a phase-lead compensator is given in
Figure 11.45 for K. = 1.

It is seen from Figure 11.45 that the phase-lead compensator increases the high-frequency gain of the open-
loop function relative to its low-frequency gain. Hence, the system has a larger bandwidth, with the advantages
listed above. The pole and zero of the compensator are generally difficult to place, since the increased gain of
the open-loop function tends to destabilize the system, while the phase lead of the compensator tends to
stabilize the system. The pole-zero placement for the phase-lead compensator is much more critical than that
of the phase-lag compensator.

A typical Nyquist diagram of an uncompensated system is given in Figure 11.46. The pole and the zero of a
phase-lag compensator are placed in the frequency band labeled A. This placement negates the destabilizing
effect of the negative phase of the compensator. The pole and zero of a phase-lead compensator are placed in
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FIGURE 11.45 Bode diagram for a phase-lead compensator. (Source: C.L. Phillips and R.D. Harbor, Feedback Control
Systems, 2nd ed., Englewood Cliffs, N.J.: Prentice-Hall, 1991, p. 363. With permission.)

the frequency band labeled B. This placement utilizes the stabilizing effect of the positive phase of the
compensator.

PID Controllers

Proportional-plus-integral-plus-derivative (PID) compensators are probably the most utilized form for com-
pensators. These compensators are essentially equivalent to a phase-lag compensator cascaded with a phase-
lead compensator. The transfer function of this compensator is given by

K,
Go(s) = K, + —L + Kps (11.78)
S

A block diagram portrayal of the compensator is shown in Figure 11.47. The integrator in this compensator
increases the system type by one, resulting in an improved low-frequency response. The Bode diagram of a
PID compensator is given in Figure 11.48.

With Kp = 0, the compensator is phase-lag, with the pole in Equation (11.77) moved to w, = 0. As a result
the compensator is type one. The zero of the compensator is placed in the low-frequency range to correspond
to the zero of the phase-lag compensator discussed above.

c G, (s)H(s)

FIGURE 11.46 A typical Nyquist diagram for G,(s)H(s). (Source: C.L. Phillips and R.D. Harbor, Feedback Control Systems,
2nd ed., Englewood Cliffs, N.J.: Prentice-Hall, 1991, p. 364. With permission.)
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FIGURE 11.47 Block diagram of a PID compensator. (Source: C.L. Phillips and R.D. Harbor, Feedback Control Systems,
2nd ed., Englewood Cliffs, N.J.: Prentice-Hall, 1991, p. 378. With permission.)

With K; = 0, the compensator is phase-lead, with a single zero and the pole moved to infinity. Hence, the
gain continues to increase with increasing frequency. If high-frequency noise is a problem, it may be necessary
to add one or more poles to the PD or PID compensators. These poles must be placed at high frequencies
relative to the phase-margin frequency such that the phase margin (stability characteristics) of the system is
not degraded. PD compensators realized using rate sensors minimize noise problems [Phillips and Harbor,
1991].

Root Locus Design

Root locus design procedures generally result in the placement of the two dominant poles of the closed-loop
system transfer function. A system has two dominant poles if its behavior approximates that of a second-order
system.

The differences in root locus designs and frequency response designs appear only in the interpretation of
the control-system specifications. A root locus design that improves the low-frequency characteristics of
the system will result in a phase-lag controller; a phase-lead compensator results if the design improves the
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FIGURE 11.48 Bode diagram of a PID compensator. (Source: C.L. Phillips and R.D. Harbor, Feedback Control Systems,
2nd ed., Englewood Cliffs, N.J.: Prentice-Hall, 1991, p. 382. With permission.)
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high-frequency response of the system. If a root locus design is performed, the frequency response
characteristics of the system should be investigated. Also, if a frequency response design is performed, the
poles of the closed-loop transfer function should be calculated.

Modern Control Design

The classical design procedures above are based on a transfer-function model of a system. Modern design
procedures are based on a state-variable model of the plant. The plant transfer function is given by

Y(s)
% = G,(s) (11.79)

where we use u(t) for the plant input and y(¢) for the plant output. If the system model is nth order, the
denominator of G,(s) is an nth-order polynomial.
The state-variable model, or state model, for a single-input—single-output plant is given by

dx(t)

T = Ax(t) + Bu(t)
y(1) = Cx() (11.80)
y(1) = Cx(¢)

where x(#) is the nx 1 state vector, u(¢) is the plant input, y(¢) is the plant output, A is the n X n system matrix,
B is the nx 1 input matrix, and C is the 1Xn output matrix. The transfer function of Equation (11.79) is an
input-output model; the state model of Equation (11.80) yields the same input-output model and in addition
includes an internal model of the system. The state model of Equation (11.80) is readily adaptable to a
multiple-input—multiple-output system (a multivariable system); for that case, u(t) and y(t) are vectors.
We will consider only single-input—single-output systems.

The plant transfer function of Equation (11.79) is related to the state model of Equation (11.80) by

G,(s) = CsI-A)"'B (11.81)

The state model is not unique; many combinations of the matrices A, B, and C can be found to satisfy
Equation (11.81) for a given transfer function Gy(s).

Classical compensator design procedures are based on the open-loop function G, (s)H(s) of Figure 11.43. It
is common to present modern design procedures as being based on only the plant model of Equation (11.80).
However, the models of the sensors that measure the signals for feedback must be included in the state model.
This problem will become more evident as the modern procedures are presented.

Pole Placement

Probably the simplest modern design procedure is pole placement. Recall that root locus design was presented
as placing the two dominant poles of the closed-loop transfer function at desired locations. The pole-
placement procedure places all poles of the closed-loop transfer function, or equivalently, all roots of the
closed-loop system characteristic equation, at desirable locations.

The system design specifications are used to generate the desired closed-loop system characteristic equation
o.(s), where

a(s) =5s"+ o, 15"+ . s+ oag =0 (11.82)

for an nth-order plant. This characteristic equation is realized by requiring the plant input to be a linear
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FIGURE 11.49 Implementation of pole-placement design. (Source: C.L. Phillips and R.D. Harbor, Feedback Control
Systems, 2nd ed., Englewood Cliffs, N.J.: Prentice-Hall, 1991, p. 401. With permission.)

combination of the plant states, that is,
u(t) = —=Kyx;(t) — Kyx, (1) — ... — K, x,(t) = —Kx(¢) (11.83)

where K is the 1 x n feedback-gain matrix. Hence all states must be measured and fed back. This operation is
depicted in Figure 11.49.

The feedback-gain matrix K is determined from the desired characteristic equation for the closed-loop
system of Equation (11.82):

o (s)=|sI—A+BK| =0 (11.84)
The state feedback gain matrix K which yields the specified closed-loop characteristic equation a.(s) is

K=[00... OL][BAB ... A" B] 'a.(A) (11.85)

where o (A) is Equation (11.82) with the scalar s replaced with the matrix A. A plant is said to be controllable if
the inverse matrix in Equation (11.85) exists. Calculation of K completes the design process. A simple
computer algorithm is available for solving Equation (11.85) for K.

State Estimation

In general, modern design procedures require that the state vector x(¢) be fed back, as in Equation (11.83). The
measurement of all state variables is difficult to implement for high-order systems. The usual procedure is to
estimate the states of the system from the measurement of the output y(#), with the estimated states then fed
back.

Let the estimated state vector be %. One procedure for estimating the system states is by an observer, which is
a dynamic system realized by the equations

% = (A — GO)X(t) + Bu(t) + Gy(1) (11.86)

with the feedback equation of Equation (11.83) now realized by

u(t) = —K&x(1) (11.87)
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FIGURE 11.50 Implementation of observer-pole-placement design. (Source: C.L. Phillips and R.D. Harbor, Feedback
Control Systems, 2nd ed., Englewood Cliffs, N.J.: Prentice-Hall, 1991, p. 417. With permission.)

The matrix G in Equation (11.86) is calculated by assuming an nth-order characteristic equation for the
observer of the form

o(s)=|sI—A+GC| =0 (11.88)
The estimator gain matrix G which yields the specified estimator characteristic equation o,(s) is
G =, (A)CCA ... CA"'T"[00...01]" (11.89)

where [-]" denotes the matrix transpose. A plant is said to be observable if the inverse matrix in Equation
(11.89) exists. An implementation of the closed-loop system is shown in Figure 11.50. The observer is usually
implemented on a digital computer. The plant and the observer in Figure 11.50 are both nth-order; hence, the
closed-loop system is of order 2x.

The observer-pole-placement system of Figure 11.50 is equivalent to the system of Figure 11.51, which is of
the form of closed-loop systems designed by classical procedures. The transfer function of the controller-
estimator (equivalent compensator) of Figure 11.51 is given by

G.(s) = K[sI— A+ GC + BK]'G (11.90)

This compensator is nth-order for an nth-order plant; hence, the total system is of order 2n. The characteristic
equation for the compensated system is given by

Controlier—
estimator Plant

YLS)

G,os) |— G (s)

FIGURE 11.51 Equivalent system for pole-placement design. (Source: C.L. Phillips and R.D. Harbor, Feedback Control
Systems, 2nd ed., Englewood Cliffs, N.J.: Prentice-Hall, 1991, p. 414. With permission.)
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[sI— A 4+ BK]|sI — A + GC| = a(s)a.(s) =0 (11.91)

The roots of this equation are the roots of the pole-placement design plus those of the observer design. For this
reason, the roots of the characteristic equation for the observer are usually chosen to be faster than those of the
pole-placement design.

Linear Quadratic Optimal Control

We define an optimal control system as one for which some mathematical function is minimized. The
function to be minimized is called the cost function. For steady-state linear quadratic optimal control the cost
function is given by

Vo = Jw [x" (1)Qx(7) + Ri’(1)]dt (11.92)

where Q and R are chosen to satisfy the design criteria. In general, the choices are not straightforward.
Minimization of Equation (11.92) requires that the plant input be given by

u(t) = =R 'B"™Mox(¢) (11.93)
where the nxn matrix My is the solution to the algebraic Riccati equation
MoA +A™, —MBR'B'M,, +Q =0 (11.94)

The existence of a solution for this equation is involved [Friedland, 1986] and is not presented here. Optimal
control systems can be designed for cost functions other than that of Equation (11.92).

Other Modern Design Procedures

Other modern design procedures exist; for example, self-tuning control systems continually estimate certain
plant parameters and adjust the compensator based on this estimation. These control systems are a type of
adaptive control systems and usually require that the control algorithms be implemented using a digital
computer. These control systems are beyond the scope of this book (see, for example, Astrom and
Wittenmark, 1984).

Defining Term

Compensation: The process of physically altering a closed-loop system such that the system has specified
characteristics. This alteration is achieved either by changing certain parameters in the system or by
adding a physical system to the closed-loop system; in some cases both methods are used.

11.6 Digital Control Systems

Raymond G. Jacquot and John E. Mclnroy

The use of the digital computer to control physical processes has been a topic of discussion in the technical
literature for over four decades, but the actual use of a digital computer for control of industrial processes was
reserved only for massive and slowly varying processes such that the high cost and slow computing speed of
available computers could be tolerated. The invention of the integrated-circuit microprocessor in the early
1970s radically changed all that; now microprocessors are used in control tasks in automobiles and household
appliances, applications where high cost is not justifiable.



Control Systems 11-67

When the term digital control is used, it usually refers to the process of employing a digital computer to
control some process that is characterized by continuous-in-time dynamics. The control can be of the open-
loop variety where the control strategy output by the digital computer is dictated without regard to the status
of the process variables. An alternative technique is to supply the digital computer with digital data about
the process variables to be controlled, and thus the control strategy output by the computer depends on the
process variables that are to be controlled. This latter strategy is a feedback control strategy wherein the
computer, the process, and interface hardware form a closed loop of information flow.

Examples of dynamic systems that are controlled in such a closed-loop digital fashion are flight control of
civilian and military aircraft, control of process variables in chemical processing plants, and position and force
control in industrial robot manipulators. The simplest form of feedback control strategy provides an on-off
control to the controlling variables based on measured values of the process variables. This strategy will be
illustrated by a simple example in a following subsection.

In the past decade and a half many excellent textbooks on the subject of digital control systems have been
written, and most of them are in their second edition. The texts in the References provide in-depth
development of the theory by which such systems are analyzed and designed.

A Simple Example

Such a closed-loop or feedback control situation is illustrated in Figure 11.52, which illustrates the feedback
control of the temperature in a simple environmental chamber that is to be kept at a constant temperature
somewhat above room temperature.

Heat is provided by turning on a relay that supplies power to a heater coil. The on-off signal to the relay can
be supplied by 1 bit of an output port of the microprocessor (typically the port would be 8 bits wide). A second
bit of the port can be used to turn a fan on and off to supply cooling air to the chamber. An analog-to-digital
(A/D) converter is employed to convert the amplified thermocouple signal to a digital word that is then
supplied to the input port of the microprocessor. The program being executed by the microprocessor reads the
temperature data supplied to the input port and compares the binary number representing the temperature to
a binary version of the desired temperature and makes a decision whether or not to turn on the heater or the
fan or to do nothing. The program being executed runs in a continuous loop, repeating the operations
discussed above.

This simple on-off control strategy is often not the best when extremely precise control of the process
variables is required. A more precise control may be obtained if the controlling variable levels can be adjusted
to be somewhat larger if the deviation of the process variable from the desired value is larger.

Relay
Motor
I
Bit 0 {
Output = lotol
Port Relay 10V } | Fan
. Bit 1 I |
Micro- { Heater
processor B nové
Thermocouple
Input Port P
| AT
I
A/D | | Amp.

FIGURE 11.52 Microprocessor control of temperature in a simple environmental chamber.
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FIGURE 11.53 Closed-loop control of a single process variable.

Single-Loop Linear Control Laws

Consider the case where a single variable of the process is to be controlled, as illustrated in Figure 11.53. The
output of the plant y(t) is to be sampled every T seconds by an A/D converter, and this sequence of numbers
will be denoted as y(kT), k = 0,1,2,.... The goal is to make the sequence y(kT) follow some desired known
sequence [the reference sequence r(kT)]. Consequently, the sequence y(kT) is subtracted from r(kT) to obtain
the so-called error sequence e(kT). The control computer then acts on the error sequence, using some control
algorithms, to produce the control effort sequence u(kT) that is supplied to the digital-to-analog (D/A)
converter which then drives the actuating hardware with a signal proportional to u(kT). The output of the
D/A converter is then held constant on the current time interval, and the control computer waits for the next
sample of the variable to be controlled, the arrival of which repeats the sequence. The most commonly
employed control algorithm or control law is a linear difference equation of the form

wkT) = a,e(kT) + a,_1e((k—DT)+ -+ -+ age((k—n)T) + b,_ju((k—1)T) + - - -
~+ byu((k—n)T) (11.95)

The question remains as to how to select the coefficients ag,..., a, and bg,..., b,; in expression
(Equation (11.95)) to give an acceptable degree of control of the plant.

Proportional Control

This is the simplest possible control algorithm for the digital processor wherein the most current control effort
is proportional to the current error or using only the first term of relation (Equation (11.95))

u(kT) = a,e(kT) (11.96)

This algorithm has the advantage that it is simple to program, while, on the other hand, its disadvantage lies in
the fact that it has poor disturbance rejection properties in that if a, is made large enough for good
disturbance rejection, the closed-loop system can be unstable (i.e., have transient responses that increase with
time). Since the object is to regulate the system output in a known way, these unbounded responses preclude
this regulation.

PID Control Algorithm

A common technique employed for decades in chemical process control loops is that of proportional-plus-
integral-plus-derivative (PID) control wherein a continuous-time control law would be given by

t

u(t) = Kpe(t) + K,-J e(t)dt + Ky ie (11.97)
0 dt

This would have to be implemented by an analog filter.
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To implement the design in digital form the proportional term can be carried forward as in relation
(Equation (11.96)); however, the integral can be replaced by trapezoidal integration using the error sequence,
while the derivative can be replaced with the backward difference resulting in a computer control law of the
form [Jacquot, 1995]

2 2
+ 5 e((k=2)T) (11.98)

u(kT) = u(tk— DT) + (Kp NESEA %)e(kT} + (KiT -K, - Z—I;d)e((k ~-1)T)

where T is the duration of the sampling interval. The selection of the coefficients in this algorithm (K;, Ky, and
K,,) is best accomplished by the Ziegler-Nichols tuning process [Franklin et al., 1997].

The Closed-Loop System

When the plant process is linear or may be linearized about an operating point and the control law is linear as
in expressions Equation (11.95), Equation (11.96), or Equation (11.98), then an appropriate representation of
the complete closed-loop system is by the so-called z-transform. The z-transform plays the role for linear,
constant-coefficient difference equations that the Laplace transform plays for linear, constant-coefficient
differential equations. This z-domain representation allows the system designer to investigate system time
response, frequency response, and stability in a single analytical framework.

If the plant can be represented by an s-domain transfer function G(s), then the discrete-time (z-domain)
transfer function of the plant, the analog-to-digital converter, and the driving digital-to-analog converter is

Gl(z) = (Z; I)Z{L‘l[?]} (11.99)

where Z(-) is the z-transform and L™'(-) is the inverse Laplace transform. The transfer function of the control
law of Equation (11.95) is

U@ a7 +a, 2"+ +a

D(z) = 11.100
2 E(z) Z"—=b, 2" == b, ( )
For the closed-loop system of Figure 11.53 the closed-loop z-domain transfer function is
Y(z G(2)D(z
M(z) = @ _ (@)D(2) (11.101)

" R@ 1+ G@D()
where G(z) and D(z) are as specified above. The characteristic equation of the closed-loop system is
1+ G(z)D(z) =0 (11.102)

The dynamics and stability of the system can be assessed by the locations of the zeros of Equation (11.102)
(the closed-loop poles) in the complex z plane. For stability the zeros of Equation (11.102) must be restricted
to the unit circle of the complex z plane.

A Linear Control Example

Consider the temperature control of a chemical mixing tank shown in Figure 11.54. From a transient power
balance, the differential equation relating the rate of heat added g(#) to the deviation in temperature from the
ambient J(t) is given as
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FIGURE 11.54 A computer-controlled thermal mixing tank.
—40=—q( (11.103)
T mc

where 7 is the time constant of the process and mc is the heat capacity of the tank. The transfer function of the
tank is
O(s)

= — G(s) =
o @

1/mc

—_— 11.104
s+ 1/t ( )

The heater is driven by a D/A converter, and the temperature measurement is sampled with an A/D converter.
The data converters are assumed to operate synchronously, so the discrete-time transfer function of the tank
and the two data converters is from expression (Equation (11.99)):

_ 0O(2) T 1= e T

Qz) mc z—e T/ (11.105)

If a proportional control law is chosen, the transfer function associated with the control law is the gain
a, = Kor

Diz) =K (11.106)

The closed-loop characteristic equation is from Equation (11.102):

4Kl —e 0 (11.107)
mc z — e—T/‘r - :
If a common denominator is found, the resulting numerator is
- Kz -
z—e Tty 21—y =0 (11.108)
mc
The root of this equation is
- Kt _
z=e T4 (- (11.109)
mc

If this root location is investigated as the gain parameter K is varied upward from zero, it is seen that the root
startsat z = e /" for K = 0 and moves to the left along the real axis as K increases. Initially it is seen that the
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FIGURE 11.55 Step responses of proportionally controlled thermal mixing tank.

system becomes faster, but at some point the responses become damped and oscillatory, and as K is further
increased the oscillatory tendency becomes less damped, and finally a value of K is reached where the
oscillations are sustained at constant amplitude. A further increase in K will yield oscillations that increase
with time. Typical unit step responses for r(k) = 1 and T/t = 0.2 are shown in Figure 11.55.

It is easy to observe this tendency toward oscillation as K increases, but a problem that is clear from Figure
11.55 is that in the steady state there is a persistent error between the response and the reference [r(k) = 1].
Increasing the gain K will make this error smaller at the expense of more oscillations. As a remedy for this
steady-state error problem and control of the dynamics, a control law transfer function D(z) will be sought
that inserts integrator action into the loop while simultaneously canceling the pole of the plant. This dictates
that the controller have a transfer function of the form

Uz)  K(z—e 17

D(z) = = 11.110
(2) EQ) p—) ( )
1.5
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FIGURE 11.56 Step responses of the compensated thermal mixing tank.
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Typical unit step responses are illustrated in Figure 11.56 for several values of the gain parameter. The control
law that must be programmed in the digital processor is

u(kT) = u((k— 1)T) + K[e(kT) — e "/"e((k— 1)T)] (11.111)

The additional effort to program this over that required to program the proportional control law of

Equation (11.106) is easily justified since K and e "’ are simply constants.

Defining Terms

Digital computer: A collection of digital devices including an arithmetic logic unit (ALU), read-only
memory (ROM), random-access memory (RAM), and control and interface hardware.

Feedback control: The regulation of a response variable of a system in a desired manner using
measurements of that variable in the generation of the strategy of manipulation of the controlling
variables.
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Further Information

The IEEE Control Systems Magazine is a useful information source on control systems in general and digital
control in particular. Highly technical articles on the state of the art in digital control may be found in the
IEEE Transactions on Automatic Control, the IEEE Transactions on Control Systems Technology, and the ASME
Journal of Dynamic Systems, Measurement and Control.

11.7 Nonlinear Control Systems'

Derek P. Atherton

Introduction

So far in these articles on control systems, apart from a brief mention in the first on “models,” only
methods for linear systems have been discussed. In practice, however, nonlinearity always exists and no
completely general analytical approach is available to assess its effect. The purpose of this article is to
introduce the reader to the types of nonlinearity that occur in control systems, their possible effects on
the system, and methods based on classical control concepts discussed in the earlier articles for their
analysis and design. More recent theoretical developments are beyond the scope of this article but are

"The material in this section was previously published by CRC Press in The Control Handbook, William S. Levine, Ed., 1996.
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commented on further in the final section on further information. Linear systems have the important
property that they satisfy the superposition principle. This leads to many important advantages in methods
for their analysis. For example, in a simple feedback loop with both setpoint and disturbance inputs, their
effect on the output when they are applied simultaneously is the same as the sum of their individual effects
when applied separately. This would not be the case if the system were nonlinear. Thus, mathematically a
linear system may be defined as one which with input x(¢) and output y(t) satisfies the property that the
output for an input ax;(f) 4 bx,(t) is ay,(¢) + by,(t), if y;(t) and y,(t) are the outputs in response to the
inputs x;(f) and x,(#), respectively, and a and b are constants. A nonlinear system is defined as one that
does not satisfy the superposition property. The simplest form of nonlinear system is the static nonlinearity
where the output depends only on the current value of the input, say, y(t) = ax(t) + bx’(t) where the
output is a linear plus cubed function of the input.

More commonly the relationship could involve both nonlinearity and dynamics so that it might be
described by the nonlinear differential equation

dZy d}/ 3 _
P + a[g] +by(t) = x(t)

From an engineering viewpoint it may be desirable to think of this equation in terms of a block diagram
consisting of linear dynamic elements and a static nonlinearity, which in this case is a cubic with input dy/d¢
and output a(dy/dt)’. A major point about nonlinear systems, however, is that their response is amplitude
dependent so that if a particular form of response, or some measure of it, occurs for one input magnitude it
may not result for some other input magnitude. This means that in a feedback control system with a nonlinear
plant, if the controller designed does not produce a linear system, then to adequately describe the system
behavior one needs to investigate the total allowable range of the system variables. For a linear system one can
claim that a system has an optimum step response, assuming an optimum can be defined mathematically, for
example, minimization of the integral squared error, using results obtained for a single input amplitude. On
the other hand, for a nonlinear system the response to all input amplitudes must be investigated, and the
optimum choice of parameters to minimize the criterion will be amplitude dependent. Perhaps the most
interesting aspect of nonlinear systems is that they exhibit forms of behavior not possible in linear systems,
and more will be said on this later.

Forms of Nonlinearity

Nonlinearity may be inherent in the dynamics of the plant to be controlled or in the components used to
implement the control. For example, there will be a limit to the torque obtainable from an electric motor or
the current that may be input to an electrical heater, and indeed good design will have circuits to ensure this to
avoid destruction of a component. Sizing of components must take into account both the required
performance and cost, so it is not unusual to find that a rotary position control system will develop maximum
motor torque for a demanded step angle change of only a few degrees. Also, although component manufacture
has improved greatly in the last decades, flow control valves possess a dead zone due to the effect of friction,
and their characteristics on opening and closing are not identical due to the flow pressure. Improved design
might produce more-linear components but at greater cost so that such strategies would not be justified
economically. Alternatively one may have nonlinear elements intentionally introduced into a design in order
to improve the system specifications, from either technical or economic viewpoint. A good example is the use
of relay switching. Identifying the precise form of nonlinearity in a system component may not be easy, and
like all modeling exercises the golden rule is to be aware of the approximations in a nonlinear model and the
conditions for its validity.

Friction always occurs in mechanical systems and is very difficult to model, with many quite sophisticated
models having been presented in the literature. The simplest is to assume the three components of stiction, an
abbreviation for static friction, Coulomb friction, and viscous friction. As its name implies, stiction is assumed
to exist only at zero differential speed between the two contact surfaces. Coulomb friction with a value less
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than stiction is assumed to be constant at all speeds, and viscous friction is a linear effect being directly
proportional to speed. In practice there is often a term proportional to a higher power of speed, and this is also
the situation for many rotating shaft loads, for example, a fan. Many mechanical loads are driven through
gearing rather than directly. Although geared drives, like all areas of technology, have improved through the
years, they always have some small backlash. This may be avoided by using antibacklash gears, but these are
normally only employed for low torques. Backlash is a very complicated phenomenon involving impacts
between surfaces and is often modeled in a very simplistic manner. For example, a simple approach often used
consists of an input-output position characteristic of two parallel straight lines with possible horizontal
movement between them. This makes two major assumptions. First is that the load shaft friction is high
enough for contact to be maintained with the drive side of the backlash when the drive slows down to rest.
Secondly when the drive reverses, the backlash is crossed and the new drive-side of the gear “picks up” the load
instantaneously with no loss of energy in the impact, and both then move at the drive shaft speed. Clearly both
these assumptions are never true in practice, so their limitations need to be understood and borne in mind
when using such an approximation.

The most widely used intentional nonlinearity is the relay. The on-off type, which can be described
mathematically by the signum function (that is, it switches on if its input exceeds a given value and off if it
goes below the value), is widely used, often with some hysteresis between the switching levels. Use of this
approach provides a control strategy where the controlled variable oscillates about the desired level. The
switching mechanism varies significantly according to the application from electromechanical relays at low
speed to fast electronic switches employing transistors or thyristors. A common usage of the relay is in
temperature control of buildings, where typically the switching is provided by a thermostat having a pool of
mercury on a metal expansion coil. As the temperature drops the coil contracts and this causes a change in
angle of the mercury capsule so that eventually the mercury moves, closes a contact, and power is switched on.
Electronic switching controllers are used in many modern electric motor drive systems, for example, to
regulate phase currents in stepping motors and switched reluctance motors and to control currents in vector
control drives for induction motors. Relays with a dead zone, that is, three-position relays giving positive,
negative, and a zero output, are also used. The zero output allows for a steady-state position within the dead
zone, but this affects the resulting steady-state control accuracy.

Theoretical analysis and design methods for nonlinear systems typically require a mathematical model for
the nonlinearity, sometimes of a specific form, say a power-law or polynomial representation. The
mathematical model used will be an approximation to the true situation. Typical models used are:

1. A single or simple mathematical function
2. A series approximation
3. A discontinuous set of functions, typically straight lines to produce a linear segmented characteristic

Stability and Behavior

A simple nonlinear feedback system is shown in Figure 11.57. The first question that usually has to be
answered regarding any feedback control system is, is it stable? For a linear system, such as Figure 11.57 with
the nonlinearity replaced by a linear gain K, necessary and sufficient conditions are known for the stability.

r
o— a2 no PO ey 2

FIGURE 11.57 Block diagram of a nonlinear system.
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The requirement is simply that all roots of the characteristic equation must lie in the left-hand side of the
s-plane. The Hurwitz—Routh criterion provides a simple algebraic test for doing this, while for a characteristic
equation with numerical values for its coefficients its, roots can now easily be determined using software such
as MATLAB. A frequency response criterion for assessing stability was developed by Nyquist, and this can be
extended for use with nonlinear systems. An early attempt at solving the nonlinear system stability problem
was presented by Aizermann. He conjectured that the autonomous nonlinear system, that is, with r = 0, of
Figure 11.57 would be stable for any nonlinearity lying within a sector defined by lines of slope k; and k,
(ky > ky), if the linear system were stable for a gain K replacing the nonlinearity, with k, <K <k;. This is
incorrect, as, for example, it may possess a limit cycle, which is a periodic motion, but its response cannot go
unbounded.

The first work on the stability of nonlinear systems was by Lyapunov, and since that time there have been
many attempts to determine necessary and sufficient conditions for the stability of the autonomous feedback
system. Because frequency response methods play a major role in classical control, there has been much
research on finding frequency domain conditions for stability. Several results have been found that give
sufficient, but not necessary, conditions for stability. They use limited information about the nonlinearity,
n(x), typically its sector bounds, like the Aizermann conjecture, or the sector bounds of its slope. The
nonlinearity n(x) has sector bounds (k;, k;), that is, it is confined between the straight lines k;x and kx if
kx® <xn(x) <kyx* for all x. Similarly it has slope bounds (ki/, k) if k,/'x*<xn'(x) <k,'x*, where
n'(x) = dn(x)/dx.

Three results are briefly mentioned as they allow easy comparisons with those given by the describing
function method mentioned later. The first, the Popov criterion, states that a sufficient condition for the
autonomous system of Figure 11.57 to be stable if G(s), equal to G.(s)G(s), is stable and G(o0) > —k~ ! is that
a real number q > 0 can be found such that for all ®

Re[(1 + joq)G(jw)] + k' >0

where the nonlinearity n(x) lies in the sector (0, k). The theorem has the simple graphical interpretation
shown in Figure 11.58, where for the system to be stable a line of slope g~' can be drawn through the point
—k™" so that the Popov locus G*(jow) lies to the right of the line. The Popov locus is given by

4 Im
Stopeof
Popow line
q* ;
, Re

FIGURE 11.58 Graphical Interpretation of the Popov criterion.
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G (jw) = Re[G(jw)] + jo Im[G(je)]

The second, the circle criterion, can be obtained from the Popov criterion, but its validity, using different
analytical approaches, has been extended to cover the situation of a bounded input, r, to the system of
Figure 11.57. Satisfaction of the circle criterion guarantees that the autonomous system is absolutely stable and
the system with bounded input has a bounded output. The criterion uses the Nyquist locus, G(jw), and for
stability of the system of Figure 11.57 with n(x) in the sector (k;, k,) it is required that G(jw) for all real o has
the following properties. If the circle C has its diameter from —1/k; to —1/k, on the negative real axis of the
Nyquist diagram, then for (i) kik, <0, G(jw) should be entirely within C, (ii) if k1k, >0, G(jw) should lie
entirely outside and not encircle C, and (iii) if k; = 0 or k, = 0, G(jw) lies entirely to the right of —1/k, or to
the left of —1/k;. The situation for stability in case (ii) is shown in Figure 11.59. Note that Aizermann’s
conjecture just “uses” the diameter of the circle.

The third result is for a monotonic nonlinearity with slope bounds (k,’, k,’) and k,’k,’ > 0 for which an off-
axis circle criterion exists. This states that the autonomous system of Figure 11.57 with a nonlinearity
satisfying the aforementioned conditions will be absolutely stable if the Nyquist locus of a stable transfer
function does not encircle any circle centered off the real axis and which intercepts it at (—1/k,’, —1/k;’).

There are two viewpoints on the above absolute stability criteria. First are those of the engineer, who may
argue that the criteria produce results that are too conservative if one wishes to apply them to a specific system
with a well-defined nonlinearity, so that much more is known about it than its sector bounds. Second are those
of the theoretician, who may argue that the results are very robust in the sense that they guarantee stability for
a system with a poorly defined nonlinearity, that is, any nonlinearity satisfying certain sector properties.

Since Figure 11.57 may be regarded as the structure of many simple nonlinear feedback control loops, it is
relevant to discuss further its possible forms of behavior. In doing so it will be assumed that any nonlinearity
and any linear transfer function can exist in the appropriate blocks, but the form they must take so that the
loop has one of the specific properties mentioned will not be discussed. As mentioned previously,
the performance of the system, even for a specific type of input, will depend upon the amplitude of the input.
If the autonomous system, that is, the system with no input, is released from several initial states, then the
resulting behavior may be appreciably different for each state. In particular, instead of reaching a stationary
equilibrium point, the system may move from some initial conditions into a limit cycle, a continuous

-1/k,
/ /—\

-1k, fo

G ,(jo)

G, (jw)

FIGURE 11.59 Circle criterion and stability.
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oscillation that can be reached from several possible initial conditions. This behavior is distinct from an
oscillation in an idealized linear system, which can be obtained by adjusting the gain K so that the
characteristic equation has two purely imaginary roots, since the amplitude of this oscillation depends upon
the initial energy input to the system. A limit cycle is a periodic motion, but its waveform may be significantly
different from the sinusoid of an oscillation. The autonomous nonlinear system, as mentioned earlier, may
also have a chaotic motion, a motion that is repeatable from given initial conditions, but that exhibits no easily
describable mathematical form, is not periodic, and exhibits a spectrum of frequency components.

If a sinusoidal input is applied to the system, the output may be of the same frequency but will also contain
harmonics or other components related to the input frequency. This output too, for certain frequencies and
amplitudes of the input, may not be unique but have an amplitude dependent upon the past history of the
input or the initial conditions of the system, the so-called jump phenomena in the frequency response. The
sinusoidal input may also cause the system to oscillate at a related frequency so that the largest frequency
component in the output is not the same as that of the input, which is known as a subharmonic oscillation.
Also if, for example, the autonomous system had a limit cycle, then the addition of a sinusoidal input could
cause the limit cycle frequency to change or cause synchronization of the limit cycle frequency with the input
frequency or one of its harmonics.

In many instances the phenomena just mentioned are undesirable in a control system, so that one needs
techniques to ensure that they do not exist. Control systems must be designed to meet specific performance
objectives, and to do this one is required to design a control law that is implemented based on measurements
or estimates of the system states, or by simple operations on the system, typically the error, signals. Many
systems can be made to operate satisfactorily with the addition of a simple controller, G.(s), shown in
Figure 11.57. Typical performance criteria, which the system may be required to meet, are that it be stable,
have zero steady-state error and a good response to a step input, suitably reject disturbances, and be robust to
parameter variations. Although one reason for using feedback control is to reduce sensitivity to parameter
changes, specific design techniques can be used to ensure that the system is more robust to any parameter
changes. If the process to be controlled is strongly nonlinear, then a nonlinear controller will have to be used if
it is required to have essentially the same step response performance for different input step amplitudes. Some
control systems, for example, simple temperature control systems, may work in a limit cycle mode, so that in
these instances the designer is required to ensure that the frequency and amplitude variations of the controlled
temperature are within the required specifications.

The Describing-Function Method

The describing-function method, abbreviated as DF, was developed in several countries in the 1940s
[Atherton, 1982], to try and determine why limit cycles occurred in control systems. It was observed that, in
many instances with structures such as Figure 11.57, the wave form of the oscillation at the input to the
nonlinearity was almost sinusoidal. If, for example, the nonlinearity in Figure 11.57 is an ideal relay, that is has
an on-off characteristic, so that an odd symmetrical input wave form will produce a square wave at its output,
the output of G(s) will be almost sinusoidal when G(s) is a low pass filter that attenuates the higher harmonics
in the square wave much more than the fundamental. It was, therefore, proposed that the nonlinearity should
be represented by its gain to a sinusoid and that the conditions for sustaining a sinusoidal limit cycle be
evaluated to assess the stability of the feedback loop. Because of the nonlinearity, this gain in response to a
sinusoid is a function of the amplitude of the sinusoid and is known as the describing function. Because
describing-function methods can be used other than for a single sinusoidal input, the technique is referred to
as the single sinusoidal DF or sinusoidal DFE.

If we assume in Figure 11.57 that x(t) = a cos £, where ¢ = ot and n(x) is a symmetrical odd nonlinearity,
then the output y(¢) will be given by the Fourier series,

y(0) = Z a, cos nf + b, sin no, (11.112)

n=0
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where
a, =0, (11.113)
21
a, = (l/n)J y(0) cos 6 do, (11.114)
0
and
27
b, = (l/n)J y(0) sin 0 d6. (11.115)
0

The fundamental output from the nonlinearity is a; cos ¢ + b, sin 6, so that the describing function, DF,
defined as the fundamental output divided by the input amplitude, is complex and given by

N(a) = (a, — jb,)/a (11.116)
which may be written
N(a) = N,(a) + jN,(a) (11.117)
where
Ny(a)=a,/a and N, (a)=—b,/a. (11.118)
Alternatively, in polar coordinates,
N(a) = M(a)e® (11.119)
where
M(a) = (a; +b7)*/a
and

¥(a) = —tan”'(by /a,). (11.120)

If n(x) is single valued, then b, = 0 and
/2
a; = (4/H)J y(0) cos 0 dO (11.121)
0
giving

/2
N(a) = a,/a = (4/amn) Jo y(0) cos 0 dO (11.122)
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Although Equation (11.114) and Equation (11.115) are an obvious approach to evaluating the fundamental
output of a nonlinearity, they are indirect, because one must first determine the output wave form y(0) from
the known nonlinear characteristic and sinusoidal input wave form. This is avoided if the substitution § =
cos '(x/a) is made. After some simple manipulations,

a, = (4/a) JZ X1, (x)p(x)dx (11.123)

and

b, = (4/an) J: n,(x)dx (11.124)
The function p(x) is the amplitude probability density function of the input sinusoidal signal given by
plx) = (l/n)(a2 —x»)72, (11.125)
The nonlinear characteristics 7,(x) and n,(x), called the inphase and quadrature nonlinearities, are defined by
n,(x) = [m(x) + ny(x)] /2 (11.126)
and
n,(x) = [ny(x) — n,(x)]/2 (11.127)

where 7;(x) and n,(x) are the portions of a double-valued characteristic traversed by the input for x >0
and x <0, respectively. When the nonlinear characteristic is single-valued, 1n,(x) = n,(x), so n,(x) = n(x)
and n,(x) = 0. Integrating Equation (11.123) by parts yields

1/2

a; = (4/m)n(0") + (4/an) J: n’(x)(a2 - xz) dx (11.128)

where n'(x) = dn(x)/dx and n(0") = lime_oon(e), a useful alternative expression for evaluating a;.
An additional advantage of using Equation (11.123) and Equation (11.124) is that they yield proofs of some
properties of the DF for symmetrical odd nonlinearities. These include the following:

1. For a double-valued nonlinearity, the quadrature component Ny(a) is proportional to the area of the
nonlinearity loop, that is,

Ny(a) = —(l/azn)(area of nonlinearity loop) (11.129)

2. For two single-valued nonlinearities r,(x) and ng(x), with n,(x) < npg(x) for all 0 < x < b, Ny(a) <
Npg(a) for input amplitudes less than b.

3. For a single-valued nonlinearity with k;x < n(x) < kyx for all 0 < x < b, k; < N(a) < k, for input
amplitudes less than b. This is the sector property of the DF; a similar result can be obtained for a
double-valued nonlinearity [Cook, 1973].

When the nonlinearity is single valued, from the properties of Fourier series, the DF, N(a), may also be defined as:

1. The variable gain, K, having the same sinusoidal input as the nonlinearity, which minimizes the mean
squared value of the error between the output from the nonlinearity and that from the variable gain, and
2. The covariance of the input sinusoid and the nonlinearity output divided by the variance of the input
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Evaluation of the Describing Function
To illustrate the evaluation of the DF two simple examples are considered.

Saturation Nonlinearity

To calculate the DF, the input can alternatively be taken as a sin € For an ideal saturation characteristic, the
nonlinearity output wave form y(6) is as shown in Figure 11.60. Because of the symmetry of the nonlinearity,
the fundamental of the output can be evaluated from the integral over a quarter period so that

4 /2
N() = —J y(6) sin 0 d0,
arn )o

which, for a > J, gives

4 o /2
N(a) = — J masin® 0 dO —I—J md sin 0 dO

an 0 o

where a = sin™' d/a. Evaluation of the integrals gives
o sin 20
N(a) = (4m/7) 3~ + 0 cos a
which, on substituting for J, give the result
N(a) = (m/m)(20 + sin 2a). (11.130)

Because, for a < J, the characteristic is linear giving N(a) = m, the DF for ideal saturation is mN,(d/a) where

fora < 0, and

11
Ns(é/a)—{(l/n)[za_i_sin 2l sy (11.131)

where a = sin™ d/a.
Alternatively, one can evaluate N(a) from Equation (11.128), yielding

5
N(a) =a,/a = (4/a27rj m(a® —xz)l/z)dx.
0

md

slope m

—_ - — 4

FIGURE 11.60 Saturation nonlinearity.
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Using the substitution x = a sin 6,
o
N(a) = (4m/7t)J cos” 0 d0 = (m/m)(20 + sin 2¢)
0

as before.

Relay with Dead Zone and Hysteresis

The characteristic is shown in Figure 11.61 together with the corresponding input, assumed equal to a cos 6,
and the corresponding output wave form. Using Equation (11.114) and Equation (11.115) over the interval
—n/2 to m/2 and assuming that the input amplitude a is greater than 6+A,

B
a, = (2/7‘CJ h cos 6 dH)

= (2h/7)(sin f + sina),
where & = cos™'[(d = A)/a] and § = cos '[(d + A)/a], and

B
b, =(2/n)J' h sin 6 d6

RV e A)) = 4hA/am.
a a

= (=2h/m)(

Thus

N(a) = %{[az — 5+ A)2]1/2+[a2 —(6— A)z]m} —];LRA (11.132)

For the alternative approach, one must first obtain the in-phase and quadrature nonlinearities shown in
Figure 11.62. Using Equation (11.123) and Equation (11.124),

ht
-ni2 n/2 X
v W —a 0 B ' 6
\_—1!/2 v= 6-A
0> w=08+4A
<m2 -
0

FIGURE 11.61 Relay with dead zone and hysteresis.
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md

slope m

FIGURE 11.62 Function n,(x) and n.(x) for the relay of Figure 11.61.

o+A a
a, = (4/a) Jé—A x(h/2)p(x)dx + J . xhp(x)dx,

o+
_ i_:{[ RN e A)Z]l/z},

and

0+A
by = (4/ an)J (h/2)dx = 4hA/an = (Area of nonlinearity loop)/an
d-A

as before.

The DF of two nonlinearities in parallel equals the sum of their individual DFs, a result very useful for
determining DFs, particularly of linear segmented characteristics with multiple break points. Several
procedures [Atherton, 1982] are available for approximating the DF of a given nonlinearity either by
numerical integration or by evaluating the DF of an approximating nonlinear characteristic defined, for
example, by a quantized characteristic, linear segmented characteristic, or Fourier series. Table 11.3 gives a list
of DFs for some commonly used approximations of nonlinear elements. Several of the results are in terms of
the DF for an ideal saturation characteristic of unit slope, N,(/a), defined in Equation (11.131).

Limit Cycles and Stability

To investigate the possibility of limit cycles in the autonomous closed-loop system of Figure 11.57, the input to
the nonlinearity n(x) is assumed to be a sinusoid so that it can be replaced by the amplitude-dependent DF
gain N(a). The open-loop gain to a sinusoid is thus N(a)G(jw) and, therefore, a limit cycle exists if

N(a)G(jw) = -1 (11.133)

where G(jo) = G (jw)G;(jw). As, in general, G(jw) is a complex function of w and N(a) is a complex function
of a, solving Equation (11.133) will yield both the frequency @ and amplitude a of a possible limit cycle.

A common procedure to examine solutions of Equation (11.132) is to use a Nyquist diagram, where the G(jw)
and C(a) = -1/N(a) loci are plotted as in Figure 11.63, where they are shown intersecting for a = a, and
@ = ®,. The DF method indicates therefore that the system has a limit cycle with the input sinusoid to the
nonlinearity, x, equal to g, sin (wot + ¢), where ¢ depends on the initial conditions. When the G(jw) and C(a)
loci do not intersect, the DF method predicts that no limit cycle will exist if the Nyquist stability criterion is
satisfied for G(jw) with respect to any point on the C(a) locus. Obviously, if the nonlinearity has unit gain for
small inputs, the point (-1, jo) will lie on C(a) and may be used as the critical point, analogous to a linear system.
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TABLE 11.3  DFs of Single-Valued Nonlinearities

11-83

General quantizer

Uniform quantizer
hl = h) =+ H
b, =(2m—1)é/2

Relay with dead zone

i

]

Ideal relay

-

General piecewise linear

Ideal saturation

Wi

Dead zone

A

Gain changing nonlincarity

"
" ouly

B

Saturation with dead zone

a<o,
Oppy1>a> 0y

a<d

CM+1)0>a>Q2M—-1)0

n=_2m-1)/2
a<o
a<o

a<d,
Oprpy1>a> 0y

Ny =0
Np = (4/a2n) ﬁ h (a2 -3 )1/2
p= P m m
Np=0
o= (a/an) 3 (= 5?) "
m=1
Ny =0

Np = 4h(a®=6%)"?Ja*n

= 4h/an

Np = (4h/an) +m

Np = (4h/an) + m,
Np = (4h/am) + my,,

+ ; (mj - mj+1)N5(<5j/a)

Np = mN,(6/a)

Np = m[1—N(d/a)]

[, = (my —my)Ny(6/a) + m,
N, = mIN,(0,/a) — Ny(3, /)]

N, = —=mNy(6,/a) + (m; — my)Ny(S,/a) + m,
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TABLE 11.3  (Continued)

a<d N,=0

a>s N, = [4h(a® = 6*)'/? Jayn] + m — mN,(3/a)

a<o N, =m

a>o N, = (m; —my)N,(8/a) + m, + 4h(a® — )" Ja*n
h a<d N, = 4h/an

a>9o N, =4h/[a—(az—52)1/2]/a2n

3

Limited ficld of view
N, = (my + my)Ny(8/a) — myN,[(my + m,)0/m,al

a<d Np = m
- a>o N, = mN(8/a) — 4m,5(a® — 5*)'% Ja*n
" ) ) N — T(m + 1)a™!
y=x m> —2I is the gamma function b = 27T + m)/2]T[A + m)/2]

_ 2 Tl(m+2)2]a™"
o T[m+3)/2]

For a stable case, it is possible to use the gain and phase margin to judge the relative stability of the system.
However, a gain and phase margin can be found for every amplitude a on the C(a) locus, so it is usually
appropriate to use the minimum values of the quantities [Atherton, 1982]. When the nonlinear block includes
dynamics so that its response is both amplitude and frequency dependent, that is N(a, ®), then a limit cycle

Re

FIGURE 11.63 Nyquist plot showing solution for a limit cycle.
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will exist if
G(jw) = =1/N(a, w) = C(a, w). (11.134)

To check for possible solutions of this equation, a family of C(a, w) loci, usually as functions of a for fixed
values of w, is drawn on the Nyquist diagram.

An additional point of interest is whether, when a solution to Equation (11.132) exists, the predicted limit
cycle is stable. When there is only one intersection point, the stability of the limit cycle can be found using the
Loeb criterion, which states that if the Nyquist stability criterion indicates instability (stability) for the point on
C(a) with a < a4 and stability (instability) for the point on C(a) with a > a,, the limit cycle is stable (unstable).

When multiple solutions exist, the situation is more complicated and the criterion above is a necessary but
not sufficient result for the stability of the limit cycle [Choudhury and Atherton, 1974].

Normally in these cases, the stability of the limit cycle can be ascertained by examining the roots of the
characteristic equation

1+ N;,(a)G(s) = 0 (11.135)

where Nj,(a) is known as the incremental describing function (IDF). Nj(a) for a single-valued nonlinearity
can be evaluated from

a

N;,(a) = J # (x)p(x)dx (11.136)

where n'(x) and p(x) are as previously defined. Ni,(a) is related to N(a) by the equation
N;,(a) = N(a) + (a/2)dN(a)/da. (11.137)

Thus, for example, for an ideal relay, making 6 = A = 0 in Equation (11.132) gives N(a) = 4h/an, also
found directly from Equation (11.128), and, substituting this value in Equation (11.137) yields N;,(a) = 2h/
an. Some examples of feedback system analysis using the DF follow.

Autotuning in Process Control

In 1943 Ziegler and Nichols [1943] suggested a technique for tuning the parameters of a PID controller.
Their method was based on testing the plant in a closed loop with the PID controller in the proportional
mode. The proportional gain was increased until the loop started to oscillate, and then the value of gain and
the oscillation frequency were measured. Formulae were given for setting the controller parameters based on
the gain named the critical gain, K,, and the frequency called the critical frequency, w..

Assuming that the plant has a linear transfer function G;(s), then K is its gain margin and o, the frequency
at which its phase shift is 180°. Performing this test in practice may prove difficult. If the plant has a linear
transfer function and the gain is adjusted too quickly, a large amplitude oscillation may start to build up.
In 1984 Astrom and Hagglund [1984] suggested replacing the proportional control by a relay element to
control the amplitude of the oscillation. Consider therefore the feedback loop of Figure 11.57 with n(x) an
ideal relay, G.(s) = 1, and the plant with a transfer function G;(s) = 10/(s + 1)°. The C(a) locus, —1/N(a)
= —amn/4h, and the Nyquist locus G(jw) in Figure 11.64 intersect. The values of a and w at the intersection can
be calculated from

10

—an/4h = ——
/ (1 +jo)’

(11.138)

which can be written
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FIGURE 11.64 Nyquist plot 10/(s + 1) and C(a) loci for A = 0 and 4h/=.

10 o
Argl ————= ] =180", and (11.139)
(1+ jo)

an 10

—_= 11.14
B (110 (11.140)

The solution for w, from Equation (11.139) is tan”! 0, = 60°, giving w, = /3. Because the DF solution is

approximate, the actual measured frequency of oscillation will differ from this value by an amount that will be
smaller the closer the oscillation is to a sinusoid. The exact frequency of oscillation in this case will be 1.708
rads/s in error by a relatively small amount. For a square wave input to the plant at this frequency, the plant
output signal will be distorted by a small percentage. The distortion, d, is defined by

d=

M.S. value of signal — M..S. value of fundamental harmonic 172
(11.141)

M.S. value of fundamental harmonic

Solving Equation (11.140) gives the amplitude of oscillation a as 5h/n. The gain through the relay is N(a)
equal to the critical gain K. In the practical situation where a is measured, K. equal to 4h/an, should be close
to the known value of 0.8 for this transfer function.

If the relay has an hysteresis of A, then with 6 = 0 in Equation (11.132) gives

ah(a® = A»'? ahA

a*n Ly

N(a) =

from which
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el N SR
C@ = 3 = 4h[(a A’) +7A].

Thus on the Nyquist plot, C(a) is a line parallel to the real axis at a distance 7Ad/4h below it, as shown in
Figure 11.64 for A = land h = n/4, giving C(a) = —(a*—1)"? —j. If the same transfer function is used for
the plant, then the limit cycle solution is given by

/2, 10
—(az—l) = (11.142)
(1 +jo)
where ® = 1.266, which compares with an exact solution value of 1.254, and a = 1.91. For the oscillation

with the ideal relay, Equation (11.135) with N;,(a) = 2h/an shows that the limit cycle is stable. This agrees
with the perturbation approach, which also shows that the limit cycle is stable when the relay has hysteresis.

Feedback Loop with a Relay with Dead Zone

For this example the feedback loop of Figure 11.57 is considered with n(x) a relay with dead zone and G(s) =
2/s(s + 1)* From Equation (11.132) with A = 0, the DF for this relay, given by

N(a) = 4h(a2 - 52)1/2/6127[ for a>d. (11.143)

is real because the nonlinearity is single valued. A graph of N(a) against a is in Figure 11.65, and shows that
N(a) starts at zero, when a = J, increases to a maximum, with a value of 2h/d at a = d+/2, and then
decreases toward zero for larger inputs. The C(a) locus, shown in Figure 11.66, lies on the negative real axis
starting at —oo and returning there after reaching a maximum value of —nd/2h. The given transfer function
G(j) crosses the negative real axis, as shown in Figure 11.66, at a frequency of tan™ @ = 45°, thatis,» = 1
rad/s and, therefore, cuts the C(a) locus twice. The two possible limit cycle amplitudes at this frequency can be
found by solving

61277.'

" =1
ah(a? — 52)'

which givesa = 1.04 and 3.86 for 6 = 1 and h = =. Using the perturbation method or the IDF criterion,
the smaller amplitude limit cycle is unstable and the larger one is stable. If a condition similar to the lower
amplitude limit cycle is excited in the system, an oscillation will build up and stabilize at the higher amplitude
limit cycle.

n(x) N(a)

FIGURE 11.65 N(a) for ideal relay with dead zone.
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FIGURE 11.66 Two limit cycles: a;, unstable; a,, stable.

Other techniques show that the exact frequencies of the limit cycles for the smaller and larger amplitudes
are 0.709 and 0.989, respectively. Although the transfer function is a good low-pass filter, the frequency of the
smaller amplitude limit cycle is not predicted accurately because the output from the relay, a wave form with
narrow pulses, is highly distorted.

If the transfer function of G(s) is K/s(s + 1), then no limit cycle will exist in the feedback loop, and it will
be stable if

K - nd
o1+ o) |w=1 2k’

that is, K<nd/h. If 6 = 1 and h = n, K <1, which may be compared with the exact result for stability of
K <0.96.

Stability and Accuracy

Because the DF method is an approximate procedure, it is desirable to judge its accuracy. Predicting that a
system will be stable, when in practice it is not, may have unfortunate consequences. Many attempts have been
made to solve this problem, but those obtained are difficult to apply or produce too conservative results [Mees
and Bergen, 1975].

Since as mentioned previously the DF for a nonlinearity in a sector is the diameter of the circle of the circle
criterion, then for a limit cycle in the system of Figure 11.57, errors in the DF method relate to its inability to
predict a phase shift, which the fundamental harmonic may experience in passing through the nonlinearity,
rather than an incorrect magnitude of the gain. When the input to a single-valued nonlinearity is a sinusoid
together with some of its harmonics, the fundamental output is not necessarily in phase with the fundamental
input, that is, the fundamental gain has a phase shift. The actual phase shift varies with the harmonic content
of the input signal in a complex manner, because the phase shift depends on the amplitudes and phases of the
individual input components.

From an engineering viewpoint one can judge the accuracy of DF results by estimating the distortion, d, in the
input to the nonlinearity. This is straightforward when a limit-cycle solution is given by the DF method; the loop
may be considered opened at the nonlinearity input, the sinusoidal signal corresponding to the DF solution can
be applied to the nonlinearity, and the harmonic content of the signal fed back to the nonlinearity input can be
calculated. Experience indicates that the percentage accuracy of the DF method in predicting the fundamental
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amplitude and frequency of the limit cycle is less than the percentage distortion in the fedback signal. As
mentioned previously, the DF method may incorrectly predict stability. To investigate this problem, the
procedure above can be used again, by taking, as the nonlinearity input, a sinusoid with amplitude and frequency
corresponding to values of those parameters where the phase margin is small. If the calculated feedback distortion
is high, say greater than 2% per degree of phase margin, the DF result should not be relied on.

The limit-cycle amplitude predicted by the DF is an approximation to the fundamental harmonic. The
accuracy of this prediction cannot be assessed by using the peak value of the limit cycle to estimate an
equivalent sinusoid. It is possible to estimate the limit cycle more accurately by balancing more harmonics,
as mentioned earlier. Although this is difficult algebraically other than with loops whose nonlinearity is
mathematically simply described, for example a cubic, software is available for this purpose [McNamara and
Atherton, 1987]. The procedure involves solving sets of nonlinear algebraic equations, but good starting
guesses can usually be obtained for the magnitudes and phases of the other harmonic components from the
wave form that is fed back to the nonlinearity, assuming its input is the DF solution.

Compensator Design

Although the design specifications for a control system are often in terms of step-response behavior, frequency
domain design methods rely on the premise that the correlation between the frequency and a step response
yields a less oscillatory step response if the gain and phase margins are increased. Therefore the design of a
suitable linear compensator for the system of Figure 11.57, using the DF method, is usually done by selecting
for example a lead network to provide adequate gain and phase margins for all amplitudes. This approach may
be used in example 2 of the previous section, where a phase lead network could be added to stabilize the
system, say for a gain of 1.5, for which it is unstable without compensation. Other approaches are the use of
additional feedback signals or modification of the nonlinearity n(x) directly or indirectly [Atherton, 1982;
Gelb and van der Velde, 1968].

When the plant is nonlinear, its frequency response also depends on the input sinusoidal amplitude repre-
sented as G (jw, a). In recent years several approaches [Nanka-Bruce and Atherton, 1990; Taylor and Strobel,
1984] use the DF method to design a nonlinear compensator for the plant, with the objective of closed-loop
performance approximately independent of the input amplitude.

Closed-Loop Frequency Response

When the closed-loop system of Figure 11.57 has a sinusoidal input r(tf) = R sin(wt + 0), it is possible to
evaluate the closed-loop frequency response using the DE If the feedback loop has no limit cycle when r(t) =

0 and, in addition, the sinusoidal input 7(¢) does not induce a limit cycle, then, provided that G.(s)G,(s) gives
good filtering, x(¢), the nonlinearity input, almost equals the sinusoid a sin wt. Balancing the components of
frequency  around the loop,

gRsin(wt + 0_¢,) — ag g M(a)

. . (11.144)

sinfwr + ¢ + ¢, + Y(a)] = a sinwt
where G, (jw) = g. ¢*and G,(jo) = g e’®. In principle Equation (11.144), which can be written as two
nonlinear algebraic equations, can be solved for the two unknowns a and 6, and the fundamental output signal
can then be found from

c(t) = aM(a)g, sin[wt + ¥(a) + ¢] (11.145)

to obtain the closed-loop frequency for R and w.

Various graphical procedures have been proposed for solving the two nonlinear algebraic equations
resulting from Equation (11.144) [Levinson, 1953; Singh, 1965; West and Douce, 1954]. If the system is lightly
damped, the nonlinear equations may have more than one solution, indicating that the frequency response of
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the system has a jump resonance. This phenomenon of a nonlinear system has been studied by many authors,
both theoretically and practically [Lamba and Kavanagh, 1971; West and Douce, 1954].

The Phase-Plane Method

The phase-plane method was the first method used by control engineers for studying the effects of nonlinearity
in feedback systems. The technique, which can only be used for systems with second-order models, was
examined and further developed for control engineering purposes for several major reasons:

1. The phase-plane approach has been used for several studies of second-order nonlinear differential
equations arising in fields such as planetary motion, nonlinear mechanics, and oscillations in vacuum
tube circuits.

2. Many of the control systems of interest, such as servomechanisms, could be approximated by second-
order nonlinear differential equations.

3. The phase plane was particularly appropriate for dealing with nonlinearities with linear segmented
characteristics that were good approximations for the nonlinear phenomena encountered in control
systems.

The next section considers the basic aspects of the phase-plane approach, but later concentration is focused
on control engineering applications, where the nonlinear effects are approximated by linear segmented nonlin-
earities.

Background

Early analytical work [Andronov et al., 1966] on second-order models assumed the equations

X1 = P(xy,x,
. (41, %) (11.146)
X = Q(xlyxz)
for two first-order nonlinear differential equations. Equilibrium, or singular points, occur when
5C1 = 5(:2 =0
and the slope of any solution curve, or trajectory, in the x; — x, state plane is
dx, X Q(x1>x2)
— = =" (11.147)
dx; % P(x,x))
A second-order nonlinear differential equation representing a control system can be written
5é+f(x,5c):0 (11.148)
If this is rearranged as two first-order equations, choosing the phase variables as the state variables, that is
X = X, X, = X, then Equation (11.148) can be written as
561 = jCz jCZ = _f(xl,xZ) (11149)

which is a special case of Equation (11.147). A variety of procedures have been proposed for sketching state
(phase) plane trajectories for Equation (11.147) and Equation (11.149). A complete plot showing trajectory
motions throughout the entire state (phase) plane is known as a state (phase) portrait. Knowledge of these
methods, despite the improvements in computation since they were originally proposed, can be particularly
helpful for obtaining an appreciation of the system behavior. When simulation studies are undertaken,
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phase-plane graphs are easily obtained, and they are often more helpful for understanding the system behavior
than displays of the variables x;, and x, against time.

Many investigations using the phase-plane technique were concerned with the possibility of limit cycles in
the nonlinear differential equations When a limit cycle exists, this results in a closed trajectory in the phase
plane. Typical of such investigations was the work of Van der Pol, who considered the equation

x—u(1—x2)x+x:0 (11.150)
where u is a positive constant. The phase-plane form of this equation can be written as

5(?1 =X

. 2
X2 =—f(x1,x2)=,u(1—x1)x2—x1 (11.151)
The slope of a trajectory in the phase plane is

%:’3=—“(1_’%)x2_’€1 (11.152)
dx;, x; oy
and this is only singular (that is, at an equilibrium point) when the right-hand side of Equation (11.152) is
0/0, that is, x; = x, = 0.

The form of this singular point, which is obtained from linearization of the equation at the origin, depends
upon u being an unstable focus for ¢ < 2 and an unstable node for ;1 > 2. All phase-plane trajectories have a
slope of r when they intersect the curve

rx, = u(l —xf)xz - X (11.153)

One way of sketching phase-plane behavior is to draw a set of curves given for various values of r by Equation
(11.153) and marking the trajectory slope r on the curves. This procedure is known as the method of isoclines
and has been used to obtain the limit cycles shown in Figure 11.67 for the Van der Pol equation with ¢ = 0.2
and 4.

Piecewise Linear Characteristics

When the nonlinear elements occurring in a second-order model can be approximated by linear segmented
characteristics, then the phase-plane approach is usually easy to use because the nonlinearities divide the phase
plane into various regions within which the motion may be described by different linear second-order
equations [Atherton, 1982]. The procedure is illustrated by the simple relay system in Figure 11.68.

The block diagram represents an “ideal” relay position control system with velocity feedback. The plant is a
double integrator, ignoring viscous (linear) friction, hysteresis in the relay, or backlash in the gearing. If the
system output is denoted by x; and its derivative by x,, then the relay switches when —x;—x, = =1; the
equations of the dotted lines are marked switching lines on Figure 11.69.

Because the relay output provides constant values of =2 and 0 to the double integrator plant, if we denote
the constant value by A, then the state equations for the motion are

X =X
. (11.154)
X =h
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which can be solved to give the phase-plane equation
X3 — x50 = 2h(x; — xy0) (11.155)

which is a parabola for & finite and the straight line x, = x5 for h = 0, where x,, and x4 are the initial
values of x, and x;. Similarly, more complex equations can be derived for other second-order transfer
functions. Using Equation (11.155) with the appropriate values of 4 for the three regions in the phase plane,
the step response for an input of 4.6 units can be obtained as shown in Figure 11.69.

(ayp=02

®) 1 =5.0

FIGURE 11.67 Phase portraits of the Van der Pol equation for different values of p.
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FIGURE 11.68 Relay system.
In the step response, when the trajectory meets the switching line x; + x, = -1 for the second time,

trajectory motions at both sides of the line are directed towards it, resulting in a sliding motion down the
switching line. Completing the phase portrait by drawing responses from other initial conditions shows that
the autonomous system is stable and also that all responses will finally slide down a switching line to
equilibrium at x; = =*1.

An advantage of the phase-plane method is that it can be used for systems with more than one nonlinearity
and for those situations where parameters change as functions of the phase variables. For example, Figure 11.70
shows the block diagram of an approximate model of a servomechanism with nonlinear effects due to torque
saturation and Coulomb friction.

The differential equation of motion in phase variable form is

%, = fi(—x;) — (1/2) sgn x, (11.156)

where f; denotes the saturation nonlinearity and sgn the signum function, which is +1 for x, > 0 and -1 for
%, < 0. There are six linear differential equations describing the motion in different regions of the phase plane.
For x, positive, Equation (11.156) can be written

%+ fi(x))+1/2=0
so that for

(a) x,+ve, x; < —2, we have %, = x,,%, = 3/2, a parabola in the phase plane
(b) x,+velx;| <2, we have %, = x,,%, +x, +1/2=0

1 Sliding

h Cox
A

. 1

-
7 .
>
A

A . n .

N Switching line

Ay

FIGURE 11.69 Phase plane for relay system.
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FIGURE 11.70 Block diagram of servomechanism.

(c) x,+ve, x, > 2, we have x| = x,,%, = —5/2, a parabola in the phase plane. Similarly for x, negative,
(d) x,—ve, x; — 2, we have x; = x,,%, = —5/2, a parabola in the phase plane

(e) xz—ve |x,] <2, we have %, = x,,%, + x;, —1/2 =0, a circle in the phase plane

(f) x,—ve,x; > 2, we have x| = x,,%, = —3/2, a parabola in the phase plane

Because all the phase-plane trajectories are described by simple mathematical expressions, it is straightforward
to calculate specific phase-plane trajectories.

Discussion

The phase-plane approach is useful for understanding the effects of nonlinearity in second-order systems,
particularly if it can be approximated by a linear segmented characteristic. Solutions for the trajectories with
other nonlinear characteristics may not be possible analytically, so that approximate sketching techniques were
used in early work on nonlinear control. These approaches are described in many books, for example,
[Blaquiere, 1966; Cosgriff, 1958; Cunningham, 1958; Gibson, 1963; Graham and McRuer, 1961; Hayashi, 1964;
Thaler and Pastel, 1962; West, 1960]. Although the trajectories are now easily obtained with modern
simulation techniques, knowledge of the topological aspects of the phase plane are still useful for interpreting
the responses in different regions of the phase plane and appreciating the system behavior.
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Further Information

Many control engineering textbooks contain material on nonlinear systems where the describing function is
discussed. The coverage, however, is usually restricted to the basic sinusoidal DF for determining limit cycles
in feedback systems. The basic DF method, which is one of quasilinearization, can be extended to cover other
signals, such as random signals, and also to cover multiple input signals to nonlinearities and in feedback
system analysis. The two books with the most comprehensive coverage of this are by Gelb and Van der Velde
[1968] and Atherton [1975]. In recent years there have been many new approaches developed for the analysis
and design of nonlinear systems, mainly based on state space methods. A good place for the interested reader
to start would be Levine and Dorf’s The Control Handbook, Boca Raton, FL: CRC Press, 1996.
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12.1 Introduction

“Navigation” is the determination of the position and velocity of a moving vehicle, on land, at sea, in the air,
or in space. The three components of position and the three components of velocity make up a six-component
state vector whose time variation fully describes the translational motion of the vehicle. With the advent of the
Global Positioning System (GPS), surveyors use the same sensors as navigators but achieve higher accuracy as
a result of longer periods of observation and more complex post-processing.

In the usual navigation system, the state vector is derived onboard, displayed to the crew, recorded on-
board, or transmitted to the ground. Navigation information is usually sent to other on-board subsystems, for
example to the waypoint steering, communication control, display, weapon-control, and electronic warfare
(emission detection and jamming) computers. Some navigation systems, called position-location systems,
measure a vehicle’s state vector using sensors on the ground or in another vehicle (Section 12.6). The external
sensors usually track passive radar returns or a transponder. Position-location systems usually supply
information to a dispatch or control center.

Traditionally, ship navigation included the art of pilotage: entering and leaving port, making use of wind and
tides, and knowing the coasts and sea conditions. However in modern usage, navigation is confined to the
measurement of the state vector. The handling of the vehicle is called conning for ships, flight control for
aircraft, and attitude control for spacecraft.

The term guidance has two meanings, both of which are different than navigation:

a. Steering toward a destination of known position from the vehicle’s present position. The steering
equations on a planet are derived from a plane triangle for nearby destinations or from a spherical
triangle for distant destinations.

b. Steering toward a destination without calculating the state vector explicitly. A guided vehicle hormes on
radio, infrared, or visual emissions. Guidance toward a moving target is usually of interest to military
tactical missiles in which a steering algorithm assures impact within the maneuver and fuel constraints
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FIGURE 12.1 Latitude-longitude-altitude coordinate frame. ¢ = geodetic latitude; OP is normal to the ellipsoid at B;
A= geodetic longitude; h = BP = altitude above reference ellipsoid = altitude above mean sea level.

of the interceptor. Guidance toward a fixed target involves beam-riding, as in the Instrument Landing
System, Section 12.5.

12.2 Coordinate Frames

Navigation is with respect to a coordinate frame of the designer’s choice. Short-range robots navigate with
respect to the local terrain or a building’s walls. For navigation over hundreds of kilometers (e.g., automobiles
and trucks), various map grids exist whose coordinates can be calculated from latitude-longitude. NATO land
vehicles use a Universal Transverse Mercator grid. Long-range aircraft and ships navigate relative to an Earth-
bound coordinate frame, the most common of which are (Figure 12.1):

a. Latitude-longitude-altitude. The most useful reference ellipsoid is described in [WGS-84, 1991].
b. Earth-centered rectangular (xyz).

Spacecraft in orbit around the Earth navigate with respect to an Earth-centered, inertially nonrotating
coordinate frame whose z-axis coincides with the polar axis of the Earth and whose x-axis lies along the
equator toward the first point of Aries. Interplanetary spacecraft navigate with respect to a Sun-centered,
inertially nonrotating coordinate frame whose z-axis is perpendicular to the ecliptic and whose x-axis points to
a convenient star [Battin, 1987].

12.3  Categories of Navigation

Navigation systems can be categorized as:

1. Absolute navigation systems that measure the state vector without regard to the path travelled by the
vehicle in the past. These are of two kinds:

 Radio systems (Section 12.5). They consist of a network of transmitters (sometimes transponders) on
the ground or in satellites. A vehicle detects the transmissions and computes its position relative to
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the known positions of the stations in the navigation coordinate frame. The vehicle’s velocity is
measured from the Doppler shift of the transmissions or from a sequence of position measurements.

« Celestial systems (Section 12.7). They measure the elevation and azimuth of celestial bodies relative to
the Earth’s level and true north. Electronic star sensors are used in special-purpose high-altitude
aircraft and in spacecraft. Manual celestial navigation was practiced at sea for millennia [Bowditch,
1995].

2. Dead-reckoning navigation systems that derive their state vector from a continuous series of
measurements beginning at a known initial position. There are two kinds, those that measure vehicle
heading and either speed or acceleration (Section 12.4) and those that measure emissions from
continuous-wave radio stations whose signals create ambiguous “lanes” (Section 12.5). Dead-reckoning
systems must be updated as errors accumulate and if electric power is lost.

3. Mapping navigation systems that observe and recognize images of the ground, profiles of altitude,
sequences of turns, or external features (Section 12.8). They compare their observations with a stored
data base.

12.4 Dead Reckoning

The simplest dead-reckoning systems measure vehicle heading and speed, resolve speed into the navigation
coordinates, then integrate to obtain position, Figure 12.2. The oldest heading sensor is the magnetic compass,
a magnetized needle or magnetometer, as shown in Figure 12.3. It measures the direction of the Earth’s
magnetic field to an accuracy of 2 degrees at a steady speed below 60-degrees magnetic latitude. The horizontal
component of the magnetic field points toward magnetic north. The angle from true to magnetic north is
called magnetic variation and is stored in the computers of modern vehicles as a function of position over the
region of anticipated travel [Quinn, 1996]. Magnetic deviations caused by iron in the vehicle can exceed
30 degrees and must be compensated in the navigation computer or, in older ships, by placing compensating
magnets near the compass [Bowditch, 1995].
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FIGURE 12.3 Circuit Board from three-axis digital magnetometer. A single-axis sensor chip and a two-axis sensor chip
are mounted orthogonally at the end opposite the connector. The sensor chips are magneto-resistive bridges with analog
outputs that are digitized on the board. (Photo courtesy of Honeywell, Copyright 2004.)

A more complex heading sensor is the gyrocompass, consisting of a spinning wheel whose axle is constrained
to the horizontal plane (often by a pendulous weight). The ships’ version points north, when properly
compensated for vehicle motion, and exhibits errors less than a degree. The aircraft version (more properly
called a directional gyroscope) holds any preset heading relative to Earth and drifts at 150 deg/hr or more.
Inexpensive gyroscopes (some built on silicon chips as vibrating beams with on-chip signal conditioning) are
often coupled to magnetic compasses to reduce maneuver-induced errors.

The simplest speed sensor is a wheel odometer on an automobile that generates electrical pulses. Ships use
a dynamic-pressure probe or an electric-field sensor that measures the speed of the hull through the
conductive water. Aircraft measure the dynamic pressure of the air stream from which they derive airspeed in
an air-data computer in order to calculate ground speed. The velocity of the wind or sea-current must be
vectorially added to that of the vehicle, as measured by a dynamic-pressure sensor (Figure 12.3). Hence,
unpredicted wind or water current will introduce an error into the dead-reckoning computation. These
sensors are insensitive to the component of airspeed or waterspeed normal to the sensor’s axis (leeway in a
ship, drift in an aircraft). A Doppler radar measures the frequency shift in radar returns from the ground or
water below the aircraft, from which speed is inferred. A Doppler sonar measures a ship’s speed relative to the
water layer or ocean floor from which the beam reflects. Multibeam Doppler radars or sonars can measure all
three components of the vehicle’s velocity. Doppler radars are widely used on military helicopters; Doppler
sonars in submarines.

The most accurate dead-reckoning system is an inertial navigator in which accelerometers measure the
vehicle’s acceleration while gyroscopes measure the orientation of the accelerometers. An onboard computer
resolves the accelerations into navigation coordinates and integrates them to obtain velocity and position. The
gyroscopes and accelerometers are mounted in either of two ways:

a. In servoed gimbals that angularly isolate them from rotations of the vehicle. The earliest inertial
navigators used gimbals. In the 2000s, only super-precise star trackers and naval navigators do so.

b. Fastened directly to the vehicle (strap-down), whereupon the sensors are exposed to the angular
rates and angular accelerations of the vehicle (Figure 12.4). In 2005, most inertial navigators are strap-
down.



Navigation Systems 12-5

FIGURE 12.4 GPS-inertial navigator. The inertial instruments are mounted at the rear with two laser gyroscopes and
electrical connectors visible. The input-output board is next from the rear; it includes MIL-STD-1553 and RS-422 buses.
The computer board is next closest to the observer, and the power supply is in front. Between is the single-board shielded
GPS receiver. Round connectors on the front are for signals and electric power. A battery is in the case behind the handle.
Weight 10 kg, power consumption 40 watts. This navigation set is used in many military aircraft and, without the GPS
receiver, in Airbus airliners. (Photo courtesy of Northrop-Grumman Corporation.)

Inertial-quality gyroscopes measure vehicle orientation within 0.1 degree for steering and pointing. Most
accelerometers consist of a gram-sized proof-mass that is mounted on flexure pivots. The newest
accelerometers, not yet of inertial grade, are etched into silicon chips. Older gyroscopes contained metal
wheels rotating in ball bearings or gas bearings. The newest gyroscopes are evacuated cavities or optical fibers
in which counter-rotating laser beams are compared in phase to measure the sensor’s angular velocity relative
to inertial space about an axis normal to the plane of the beams. Vibrating hemispheres and rotating, vibrating
bars are the basis of some navigation-quality gyroscopes (drift rates less than 0.1 deg/hr).

Fault-tolerant configurations of cleverly oriented redundant gyroscopes and accelerometers (typically four
to six of each) detect and correct sensor failures. Inertial navigators are used aboard naval ships, in long-range
airliners, in business jets, in most military fixed-wing aircraft, in space boosters and entry vehicles, in manned
spacecraft, in tanks, and on large mobile artillery pieces.

12.5 Radio Navigation

Scores of radio navigation aids have been invented, and many of them have been widely deployed, as
summarized in Table 12.1. The most precise is the Global Positioning System (GPS), a network of
29 (in 2005) satellites and 16 ground stations for monitoring and control. A vehicle derives its three-
dimensional position and velocity from one-way ranging signals at 1.575 GHz, received from four or more
satellites (military users also receive 1.227 GHz) [U.S. Air Force, 2000]. GPS offers better than 100-meter
ranging errors to civil users and 15-meter ranging errors to military users. Simple receivers were available
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TABLE 12.1 Approximate Number of World-Wide Radio Navigation Aids in 2005

Frequency Number of Users
Number
System Hz Band  of Stations Air Marine  Space Land
Omega 10-13 kHz VLF 0 0 0 0 0
Loran-C/Chaika 100 kHz LF 50 120,000 600,000 0 25,000
Decca 70-130 kHz LF 0 0 0 0 0
Beacons* 200-1600 kHz MF 4000 130,000 500,000 0 0
Instrument Landing 108-112 MHz VHF 2000 200,000 0 0 0
System (ILS)*
329-335 MHz UHF
VOR* 108-118 MHz VHEF 2000 200,000 0 0 0
SARSAT/COSPAS 121.5 MHz VHF 5 satellites 200,000 200,000 0 10°
243, 406 MHz UHF
Transit 150, 400 MHz VHF Network 0 0 0 0
PLRS 420-450 MHz UHF None 0 0 0 2,000
Russian Indentification 675 MHz UHF 300 10,000 0 0 0
Friend or Foe (IFF)
JTIDS 960-1213 MHz L Network 500 0 0 0
DME* 962-1213 MHz L 1500 200,000 0 3 0
Tacan 962-1213 MHz L 1000 15,000 0 3 0
Secondary Surveillance 1030, 1090 MHz L 1000 250,000 0 0 0
Radar (SSR)*and NATO
Identification Friend
or Foe (IFF)
GPS-GLONASS 1176, 1227, 1575 MHz L 29 satellites 150,000 500,000 20 2 x 10°
Satellite Control 1760-1850 MHz S 10 0 0 200 0
Network (SCN)
2200-2300 MHz S
Spaceflight Tracking and 2025-2150 MHz S 3 satellites 0 0 50 0
Data Network (STDN)
2200-2300 MHz 10 ground 0
Radar Altimeter 4200 MHz C None 40,000 0 0 0
MLS* 5031-5091 MHz C 25 50 0 0 0
Weather/map radar 10 GHz X None 40,000 0 0 0
Shuttle rendezvous radar 13.9 GHz Ku None 0 0 3 0
Airborne Doppler radar 13-16 GHz Ku None 20,000 0 0 0
SPN-41 carrier-landing monitor 15 GHz Ku 25 1,600 0 0 0
SPN-42 carrier-landing radar 33 GHz Ka 25 1,600 0 0 0

*Standardized by International Civil Aviation Organization or International Maritime Organization.

for less than $100 in 2005. GPS is used on highways, in low-rise cities, at sea, in aircraft, and in low-orbit
spacecraft.

GPS provides continuous worldwide navigation for the first time in history. It is displacing precise dead
reckoning on many vehicles and is reducing the cost of most navigation systems. Figure 12.5 is an artist’s
drawing of a GPS Block 2F spacecraft, scheduled to be launched before 2007. During the 1990s, Russia
deployed a satellite navigation system, incompatible with GPS, called GLONASS, that they casually maintain.
In 2005, the European Union was in the final stages of defining its own navigation satellite system, called
Galileo, which will offer free and paid services [Hein, 2003]. The United States plans a major upgrade before
2015 to reduce vulnerability to jamming [Enge, 2004].

Differential GPS (DGPS) employs one or more ground stations at known locations that receive GPS signals
and transmit measured errors on a radio link to nearby vehicles. DGPS improves accuracy (centimeters for
fixed observers) and detects faults in GPS satellites immediately. Coast Guard authorities in several nations
(including the United States, Canada, Norway, and Iceland, for example) operate marine DGPS stations along
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FIGURE 12.5 Global Positioning Satellite, Block 2F (Courtesy of Rockwell.)

their coasts that transmit corrections on existing 300 kHz marine beacons to aid ships entering and leaving
port. About 150 stations will cover the continental United States. Inland coverage will allow precise navigation
on the Great Lakes, highways, and rail lines. Accuracy is about 10 meters, and failure detection occurs within
5 seconds.

In 2003, the United States created a nationwide aeronautical DGPS system consisting of about 25-50
stations and monitoring sites. This Wide-Area Augmentation System (WAAS) will eventually replace VORTAC
on less-used airways. It transmits its corrections via geosynchronous communication satellites. In 2005, the
United States was experimenting with a dense network of DGPS sit