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PREFACE

The functions of the human brain are the last major
challenge to science. Despite having made rapid strides
in understanding the cosmos, subatomic particles,
molecular biology, and genetics, we still know very
little about the organ that made these discoveries
possible. How does the activity of 100 billion nerve
cells—mere wisps of protoplasm that constitute the
brain—give rise to the broad spectrum of abilities that
we call consciousness, mind, and human nature?

There is now, more than ever before, a real need for a
standard reference source covering all aspects of the
human brain and nervous system, and the Encyclope-
dia of the Human Brain is the most up-to-date and
comprehensive coverage to date. Itis a compendium of
articles contributed by many of the world’s leading
experts in neuroscience and psychology. These essays
will be of interest to a wide range of individuals in the
behavioral and health sciences.

Written in an engaging, accessible style, the encyclo-
pedia not only is an important major reference work but
also can be browsed informally by anyone who seeks
answers about the activities and effects of the brain,
such as why and how we dream, what parts of the brain
are involved in memory, how we recognize human faces
and other objects, what are the brain mechanisms
involved in cognition and language, what causes
phantom limb pain, what are the implications of left-
handedness, or what current treatments are available
for Parkinson’s disease. Here in the Encyclopedia of the
Human Brain will be found brief yet comprehensive
summaries on all of these topics and some 200 more.

Many of the articles will appeal equally to a student
preparing an essay for class, a novice researcher
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looking for new fields to conquer, a clinician wanting
to become up-to-date on recent research in his or her
field, or even an interested lay reader.

Each of the articles has been through a long process
of author nomination, peer review, revision, and
copyediting. Most of the entries were written by
acknowledged experts in the field. Given the nature
and scope of this enterprise, a degree of overlap
among the articles was not only inevitable but also
desirable, since our goal was to ensure that each article
was a self-contained summary of one specific aspect of
the human brain. Given space limitations, each author
was encouraged to provide a broad overview of an
area of research rather than an exhaustive review. The
result is a stimulating and informative compilation of
material.

The eighties were dubbed the “decade of the brain,”
an apt term given the subsequent progress made in
understanding the structure, function, and develop-
ment of this mysterious organ. This encyclopedia
should prove to be an invaluable resource on this
fascinating subject and would not have been possible
without the dedicated efforts of more than 350
authors, 12 associate editors, 150 peer reviewers, and
the following Academic Press personnel: Nikki Levy,
Barbara Makinster, Christopher Morris, Carolan
Gladden, Joanna Dinsmore, and Jocelyn Lofstrom.

V. S. Ramachandran
Editor-in-Chief
University of California, San Diego
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Action Potential

JOHN A. WHITE

Boston University

|. Basic Properties of the Action Potential
Il. Classical Descriptions of the Action Potential
lll. Current Topics Related to the Action Potential

GLOSSARY

activation The time-dependent growth of a membrane conduc-
tance in response to membrane depolarization.

all-or-nothing A term that refers to the property that action
potentials, if they occur, have a stereotyped shape that is largely
independent of the size and form of the suprathreshold stimulus.

current clamp An experimental protocol in which transmembrane
current is controlled, usually at a series of constant values, and
resulting transmembrane potentials are measured.

deactivation The time-dependent reversal of activation in response
to membrane hyperpolarization; leads to a decrease in membrane
conductance.

deinactivation The time-dependent reversal of inactivation, trig-
gered by hyperpolarization; leads to an increase in membrane
conductance.

depolarization Making membrane potential less negative.
hyperpolarization Making membrane potential more negative.

inactivation The time-dependent decline of a conductance (e.g., the
Na ™ conductance), which follows after its activation; triggered by
depolarization.

membrane potential The voltage difference across the neural

membrane, determined by the balance of ionic fluxes across the
plasma membrane.

refractory period The period immediately after an action poten-
tial, in which it is difficult or impossible to induce a second action
potential.

space clamp The condition in which membrane potential is the
same throughout the spatial extent of the cell.

threshold The value of membrane current or membrane potential
necessary to induce an action potential.

Encyclopedia of the Human Brain
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voltage clamp An experimental protocol in which membrane
potential is controlled, usually in a stepwise fashion, and resulting
transmembrane currents are measured.

voltage-gated ion channels Transmembrane proteins that open
in response to changes in membrane potential, allowing a particular
ionic species to cross the membrane.

The action potential is the all-or-nothing electrical impulse
used to communicate information between neurons
and from neurons to muscle fibers. The energy used to
generate action potentials is in the form of electro-
chemical gradients of ions (in particular, sodium and
potassium) that are established by ion pumps. The
rising phase of action potentials is caused by the
autocatalytic activation of many Na ' -selective ion
channels in response to sufficiently large increases in
membrane potential. The falling phase of the action
potential is caused by two factors that develop more
slowly but dominate the electrical response after a few
milliseconds: the inactivation of sodium channels and
the activation of potassium channels, both of which
occur in response to depolarization. Understanding
the diverse mechanisms underlying electrical excitabil-
ity in neurons remains a rich field of experimental and
theoretical study, with wide-ranging implications for
human health.

I. BASIC PROPERTIES OF THE
ACTION POTENTIAL

The basic properties of the action potential can be
studied using a microelectrode constructed from a
glass capillary tube with a fine tip and containing
artificial intracellular solution. This microelectrode,

Copyright 2002, Elsevier Science (USA).
All rights reserved.
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inserted into the cell body or axon of a neuron (Fig. 1a,
inset), measures the value of membrane potential
relative to the extracellular space. At rest, typical
values of membrane potential range from —40 to
—90 mV. Passing positive electrical current into the cell
depolarizes it (i.e., makes membrane potential less
negative). In response to small depolarizing stimuli,
the neuron’s response is small as well (Fig. 1a, bottom).
In response to larger stimuli, above a threshold value,
the response is fundamentally different; the membrane
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potential quickly rises to a value well above 0 mV and
then falls over the course of 1-5msec to its resting
value (Fig. 1a, middle). Often, the falling phase of the
action potential undershoots resting potential tem-
porarily. The action potential is said to be all-or-
nothing because it occurs only for sufficiently large
depolarizing stimuli, and because its form is largely
independent of the stimulus for suprathreshold stimu-
li. In some neurons, a single action potential can be
induced by the offset of a hyperpolarizing stimulus
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Figure 1 Basic properties of the action potential. (a) Traces show responses of a simulated space-clamped squid axon (7=6.3°C) to
intracellularly injected current pulses of duration 0.5 msec (top trace). The simulated recording configuration is shown in the inset. Sufficiently
large inputs evoke all-or-nothing action potentials (middle trace). The response is minimal to subthreshold stimuli (bottom trace). The inset
shows the basic recording configuration. (b) A simulation demonstrating anode-break excitation in response to the offset of a hyperpolarizing
current pulse (duration = 10 msec). (c) Current threshold (the minimal amplitude of a current step necessary to evoke an action potential)
plotted vs stimulus duration. (d) Simulation results demonstrating refractoriness. Two current pulses (duration = 0.5 msec each) were delivered
to the model, with interstimulus interval (ISI) varied systematically. The first pulse had magnitude twice the threshold for evoking an action
potential. The y-axis shows the magnitude of the second pulse necessary to evoke a spike. For ISI < 15 msec, threshold is above its normal value
(dashed line). During the relative refractory period (RRP), threshold is elevated; during the absolute refractory period (ARP), it is not possible

to evoke a second action potential.
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Figure 2 Spike rate depends on the magnitude of applied current. (a) Simulated traces of space-clamped squid giant axon (7= 6.3°C) to
constant applied current. (b) Firing rate increases with increasing applied current. Note that the minimal firing rate is well above zero spikes/sec.

(Fig. 1b). This phenomenon is called anodal break
excitation or rebound spiking.

The value of threshold depends on the duration of
the stimulus (Fig. 1¢); brief stimuli are required to be
larger to evoke an action potential. Threshold also
depends on more subtle features of the stimulus, such
as its speed of onset. For a short time after an action
potential has occurred, it is impossible to evoke a
second one (Fig. 1d). This period is referred to as the
absolute refractory period (ARP). After the ARP
comes the relative refractory period (RRP), in which
an action potential can be evoked, but only by a larger
stimulus than was required to evoke the first action
potential. Stimulation by an ongoing suprathreshold
stimulus leads to repetitive firing at a rate that is
constant once any transients have settled out (Fig. 2a).
The rate of repetitive firing increases with increasing
depolarization (Fig. 2b), eventually approaching the
limit imposed by the ARP.

Once initiated, the action potential propagates
down the axon at an approximately constant velocity.
The leading edge of the action potential depolarizes
adjacent unexcited portions of the axon, eventually
bringing them to threshold. In the wake of the action
potential, the membrane is refractory, preventing
reexcitation of previously active portions of the cell.
In unmyelinated axons, the action potential travels
smoothly, with constant shape and at constant velo-
city. In myelinated axons, conduction is saltatory: The
action potential “jumps’ nearly instantaneously from

one node of Ranvier to the next, greatly increasing the
speed of propagation.

Il. CLASSICAL DESCRIPTIONS OF THE
ACTION POTENTIAL

A. Electrochemical Potentials and Voltage-
Dependent Membrane Conductances

Changes in electrical potential in excitable cells are
driven by movement of ions through ion-specific
membrane conductances. For a perfectly specific
conductance G, the current across the membrane
I=G x (V,,—V,), where V,, is the electrical potential
across the membrane and V), is the equilibrium
potential for the ion, given by the Nernst equation:

(6]
V, = RTln <[X”].>

z,F [X.]
where R=28.314 J/(molK) is the gas constant, 7 is
absolute temperature, z, is the valence of ion n,
F=9.648 x 10*C/mol and is Faraday’s constant,
[X,]° is the outer concentration of ion n, and [X,] is
the inner concentration of ion n. Intuitively, the
equilibrium potential is the value of membrane
potential at which ionic fluxes due to concentration
gradients and voltage gradients cancel one another,
leading to zero net flux of the ion. Note that ionic
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current, as defined, is positive for outward flux of a
positive ion. For neurons, [Na¥]°>[Na™]; conse-
quently, Vn, typically ranges from 40 to 50mV and
Ina<0. In contrast, [K " >[K*]° Vk ranges from
—70 to —100mV and Ik >0. The fact that resting
membrane potential is far from V7, and close but
typically not equal to Vi implies that these ions are out
of equilibrium, and thus that there is a constant trickle
of each, even at rest. This flux is opposed by energy-
expending ionic pumps, most notably the Na™ /K ™"
ATPase, which serve to maintain Na®™ and K*
concentration gradients and, consequently, equili-
brium potentials.

Among the first quantitative clues regarding the
mechanisms underlying the action potential came
from ionic substitution experiments demonstrating
that Na™ and K are the primary ions responsible for
the phenomenon. Other early experiments demonstra-
ted that membrane conductance, but not membrane
capacitance, changes during the course of the action
potential. Together, these results suggested the hy-
pothesis that fluxes of Na™ and K *, driven by changes
in ion-specific conductances, are responsible for the
action potential. It is important to note that changes in
membrane potential are not induced by changes in
intracellular concentrations of Na™ and K™ Ionic
fluxes during individual action potentials are small
enough that concentrations remain essentially unper-
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turbed. Instead, ionic fluxes alter V,,, by changing the
distribution of charge very near the membrane.

B. The Hodgkin—-Huxley Model of the
Space-Clamped Action Potential

Researchers in the middle of the 20th century hypo-
thesized that the Na™ and K* conductances under-
lying the action potential are “gated” (i.e., turned on
and off) by changes in membrane potential. To test this
hypothesis, they devised methods to measure ionic
fluxes while controlling membrane potential V,, at a
fixed value throughout the length of the axon. The
process of controlling V,,, called voltage clamping,
simplifies the behavior of the hypothesized voltage-
dependent ‘“‘gates.” The process of making V,, the
same throughout the axon, called space clamping,
prevents complex spatial spread of excitation. Under
these conditions, Na™ and K" fluxes can be isolated
either by manipulation of ionic concentrations (and
thus equilibrium potentials) or by using specific
blockers of particular conductances. (Tetrodotoxin is
the classic blocker of Na™ conductances; tetraethyl
ammonium blocks many K © conductances.) Isolated
Na™ and K" fluxes from simulations are shown in Fig.
3 for many values of membrane potential. As hypo-
thesized, these fluxes are voltage dependent. Na ™ and
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Figure 3 Simulated responses to voltage-clamp stimuli. Simulated Na™ (a) and K* (b) in response to voltage-clamp steps from a holding
potential of —90 mV to clamp potentials of —80 (solid lines), —40 (dashed lines), 0 (dotted llines), and 40 mV (dashed and dotted lines). The Na *
flux is inward (negative) and is characterized by rapid activation and slower inactivation. The K* flux is outward (positive) and activates

significantly more slowly than the Na™ flux.
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K" fluxes differ in several important aspects. First,
they are opposite in sign for most values of membrane
potential: The Na™ flux depolarizes the neuron,
whereas the K flux hyperpolarizes the cell. Second,
the Na " flux turns on (“‘activates’”) much more quickly
than the K flux. Third, the Na® flux turns off
(“‘inactivates’’) after a brief period of depolarization.
In contrast, the K conductance remains activated in
response to a prolonged depolarizing stimulus.

A watershed event in the history of neuroscience was
the development by Hodgkin and Huxley of a
relatively simple mathematical model, derived from
voltage-clamp studies of the giant axon of the squid,
that accounts for the generation and propagation of
the action potential. The Hodgkin—Huxley model
describes the membrane as an electrical circuit (Fig.
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4a) that includes descriptions of membrane capaci-
tance C,,; voltage-gated, Na'- and K "-selective
conductances (Gn, and Gy, respectively), each in
series with a battery representing the appropriate
equilibrium potential; and a constant “leak” conduc-
tance that passes more than one ion. Mathematically,
the Hodgkin—Huxley model includes four differential
equations, which describe how the derivatives of
membrane potential and three ‘“‘gating variables”
(variables that range between 0 and 1 and determine
the values of voltage-gated conductances) behave.
Two time- and voltage-dependent gating variables
determine the size of the Na ™ conductance: The m gate
captures the rapid activation of the Na™ conductance
after a step depolarization, whereas the & gate de-
scribes the slower inactivation process by which the

Conductance ( mS/cm?)

Steady-State Gating Variables

t(ms)

0.01~ T T T T T T T T T "
-100 -50 0 50 100

V_(mV)

Figure 4 The Hodgkin-Huxley model of voltage-gated Na™ and K conductances. (a) Electrical circuit representation of the Hodgkin—
Husxley model of squid giant axon under space-clamped conditions. (b—d) Responses of the Hodgkin—Huxley gating variables to a voltage-
clamp step from Vyoiq = —90mV to Vejamp =0mV. The m and / gates determine the value of Guaocn®h. The n gate determines the value of
Gk ocn®. (e) Steady-state values of m, /i, and n for the entire physiologically relevant range of membrane potential V,,. (f)Time constants
describing how quickly the gating variables m, h, and n reach their steady-state values, plotted vs V,,,. Note the log scale on the y-axis.
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Table |
Definitions and Units of Mathematical Symbols
Cn Membrane capacitance per unit area (],lF/sz)
Gna, Gk Maximal values of voltage-gated Na™ and K™

conductances per unit area (mS/cm?)

Gras Gx Voltage-gated Na™ and K* conductances per unit
area (mS/cm?)

G Leak conductance per unit area (mS/cm?)

m, h,n Voltage-dependent gating variables that determine

magnitudes of voltage-gated conductances
(dimensionless)

Voltage-dependent steady-state values of gating
variables (dimensionless)

Moy, Moy Ny

Tos Ths T Voltage-dependent time constants associated
with gating variables (msec)

dn i dn Time derivatives of gating variables (1/msec)

VNas Vi Equilibrium potentials for Na™ and K* (mV)

143 Reversal potential for the multi-ion leak
conductance (mV)

Lpp Applied current flux (pA/cm?)

Vin Membrane potential (mV)

‘% L V(0 Time derivative of membrane potential (mV/msec)

Na* conductance turns off in response to prolonged
depolarization. One gating variable, the n gate,
describes voltage-dependent activation of the K™
conductance Gi. An additional conductance (the leak
conductance Gp) is voltage independent and small. In
mathematical terms, the Hodgkin—Huxley equation is
written as follows, with symbols defined in Table I:

AV _
dr

+G]((Vm - VK) + GL(Vm - VL)] + Iapp

Cm [GNa( Vm - VNa)

Gna = Gnam®h Gg = Ggn?
dm _me (V) —m dh _ ho (Vi) = h
dr Tin(Vin) dt T(Vin)
dn _no (V) — 1
dr Tn(Vm)

In response to a step change from an initial value of
membrane potential (often referred to as the holding
potential, V},014) to the clamp potential, Vcjamp, €ach of
the Hodgkin—Huxley gating variables (m, h, and n)
changes from an initial value to a steady-state value
with an exponential time course (Figs. 4b and 4c). The
steady-state values (m.,, /., and n,) and exponential

time constants (t,,, 75, and 7,,) are determined solely by
the current value of V,,, which equals V.mp for
voltage-clamp experiments (Figs. 4e and 4f). The
initial values of the gating variables are determined
by the holding potential. Gy, is proportional to
m® x h; Gy is proportional to n* (Figs. 4b—4d). The
powers to which the gating variables m and n are raised
were used by Hodgkin and Huxley to induce small
delays in activation of the conductance in order to
better match experimental data.

C. The Hodgkin-Huxley Model Accounts for the
Basic Properties of the Action Potential

Although the Hodgkin—Huxley model is incorrect in
some details (see Section III.A), it can account for
many of the basic properties of the neuronal action
potential. For example, two properties of the m gate
account for the phenomenon of the all-or-nothing
action potential with a distinct threshold in response to
a particular type of stimulus:

1. Because the m gate activates (opens) with
depolarization, and its activation leads to further
depolarization, this gate is prone to autocatalytic
“positive feedback’ that can magnify a small depolar-
ization into a full-blown action potential. The current
threshold for firing an action potential is the amount of
current required to engage this cycle of positive
feedback (see Section III.D for a discussion of the
threshold value of membrane potential). In contrast
with the m gate, the & and n gates react to oppose
depolarization (2 because it becomes smaller with
depolarization, and n because its activation increases
the size of an outward K * current).

2. The m gate is much faster than the / and n gates
(Fig. 4e). The speed of the m gate means that the rapid
rising phase of the action potential can occur before
the stabilizing influences of the 4 and n gates can
engage to bring V,, back to near resting potential. The
speed of inactivation of & (i.e., its decrease with
depolarization) and activation of n determine the
width of the action potential.

Traces of each of the gating variables during the
course of a depolarization-induced action potential are
shown in Fig. 5a. Like spike threshold and spike
duration, the phenomena of absolute and relative
refractory periods can be accounted for by tracking
gating variables. The ARP is associated with elevated
values of n and, most important, greatly reduced



ACTION POTENTIAL 7

values of & after a spike (Fig. 5a). These factors make it
impossible for a second spike to be elicited soon after
the first. The RRP lasts as long as it takes for the # and
n gates to return to their baseline values (about 15 msec
in squid giant axon).

At resting potential, the voltage-gated Na ™ con-
ductance is partially inactivated in that the & gate is
partly closed and the n gate is partly open (Figs. 4 and
5). Hyperpolarizing the neuron below resting potential
increases the value of 4, in a process called deinactiva-
tion, and decreases the value of n, in a process called
deactivation. Deinactivation of the Na™ conductance
and deactivation of the K conductance can leave the
neuron more excitable after hyperpolarization, and
thus can account for anodal break excitation (Fig. 5b),
also known as rebound spiking. Neurons typically fire

only one rebound spike because after that spike the
Na® and K conductances return to their baseline
states and the cell returnes to its resting level of
excitability.

The first major success of the Hodgkin—Huxley
model was that this relatively simple model, derived
from voltage-clamp experiments, accounted success-
fully for many aspects of the action potential in the
current-clamped and space-clamped axon. Even more
impressive, and strikingly demonstrative of the level of
understanding this model represents, was its ability
to accurately account for the shape and velocity of
the propagating action potential. The quantitative
arguments involved are complex and will not be
discussed here, but Fig. 6 shows qualitatively how
action potentials propagate in unmyelinated axons.
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Figure 5 The Hodgkin—Huxley model accounts for axonal excitability. (a) From top to bottom, applied current /,

Time (ms)

app» Membrane potential V,,

and each of the gating variables are plotted vs time. Curves were derived from the Hodgkin—Huxley model at 6°C. The rapid activation of the m
gate underlies the action potential in response to this brief current pulse. The slower inactivation of the / gate and activation of the n gate
repolarize the membrane a few milliseconds later. The duration of the absolute and relative refractory periods (ARP and RRP, respectively) is
controlled by the duration of 4 gate inactivation and n gate activation. (b) After a hyperpolarizing input, the Hodgkin—Huxley model (6°C, with
enhanced density of the Na™ conductance) can produce a rebound spike (also known as anode break excitation). Data are plotted in the same
order as in (a). Deactivation of the n gate and deinactivation of the / gate underlie this phenomenon.
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Direction of Propagation

Refractory Membrane

Spiking
Membrane

Charging Membrane
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[ ¢ [ 4 4
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\Na’ \Na*
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Figure 6 Propagation of the action potential in an unmyelinated axon. (Top) Schematic of the unmyelinated axon showing the sequence of
events as an action potential propagates from left to right. The point of maximal Na " flux characterizes the locus where V,,, is greatest. Positive
charge from this point spreads to the right, gradually depolarizing the membrane on the leading edge of the action potential until threshold is
reached. At the trailing edge of the action potential, to the left, the membrane is refractory. (Bottom) “Snapshot” of ¥, plotted vs axial distance
for the propagating action potential, with an assumed conduction velocity of 20 m/sec. Note that the form of the action potential is reversed

when plotted vs distance rather than time.

Membrane potential reaches its peak value near the
position of maximal Na™ flux. Adjacent, unexcited
membrane (Fig. 6, right) is depolarized by positive
current from the site of Na™ flux. Eventually, this
depolarization is large enough that the membrane at
the leading edge is excited as well. The membrane in the
wake of the action potential is refractory (i.e., domi-
nated by small Gy, and large Gk, and thus unable to
spike) and thus unlikely to be reexcited. Elaborations
of this model can account for saltatory conduction in
myelinated axons.

lll. CURRENT TOPICS RELATED TO THE
ACTION POTENTIAL

A. Voltage-Gated lon Channels Underlie Voltage-
Dependent Membrane Conductances

In the past two decades, improvements in recording
methodologies, pioneered by the group of Sakmann
and Neher, as well as an explosion of knowledge in the
field of molecular biology have demonstrated directly
that membrane protein assemblies called ion channels
underlie voltage-gated conductances in neurons and

other excitable cells. The main («) subunit of voltage-
gated Na ™ channels (Fig. 7a) is a membrane protein
approximately 2000 amino acids in length and has a
molecular weight >200,000. This protein includes
four domains, each of which consists of six putative
transmembrane segments. A smaller f§ subunit is not
necessary to form the channel but is crucial for
regulating aspects of channel function such as the
speed of inactivation. The main subunit of the K*
channel has a very similar structure, except that the
each protein codes for only one domain. Thus, four o
subunits are necessary to form a K channel.
Recordings from single channels (Fig. 7b) typically
reveal two conductance states: “open’” and “closed.”
Switching between open and closed states appears
random, but the probability that the channel is in the
open state varies with membrane potential. These
probabilities correspond approximately to the values
of gating variables in the Hodgkin—Huxley formula-
tion. Sums of repeated recordings from an individual
ion channel show behavior that is very similar to the
macroscopic behavior of the channel population (Fig.
7b). Sophisticated analyses of single-channel record-
ings yield probabilistic models that can account for
both microscopic and macroscopic behavior. These
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Figure 7 Na™ channels underlie the voltage-gated Na™ conductance. (a) Putative structure of the o and f subunits of the rat brain Na™
channel (ITA). Roman numerals indicate the domains of the o subunit, each of which includes six putative transmembrane segments. Indicated
residues are implicated in binding the channel blocker tetrodotoxin (E387) and in forming the inactivation gate (IFM 1488-1490) (adapted from
Ashcroft (2000)). (b) The 10 middle traces show simulated single-channel recordings from a Na* channel under voltage clamp. The top trace
shows the voltage-clamp command. The bottom trace shows the sum of 625 single-channel records.

models are similar in structure to Hodgkin—Huxley-
type models but different in some details. For example,
careful analysis of recordings from single Na™ chan-
nels shows that their inactivation state is not controlled
by an activation-independent process like the / gate
but, rather, that Na™ channels must activate before
they can inactivate.

Experiments with channels that have been subjected
to site-directed mutations have revealed close connec-
tions between particular loci on the protein and specific
aspects of channel behavior. Among the properties
that have been tied to specific loci on the o subunit are
those of pore formation, ionic selectivity, voltage

dependence, inactivation, and blockage by specific
toxins (Fig. 7a).

B. Diversity of Mechanisms Contributing to
Neuronal Excitability

In the approximately 50 years since the development of
the Hodgkin—Huxley model, researchers have discov-
ered many ion channel-based mechanisms for gener-
ating and controlling electrical activity in neurons.
Often, these mechanisms rely on Na™*, Ca®*, and K"
channels. Sodium channels are relatively consistent in
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their properties from case to case but do show some
variety. In particular, some Na' channels do not
exhibit fast inactivation; it is not clear whether these
noninactivating Na ™ channels are a separate popula-
tion from the typical, fast-inactivating Na = channels
or a subset of the fast-inactivating Na ™ channels that
have slipped into a different “mode” of gating.
Calcium and potassium channels show more diversity
than Na ™ channels. In particular, different classes of
Ca’" and K channels show widely diverse properties
with regard to the presence and speed of inactivation,
pharmacological properties, and voltage ranges of
activation. Some K" channels are sensitive to both
membrane potential and the local intracellular con-
centration of Ca", giving rise to interesting interac-
tions between these two systems.

C. Modulation of Voltage-Gated lon Channels

The properties of voltage-gated ion channels are not
static. Many neuromodulators have been shown to
alter ion channel function and the properties of action
potentials by phosphorylating or dephosphorylating
one or more sites on the channel protein. A host of
neuronal firing properties, including spike width,
average firing rate, and refractory period, are subject
to metabolic control.

Ton channel expression profiles and neuromodula-
tory states can have profound consequences for
neuronal function. A striking example of this point
derives from thalamic relay neurons (Fig. 8). Depend-
ing on the level of depolarization or neuromodulatory
state, these cells have two distinct firing modes. When
relay neurons are hyperpolarized, they exhibit rhyth-
mic bursting (Fig. 8a). The long interburst interval is
determined by interaction of the low-threshold Ca*"
current and slowly activating, inwardly rectifying
cation current. Superimposed on each slow Ca> " spike
are many fast action potentials, mediated by Na ™ and
K" channels. When relay neurons are depolarized,
either by electrical current or any of a number of
neuromodulators, the low-threshold Ca®>" channels
and inwardly rectifying cation channels are unimpor-
tant and the neurons fire in a tonic pattern much more
reminiscent of the Hodgkin—Huxley model (Fig. 8b).

D. Mathematical Analyses of Neuronal Excitability

Although much about neuronal excitability can be
learned by simply tracking changes in gating variables
of the Hodgkin—Huxley-style model, computational
neuroscientists and applied mathematicians have used
mathematically based techniques to gain more general
(and thus deeper) insights. Mathematical approaches

30mV

100 ms

Figure 8 Thalamic relay neurons show two distinct firing modes. Shown are simulated responses of a thalamic relay neuron [Figure generated
using the computational model from D. A. McCormick and J. R. Huguenard (1992). A model of the electrophysiological properties of
thalamocortical relay neurons. J. Neurophysiol. 68, 1384-1400]. (a) Under hyperpolarized conditions, relay neurons fire in an oscillatory
manner. Slow oscillations are generated by interactions of the transient Ca®>" current /, and the slow, hyperpolarization-activated cation

current I,,. Fast action potentials, mediated by Na™ and K, occur at the peaks of the Ca

2 spikes. (b) Depolarization by any of a number of

means (e.g., current injection or neuromodulation) puts the neuron in a ““tonic firing”” mode. In this mode, 7, is inactivated and 7}, is deactivated.
Consequently, the cell’s behavior is dominated by the Na™ and K™ currents exclusively.
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based on the techniques of nonlinear dynamics have
been successful in identifying the particular features
that determine a host of important features of
neuronal excitability, including threshold, the rela-
tionship between sustained firing rates and applied
current, and particular patterns of bursting.

Figure 9 shows how nonlinear dynamics can be
applied to understand neuronal threshold. Figures 9a
and 9b show results from simulations of the Hodgkin—
Huxley equations with zero applied current but two
different initial conditions in membrane potential. As
Figs. 9a and 9b demonstrate, excitable cells can be
exquisitely sensitive to initial conditions. Examining
the time derivative of membrane potential V,,() shortly
after the perturbation in initial conditions gives insight
into this phenomenon. Figure 9¢ shows results from
hundreds of simulations conducted over a large range
of initial values V. V,,(7), evaluated at = 0.5 msec, is
plotted vs V4 (solid line; the value z=0.5msec was
chosen because this is long enough for the m gate to
react significantly to the perturbation away from
resting potential but short enough that the / or n gates
remain relatively near their resting values). Also plotted

a. V,=-58 mv
40

20 4
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V,, (mV)
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(mV / ms)

are the contributions to V,,(0.5) from Na ™ conductance
(dashed line) as well as K and leak conductances
(dotted line). These contributions can be obtained easily
from the Hodgkin-Huxley equation describing V(7).
The effect of the Na ™ conductance is to elevate V,,(¢);
the effect of the K conductance is to reduce V,,,(¢).
Figure 9d shows a magnified view of V,,(0.5) in the
region near spike threshold. The plot shows two zero-
crossings, at Vo= —65 and —59 mV. These zero cross-
ings, often called fixed points, are especially important
because where V,,,(f) = 0, membrane potential V,, is by
definition not changing, meaning that V,, has the
potential to remain fixed at that point indefinitely (for
a system with constant parameters). The slope of the
curve at each zero crossing tells us much about the
stability of that fixed point in response to small
fluctuations (e.g., due to noise). For example, consider
the special case of no perturbation. In this case, V)
equals resting potential (—65 mV), which we expect to
be a fixed point. For V,, slightly less than —65mV,
V,u(0.5)>0, implying that V,,, will return to its resting
value. For V,, slightly higher than —-65mV,
V,n(0.5)<0, implying again that V,, will return to

C
500 — L
V,.(0.5) 0 1 _/
(mV / ms) 1
-500 L B L D A R
-80 -60 -40 -20 0 20 40 60
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d
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Figure 9 Threshold of the Hodgkin-Huxley model can be explained by examining the stability of “fixed points.” (a, b) Spiking behavior in the
Hodgkin-Huxley model is very sensitive to V;, the initial value of voltage. Resting potential (—65mV) is depicted by the dotted lines. (c) V(0.5),
the time derivative of membrane potential at = 0.5 msec, plotted vs V. Also plotted are the contributions of Gy, (dashed line), as well as G
and Gy (dotted line), to v (0.5).The contribution of Gy is minimal because this conductance is very small. (d) A magnified plot of V(0.5) vs V.
Two fixed points [points where V(0.5) = 0] are shown. As indicated by the arrows, the sign of v (0.5) makes the solution flow toward the open
circle at (—65, 0), indicating stability; the solution flows away from the open triangle at (—59, 0), indicating instability. For V5> —59mV, an

action potential will be generated.
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—65mV. The value V,,= —65mV is said to be a stable
fixed point because after small perturbations above or
below that value, V,,, will return to it.

Next, consider the fixed point at Vo=—-59mV. In
this case, V,,(0.5)<0 for V,, <V, and V,,(0.5)>0 for
V,.>Vo. This result implies that this fixed point is
unstable: After small perturbations above or below V,
V,, will move away from the fixed point. The
implication of this fact is that the point Vy=-59mV
serves as a threshold. For Vy<-59mV, the model
returns to resting potential (Fig. 9a); for Vy>—-59mV,
V.. rapidly increases as the action potential begins [Fig.
9b; in these cases, V,,(¢) continues to evolve, eventually
bringing the cell to rest]. For these simulations, the
fixed point at Vy=-59mV corresponds exactly with
the threshold for generation of an action potential
(vertical dashed line in Fig. 9d).

E. Backpropagation of the Action Potential

In the traditional view, information flow in the
mammalian neuron is in one direction only: The
dendrite receives input from the presynaptic popula-
tion, the soma integrates this information, the decision
regarding whether or not to fire an action potential is
made at or near the axon hillock, and the action
potential is propagated to other neurons by the axon.
This view has been amended in recent years as
scientists have developed techniques for recording
simultancously from multiple locations within the
neuron (e.g., the soma and a primary dendrite). In
pyramidal neurons of layer V of neocortex, for
example, suprathreshold synaptic input to the apical
dendrites leads to initiation of an action potential near
the soma. This action potential can then travel back
from the soma toward the distal end of the apical
dendrite. The reliability of backpropagation depends
on recent patterns of input and spike generation.
Given the crucial role of dendritic depolarization for
synaptic plasticity, backpropagating action potentials
may be important for experience-dependent altera-
tions of neuronal circuitry in learning and memory.

F. Diseases Related to Mutations in lon Channels

Given the central role that electrical excitability plays
in nervous system function, it is not surprising that
mutations of voltage-gated ion channels alter neuronal
function. Although work in this area is just beginning,
a host of maladies have been associated with nonlethal

mutations of neuronal voltage-gated channels, includ-
ing the following:

® Generalized epilepsy with febrile seizures, so-named
because patients have fever-induced seizures that
develop later in life into seizures without a clear
trigger, is associated in some cases with a rare
mutation of the f8; subunit of the Na ™ channel. This
mutation may promote epilepsy by slowing the
inactivation process in neuronal Na ™ channels,
leaving the brain hyperexcitable.

® Benign familial neonatal epilepsy is associated with
mutations that lead to reduced expression of slow,
voltage-gated K channels of the KCNQ family,
thereby leaving some neurons hyperexcitable.

e Some forms of episodic ataxia, a condition of
triggered events of imbalance and uncoordinated
movements, has been associated with many missense
mutations of the K, 1.1 channel, which gives rise to
an inactivating K™ conductance. Ataxia-associated
mutations of K,1.1 have been shown to lead to
pathologically rapid deactivation, enhanced inacti-
vation, and increases in the threshold of activation.
These disparate changes all have the effect of broad-
ening the neuronal action potential, but it is not
known how the broadened spike may lead to ataxia.
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GLOSSARY

arborization From the Latin word for tree, the process of brain
cells growing extra “‘branches, twigs, and roots.”

corpus callosum A collection of myelinated neuronal axons
connecting similar areas of the left and right cerebral hemispheres.

magnetic resonance imaging A technique that combines a
powerful magnet, radio waves, and computer technology to acquire
images of the human brain without the use of harmful radiation.

pruning The process by which axonal or dendritic branches are cut
back or eliminated.

use-it-or-lose-it principle The hypothesis that brain cells and
connections that are used will survive and flourish, whereas those
that are not used will wither and perish.

Any parent of a teen can attest that the brain of a 13-year-old
is very different from the brain of a 9-year-old.
However, actually defining these differences in a
scientific way has been elusive, because nature has
gone through a great deal of trouble to protect the
brain. It is wrapped in a tough, leathery membrane
surrounded by a protective moat of fluid and com-
pletely encased in bone. This has shielded the brain
from falls or attacks from predators but it has also
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shielded the brain from scientists. However, recent
advances in imaging technology now allow us to
examine the living, growing human brain as never
before. Magnetic resonance imaging (MRI) provides
exquisitely accurate pictures of brain anatomy. It does
so without the use of ionizing radiation, permitting not
only the scanning of healthy children and adolescents
but also repeat scans of the same individuals through-
out their development. In this article, we discuss the
anatomical changes that occur in the adolescent brain
as detected by MRI.

|. BRAIN DEVELOPMENT

Human brain development, like central nervous
system development in all vertebrates, takes place by
an overproduction and then selective elimination of
cells. Most of the dynamic activity of brain develop-
ment takes place in utero. However, as indicated in Fig.
1, competitive elimination, myelination, and dendritic
and axonal arborization continue throughout child-
hood and adolescence.

Brain cells are of two general types—neurons and
glial cells. Although neuronal number peaks during
gestation, neuronal size changes with age as axonal
thickness, dendritic number, and the number of
synaptic connections undergo cyclic changes through-
out development. Environmental factors influence
which synaptic connections and neurons thrive and
remain viable. For instance, children with cataracts
who do not receive treatment prior to age 1 suffer
irreversible cortical blindness.

The other main class of central nervous system cells
is the glial cells, which unlike neurons continue to
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Figure 1 Time course of critical events in the determination of human brain morphometry (reproduced with permission from J. N. Giedd,

1997, Normal development. Neuroimaging 6, 265-282).

actively proliferate and die postnatally. Glial cells
outnumber neurons by ratios ranging from 1.7 to 10.
Myelination by a subclass of glial cells, oligodendro-
cytes, is an important determinant of increases in
structure size during childhood and adolescence.
Ultimate structure size is determined by this dynamic
interplay between glial cells and decreasing numbers
but increasing size of neurons. Synaptic pruning is an
important aspect in the functional development of the
brain but may have little impact on overall structure
size. Estimates from research on the primary visual
cortex of the macaque monkey indicate that a total loss
of all boutons would result in only a 1-2% decrease in
volume. However, synaptic pruning may have an effect
on the thickness of the parent axon or dendritic
branches. Another parameter to consider in structure
size is packing density, which is influenced by degree of
vascularity, extracellular volume, and hydration.

Genetics, hormones, growth factors, nutrients in the
developing nervous system, diet, infections, toxins,
trauma, stress, and degree of enriched environment all
play a role in determining structure size, and the
complexity of these factors and their interactions
should be considered in any interpretation of the
significance of gross structural volume.

Il. TOTAL CEREBRAL VOLUME

The brain consists of two cerebral hemispheres, the
ventricles, the cerebellum, and the brain stem. The

total size of the cerebral hemispheres changes little
from childhood to adolescence, reaching 95% of its
adult size by the age of 5 years. This is perhaps
surprising to anyone who has watched an adult’s hat
falling down over the eyes of a child. The seeming
discrepancy is due to the fact that head circumference
does indeed increase from ages 4 to 18 (approximately
2.0 in. in boys and 1.9 in. in girls), but the increase is
accounted for by an increase in skull thickness and less
so by an increase in ventricular volume. Many factors,
including intelligence, handedness, psychiatric illness,
body size, and gender, have been related to total brain
size in teens as well as adults.

A. Intelligence

Recent studies have found small but statistically
significant relationships between brain size and intelli-
gence. Although in the most robust of these findings IQ
accounts for only 17% of the variance, this parameter
should be considered in any group comparison.
Education and socioeconomic status have been re-
ported to influence brain size as well, although
interdependence with factors such as nutrition, pre-
natal care, and 1Q is not clear.

B. Psychiatric History

Abnormalities of brain structure have been observed
in many pediatric neuropsychiatric illnesses, including
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autism, attention deficit/hyperactivity disorder (ADHD),
childhood-onset schizophrenia, dyslexia, eating dis-
orders, fetal alcohol syndrome, obsessive—compulsive
disorder, Sydenham’s chorea, and Tourette’s syn-
drome. It is evident that a normative sample must be
carefully screened to rule out these conditions. Like-
wise, affective disorders and substance abuse have
been associated with structural anomalies in adults
and should be considered as potential confounds in
pediatric samples as well.

C. Handedness

Beginning with Geschwind, several investigators have
noted a relationship between handedness and struc-
tural symmetry measures of the brain. Handedness
should not be viewed as strictly left or right but as a
continuum, and it should be quantified as such. Patient
and control groups must be matched for handedness
since symmetry differences are often key features in
discriminating groups such as ADHD, dyslexia, or
Tourette’s disorder.

D. Body Size

The relationship between brain size and body size in
humans is surprisingly weak. In contrast to the relative
stability of brain weight after childhood, body weight
varies widely among individuals and can vary sub-
stantially within individuals from time to time. Height
is also a poor indicator of brain size, as can be implied
by contrasting the notable increases in height from
ages 4 to 18 years with the lack of corresponding
increase in brain size. This general trend for the young
to have disproportionately large head-to-height ratios
compared to adults is widely observed throughout the
mammalian species.

E. Gender

As indicated by autopsy and imaging studies, the male
brain is approximately 10% larger than the female
brain across all ages. Of course, gross structural size
may not be sensitive to sexually dimorphic differences
in connectivity between different neurons, known
differences in receptor density, or more subtle differ-
ences in the size or connectivity of various nuclei.
Given the multiple parameters determining brain size,
a larger size should not be interpreted as imparting
functional advantage or disadvantage.

A plot of total cerebral volume versus age for 146
healthy boys and girls is presented in Fig. 2. As can be
seen, brain sizes are highly variable. This large
variability of brain sizes means that a larger number
of subjects, or following the same subjects over time, is
necessary to discern how brain anatomy changes
during adolescence. The relative stability of total brain
size throughout childhood and adolescence belies the
dynamic activity of the various subcomponents of the
brain. In the following sections, the effects of age and
gender on these different parts of the brain are examined.

ll. GRAY MATTER

Brain tissue can be broadly categorized as gray matter,
white matter, or cerebrovascular fluid. These different
tissue types are discriminated by MRI and define the
anatomical boundaries of most brain structures. Gray
matter generally consists of cell bodies and white
matter of myelinated axon fibers. The gray matter
changes during adolescence are presented for different
regions of the cerebral cortex as well as for the sub-
cortical basal ganglia, amygdala, and hippocampus.

A. Cortical Subdivisions

The brain is often divided into four lobes with
functionally distinct properties: the frontal, temporal,
parietal, and occipital lobes.

1. Frontal Gray Matter

The functions of the frontal lobe include planning,
organizing, strategizing, as well as initiating, shifting,
and sustaining attention. It is sometimes referred to as
the “executive” of the brain. As seen in Fig. 2, frontal
gray matter increases throughout childhood, peaks at
11 years in girls and 12 years in boys, and then declines
throughout adolescence. The peaks correspond to the
onset of puberty, although a direct relationship
between hormonal changes of puberty and this process
has yet to be established. The thickening of cortical
gray matter is thought not to reflect an increase in the
number of neurons but to be caused by an increase in
the number and thickness of branches and connections
on the dendrites and axons of existing neurons, a
process called arborization. Following this peak of
arborization is a pruning process whereby the number
of branches and connections are selectively cut back.
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2. Parietal Gray Matter

The parietal lobes are primarily responsible for
receiving and processing sensory input such as touch,
pressure, heat, cold, and pain. The parietal lobes are
also involved in the perception of body awareness and
the construction of a spatial coordinate system (mental
map) to represent the world around us. Individuals
with damage to the right parietal lobe often show
striking abnormalities in body image and spatial
relations, such as failing to attend to part of the body
or space (contralateral neglect). Patients with damage
to the left parietal lobe often experience difficulty with
writing (agraphia), an inability to recognize familiar
objects (agnosia), and language disorders (aphasia).
Bilateral damage can lead to problems with visual
attention and motor abilities. As with the frontal gray
matter, parietal gray matter increases during child-
hood and decreases during adolescence, peaking at
10.2 years in girls and 11.8 years in boys (Fig. 2).

3. Temporal Gray Matter

The temporal lobes subserve functions of language,
emotion, and memory. As opposed to the frontal and
parietal gray matter, the temporal gray matter does not
peak until age 16.7 years in girls and 16.5 years in boys
(Fig. 2). Electroencephalographic studies of adoles-
cents and young adults also indicate ongoing matura-
tion of the temporal lobes throughout the second
decade of life.

4. Occipital Gray Matter

The occipital lobes are involved in visual information
processing and object recognition. The gray matter in
the occipital lobes continues to increase during child-
hood and adolescence (Fig. 2).

B. Subcortical Divisions

1. Basal Ganglia

The basal ganglia are composed of the caudate
nucleus, putamen, globus pallidus, subthalamic nu-
cleus, and substantia nigra. These structures are well-
known to influence movement and muscle tone as
indicated by their dysfunction in Parkinson’s and
Huntington’s disease, but they are also integral
components of circuits mediating higher cognitive
functions, attention, and affective states. Of the basal
ganglia components, only the caudate, putamen, and

globus pallidus are large enough to be readily quanti-
fiable by MRI. Like frontal and parietal cortical gray
matter, the basal ganglia generally decrease in volume
during the teen years.

2. Amygdala/Hippocampus

The amygdala and the hippocampus are adjacent gray
matter structures in the medial temporal lobe. The
amygdala is an almond-shaped structure that plays a
key role in the brain’s integration of emotional mean-
ing with perception and experience. It coordinates the
actions of the autonomic and endocrine systems and
prompts release of adrenaline and other excitatory
hormones into the bloodstream. The amygdala is
involved in producing and responding to nonverbal
signs of anger, avoidance, defensiveness, and fear. The
amygdala has been implicated in emotional dysregula-
tion, aggressive behavior, and psychiatric illnesses
such as depression. It has also been shown to play an
important role in the formation of emotional memory
and in temporal lobe epilepsy.

The hippocampus is a horseshoe-shaped region that
is involved in short-term memory storage and retrie-
val. Human capacity for these functions undergoes
marked changes from ages 4 to 18 years. However, the
relationships between changes in these abilities and
changes in brain morphology are not well understood.
New memories are kept in the hippocampus before
being transferred to the cerebral cortex for permanent
storage. This may explain why people with brain
damage to their hippocampal region retain previous
memories of faces and places, which are stored in the
cortex, but have difficulty forming new short-term
memories. The hippocampus is also implicated in the
learning and remembering of space (spatial orienta-
tion). Animal studies show that damage to the
hippocampus results in the inability to navigate
through familiar areas. In humans, hippocampal
damage results in a failure to remember spatial layouts
or landmarks. Following stroke damage to the para-
hippocampus, patients lose the ability to learn new
routes or to travel familiar routes.

During adolescence the size of the amygdala in-
creases sharply for males and less sharply for females.
In contrast to the amygdala, the hippocampus
increases more robustly in adolescent females. These
sex-specific maturational patterns are consistent with
nonhuman primate studies that have found a predo-
minance of androgen receptors in the amygdala and a
predominance of estrogenic receptors in the hippo-
campus.
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Other lines of evidence also support the influence of
estrogen on the hippocampus. Female rats that have
had their ovaries removed have a lower density of
dendritic spines and decreased fiber outgrowth in the
hippocampus, which can be alleviated with hormone
replacement. In humans, smaller hippocampi have
been reported in women with gonadal hypoplasia, and
arecent MRI study of 20 young adults found relatively
larger hippocampal volumes in females.

In addition to receptors for gonadal steroids, the
hippocampus and amygdala are rich in receptors
for adrenal steroids, thyroid hormone, and nerve
growth factor. In addition to direct effects on hippo-
campal development, estrogen may influence develop-
ment by blocking neurodegenerative effects of
glucocorticoids.

The intricacy of various neurochemical systems and
the diversity of afferent and efferent connections to the
many distinct nuclei of most brain structures make
straightforward relationships between volumes of a
single structure and performance on a particular
cognitive task uncommon. One of the rare exceptions
to this rule is the relationship between hippocampal
size¢ and memory function. Birds that store food
need better memory than their non-food-storing
counterparts and correspondingly have larger hippo-
campi. Likewise, male polygamous prairie voles travel
far and wide in search of mates and have significantly
larger hippocampi and perform better on laboratory
measures of spatial ability than their female counter-
parts. In the monogamous vole species, which do
not show male-female differences in spatial ability,
no sexual dimorphism of hippocampal size is seen.
Correlations between memory for stories and
left hippocampal volume in humans have also been
noted.

Anomalies of temporal lobe and medial temporal
lobe structures have been reported for a variety of
psychiatric disorders, including affective disorders,
autism, and, most consistently, schizophrenia,
which is increasingly understood as a neurodevelop-
mental disorder. These disorders have marked
sex differences in age of onset, symptomatology, and
risk factors. The sex-specific maturational differences
may have relevance to the expression of these dis-
orders.

IV. WHITE MATTER

Unlike the nonlinear regionally specific changes in
gray matter during adolescence, white matter volume

increases linearly with age in all lobes. The net increase
across ages 4-22 is approximately 12% (Fig. 2). In
addition to volumetric changes in white matter, the
density of white matter increases particularly in
language-relevant left frontotemporal pathways.

V. CORPUS CALLOSUM

The linear increases in lobar white matter parallel
increases for the major white matter tract in the brain,
the corpus callosum. The corpus callosum is a bundle
of approximately 200 million nerve fibers connecting
the left and right hemispheres of the brain. Most of the
fibers are myelinated and most connect homologous
areas of the cortex. The corpus callosum integrates the
activities of the left and right cerebral hemispheres. It
combines information from bilateral sensory fields,
facilitates memory storage and retrieval, allocates
attention and arousal, and enhances language and
auditory functions. Efficiency of interhemispheric
integration has been linked to creativity and intelli-
gence and becomes more crucial as task difficulty
increases. Capacities for these functions improve
during childhood and adolescence, making morpho-
logic changes in the corpus callosum during these ages
intriguing.

The myelinated fibers of the corpus callosum make it
particularly easy to see on midsagittal MR images,
which along with its clinical interest have made it a
common target of investigations. The corpus callosum
is arranged in an approximately topographic manner,
with anterior segments containing fibers from the
anterior cortical regions, middle segments containing
fibers from the middle cortical regions, and so on.
Progression of corpus callosum development con-
tinues throughout adolescence, and corpus callosum
anomalies have been reported in several childhood
disorders. Sexual dimorphism of the corpus callosum
remains a controversial topic, with some reports
indicating sex differences and many others no differ-
ences.

VI. VENTRICLES

The ventricles are the cerebrovascular fluid-filled
cavities of the brain. Lateral ventricular volume
increases about 30% between the ages of 4 and 20,
with the greatest increase occurring before adoles-
cence. There is not a significant gender difference in the
shapes of the developmental curves.
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VI. CEREBELLUM

Although the cerebellum has historically been viewed
as a brain region primarily involved in the coordina-
tion of movement, an increasing number of neuropsy-
chological, neurophysiological, and neuroimaging
studies show that the cerebellum plays a role in higher
cognitive function, language, and emotional control.
The development of the cerebellum in childhood and
adolescence demonstrates two unique characteristics
compared to other structures quantified by MRI.
First, it is the most sexually dimorphic, being robustly
larger in males (Fig. 3). Second, cerebellar size is the
least heritable. That is, its size is similar in mono-
zygotic versus dizygotic twins. Also, it is relatively late
maturing. These features imply that the cerebellum is
particularly sensitive to environmental influences
during critical stages of development.

VIIl. CONCLUSIONS

Adolescence is a tumultuous time in the development
of the brain. Although scientists are now able to

160

observe and quantify anatomic changes, much work
remains to be done in interpreting the changes and
understanding the forces that shape and guide them.
One hypothesis for what influences the adolescence
gray matter pruning is the ““use-it-or-lose-it” principle.
According to this principle, those cells and connections
that are used will survive and flourish, whereas those
cells and connections that are not used will wither and
die. If this theory is correct, then the activities of the
teen would have a powerful influence on the ultimate
“hardwiring” of the adult brain.

The sexual dimorphism of the developing brain is of
particular interest in child psychiatry, in which nearly
all of the disorders have different ages of onset,
symptomatology, and prevalences between boys and
girls. The extent to which the sex differences in healthy
brain development interact with other genetic and
environmental effects to account for some of these
clinical differences between boys and girls is an active
focus of study.

Future directions of adolescent brain imaging are
likely to include studies of identical and nonidentical
twins, longitudinal studies, and the use of new tools
such as functional MRI and diffusion tensor imaging.
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Understanding the nature and influences of brain
changes during childhood and adolescence may help
parents, teachers, society, and teens take steps to
optimize the development of the brain.
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GLOSSARY

amygdala Almond-shaped neuronal structure located in the
inferomesial temporal lobe, anterior to the hippocampus, a
component of the limbic system.

hypothalamus Neuronal structure constituting the inferiormost
component of the diencephalon, connected with the pituitary gland
via the infundibular stalk, and intimately concerned with visceral,
autonomic, and endocrine function.

impulsivity Prone to act rashly; unable to resist urges.

prefrontal cortex Cortical sectorsin the frontal lobe anterior to the
motor strip.

sham rage A state in which an animal deprived of all cortical, or
bilateral amygdaloid, input reacts to stimuli with behavioral displays
of extreme anger.
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violence The forceful infliction of physical injury on another
individual or object.

Aggression is physical or verbal behavior that is threatening,
destructive, or intended to harm. Aggression is a
fundamental component of social behavior, essential
to drive fulfillment and survival. Aggressive behavior
in humans may be broadly divided into at least two
phenomenological forms, an irritable-impulsive—af-
fective subtype and a controlled-instrumental preda-
tory-instrumental subtype. Each subtype is likely
controlled by distinct, albeit overlapping, neuroana-
tomic and neurochemical substrates.

I. NATURE AND NURTURE IN
AGGRESSIVE BEHAVIOR

Attempts to understand the brain basis of human
aggression have often been thwarted by the outmoded
dichotomies of nature versus nurture. Cultural and
social influences are of critical importance in the
genesis of human aggressive behavior. Violence may
be motivated by the highest political and religious
ideals and promoted and reinforced by cultural and
governmental authorities. However, every violent
behavior, whether springing from the most elevated
or the basest of impulses, requires a neurobiological
substrate to orchestrate the complex array of percep-
tual, motor, and autonomic components of acts that
constitute aggressive conduct.

Recent developmental studies demonstrate that
nature and nurture are closely intertwined in the
genesis of aggressive behaviors. Early life experiences
strongly shape an adult’s regulation of aggressive

Copyright 2002, Elsevier Science (USA).
All rights reserved.
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conduct. Large-scale cohort studies demonstrate that
key environmental variables promoting the develop-
ment of repeatedly violent individuals include rearing
in disordered households, physical abuse in childhood,
sexual abuse in childhood, and social deprivation.
However, these environmental influences interact with
an individual’s biological vulnerabilities. Twin and
adoption studies suggest that genetic factors control
half the variation in propensity to oppositional
temperament (angry, vindictive, and resistant to
control), lack of empathy (callousness), and impulsiv-
ity, and each of these traits increases the risk of
chronically violent behavior. Longitudinal cohort
studies may be summarized as demonstrating that
most violent children do not become violent adults, but
that most violent adults were violent children. These
observations indicate that although biological vulner-
abilities are critical to the genesis of adult aggressive
behavior, social interventions early in life can often
avert the development of chronically violent behavior
in adulthood. Recent studies tie nature and nurture
together even more directly, demonstrating in nonhu-
man primates and in humans that early life social
deprivation and adverse events can alter brain ser-
oternergic systems, reshaping the neural systems for
regulation of hostile behaviors.

Patients with acquired brain lesions represent a
distinctive, and informative, population. When focal
injuries disrupt the neural networks that regulate
aggression, hostile behaviors may appear that have no
relevant developmental or environmental precipitant
or only minimal social provocation. More often,
damage to neuronal systems controlling assertive
behavior leads not to random acts of overt aggression
but to alterations in temperament and inappropriate
choices of targets and settings for aggressive behavior.
Studies correlating loci of focal injury and patterns of
altered aggressivity afford unique insights into the
neural architecture responsible for implementing and
inhibiting hostile behavior.

IIl. AN INTEGRATIVE NEUROSCIENCE
APPROACH TO AGGRESSION

An overly simplified concept of “organicity’ has been
an additional obstacle to past attempts to understand
the brain substrates of human aggression. Explicitly or
implicitly, some investigators have suggested that
neurologic insults produce a unitary “organic aggres-
sion syndrome,” posessing stable, invariant behavioral

features independent of lesion location or lesion type.
In most formulations, this stereotypic organic aggres-
sion syndrome is postulated to lower a general thresh-
old for aggression or to result in episodic dyscontrol.
This view is imprecise, obscuring fundamental evolu-
tionary, neurochemical, neurophysiologic, and beha-
vioral distinctions among discrete aggression-related
neural circuits in the brain stem, diencephalon, limbic
system, and neocortex. This article instead advances
an integrative neuroscience perspective, drawing on
converging sources of evidence from evolutionary
studies, ethology, neurophysiology, pharmacology, and
clinical neuroscience to delineate a multiregional, hier-
archical model of the neural regulation of aggression.

lll. EPIDEMIOLOGY

Aggression is common among neurologically normal
individuals and in diverse populations of brain-injured
individuals. Homicide is the second most common
cause of death among young adults and the 12th
leading cause of death at any age in the United States.
One population-based survey suggested that 3% of
individuals commit violent acts annually, with a
lifetime prevalence of 24%. However, other studies
suggest that 94% of parents in the United States
physically punish their toddlers, 11-17% of husbands
physically hit their wives, and 11% of wives physically
hit their husbands. Up to 40% of individuals admitted
to psychiatric wards of general hospitals are violent
immediately before admission, and up to 37% assault
staff or patients during their hospitalization. Relatives
of individuals with traumatic brain injury identify
temper and irritability as major behavioral difficulties
in 70% of patients. Imprisoned criminals evidence
schizophrenia, major depression, and manic-
depressive disorder at twice the rate of the general
population.

IV. EVOLUTIONARY PERSPECTIVES

Aggression serves vital, evolutionarily adaptive func-
tions. Along with the fundamental drives of fear,
hunger, sexual desire, and social affiliation, adaptive
aggression is present throughout the order Mammalia,
triggered by environmentally appropriate and highly
specific stimuli. Agonistic behavior to obtain food,
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defend a territory, win a mate, or protect offspring is
essential for the survival of the individual and for
propagation of its genetic material.

Recent formulations of evolutionary theory suggest
that competitive selection fosters the development of
closely regulated and intertwined aggressive and
affiliative behaviors. Unregulated, wanton aggression
would rapidly reduce support among an organism’s
conspecifics and impair reproductive success. Conver-
sely, uniformly submissive and avoidant behavior
would prevent an organism from gaining access to
critcial resources. Selection pressures on social beha-
vior consequently tend to favor evolutionarily stable
strategies with which an organism may variably
express either aggressive or affiliative behaviors,
depending on the state of several variables at the
moment of a particular encounter with conspecifics,
including its past interactions with that individual,
position in dominance hierarchies, age, strength, and
the general availability of environmental resources. In
social primates the need for precise neural regulation
of aggression is particularly advanced compared with
that of species that lead a more solitary existence.

One domain in which the influence of natural
selection may be clearly discerned is in the principles
of outward display of aggressive and submissive
signaling among conspecifics that recur in inverte-
brates, dogs, cats, primates, and humans. Emotional
displays are highly stereotyped and opposing emotions
are frequently conveyed by antagonistic postures,
promoting accurate communication of an organism’s
emotional state. Darwin was the first to suggest that
human facial expressions originated from postures
associated with adaptive actions among mammalian
forebears. He proposed that the sneer, an expression of
anger, evolved from the baring of the canine teeth prior
to a biting attack. Over time, fighting postures
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expressed in the body and facial musculature come to
signal the threat, rather than solely the enactment, of
attack. Inhibition of the neuronal assembly triggering
an aggressive posture and activation of neurons
enabling opposing postures conveys the opposite
emotion of friendliness or submissiveness. The sub-
stantial role of subcortical neuromodulators, such as
norepinephrine, acetylcholine, and serotonin, in mod-
ifying aggressive propensities in humans likely devel-
oped from their phyologenetically ancient function in
promoting relevant peripheral skeletal and autonomic
processes relevant to conspecific displays. From these
origins a complex affective communication system
developed, hardwired at its lowest neuronal level of
implementation, regulated by higher centers that
moderate the timing and intensity of display.

The complexity of neural regulation of aggression in
mammals is driven in part by the existence of several
distinct subtypes of aggressive behavior. For each
subtype, aggressive acts are triggered, targeted,
promptly terminated, and specifically inhibited by
distinct classes of environmental stimuli. Ethologists
have advanced several typologies of aggressive beha-
vior, with each class demonstrating a specific outward
display and set of determining stimuli. Moyer’s widely
recognized classification scheme divides hostile beha-
vior into predatory, territorial, intermale, maternal,
defensive, fear-induced, irritable, and instrumental
subtypes (Table I). In various animal models, neuronal
recording and lesion studies have identified important
loci participating in neural networks controlling these
discrete assertive behaviors (Table II). Evidence for
broadly similar clustering of aggressive behaviors into
an impulsive-reactive—hostile affective subtype and a
controlled—proactive—instrumental-predatory  sub-
type has been reported among violent children,
psychiatric patients, and perpetrators of murder.

Table |
Behavioral Classification of Aggression
Type Eliciting stimulus Form
Predatory Natural prey Efficient, little affective display
Territorial Boundary crossing —
Intermale Conspecific male Ritualized responses

Fear induced Threat
Maternal
Irritable Frustration, deprivation, pain

Instrumental —

Distress calls, threat to offspring

Autonomic reactions, defensive behaviors
Initial attempts to avoid conflict

Hyperactivity, affective display
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Table Il
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Neuroanatomic Correlates of Aggressive Behavior Subtypes in
Experimental Animals”

Triggers

Suppressors

Predatory offensive aggression
Anterior hypothalamus
Lateral hypothalamus
Lateral preoptic nuclei
Ventral midbrain tegmentum
Ventral midbrain

Ventromedial periaqueductal
gray matter

Intermale (competitive) aggression
Laterobasal septal nuclei
Centromedial amygdala
Ventrolateral posterior thalamus

Stria terminalis

Fear-induced aggression
Centromedia amygdala
Fimbria fornix
Stria terminalis

Ventrobasal thalamus

Maternal-protective aggression
Hypothalamus
Ventral hippocampus
Anterior hypothalamus
Ventromedial hypothalamus
Dorsomedial hypothalamus
Posterior hypothalamus
Anterior cingulate gyrus

Thalamic center median

Ventrobasal thalamus
Ventral hippocampus
Ventral midbrain tegmentum

Ventromedial periaqueductal
gray matter

Cerebellar fastigium

Sex-related aggression
Medial hypothalamus
Fimbria fornix (male)

Ventral hippocampus

Prefrontal cortex
Ventromedial hypothalamus
Basolateral amygdala

Mammillary bodies

Dorsolateral frontal lobe
Olfactory bulbs
Dorsomedial septal nuclei

Head of caudate

Ventromedial hypothalamus
Septal nuclei
Basolateral amygdala

Ventral hippocampus

Septal nuclei

Basolateral amygdala
Frontal lobes

Prefrontal cortex

Medial prepiriform cortex
Ventromedial hypothalamus
Head of caudate
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Whereas in simple organisms neurohormonal med-
iation of aggressive—submissive postures may suffice
for regulating hostile behavior, in social mammals and
especially primates, the need for flexible and precise
control of aggressive and other emotional behaviors
has propelled the evolution of hierarchic levels of
intermediate and higher neural circuitry. In general,
nervous system evolution, like somatic evolution,
proceeds not by replacing existing structures but by
modification and addition of subtler levels of control
over older structures—evolution by tinkering. The
human brain has developed through a progressive
elaboration of neural elements surrounding the brain
stem core found in less complex organisms. In the
regulation of emotion, more recently evolved limbic,
paralimbic, and neocortical components of the ner-
vous system have established anatomic and physiolo-
gic controls over brain stem and primary cortical
structures that implement autonomic, endocrine, and
motoric somatic states.

Discrete structures controlling drives exist at each
level of the neuraxis, mediating between sensory and
motor systems. Relatively simple protoreptilian ner-
vous system regulatory mechanisms persist in the
human brain at the level of the brain stem and
hypothalamus. Limbic structures provide a second
critical level of control in the mammalian brain, each
projecting directly to the hypothalamus. The frontal
neocortex constitutes a third level, greatly expanded in
higher primates, that modulates both limbic and
hypothalamic output. These levels are functionally
distinctive, with characteristic inputs (afferent circui-
try), outputs (efferent circuitry), and functional orga-
nization, providing varying representations of the
internal milieu and external environment (Fig. 1).

Neurons controlling such basic drives as feeding and
reproduction are closely associated at each anatomical
site. Circuitry regulating aggression, often an instru-
mental response in the service of these drives, is
localized in adjacent regions. Because of this anato-
mical juxtaposition, dysregulation of aggression
caused by brain injury is frequently accompanied by
simultancous abnormalities in feeding and sexual
behavior.

V. BRAIN STEM REGULATION OF AGGRESSION

Pontine and mesencephalic nuclei coordinate full-
fledged aggressive behaviors in rodents but only
fragments of aggressive behavior in primates. Inputs
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Figure 1 Critical sites in the hierarchical, multiregional neural system regulating aggression. Portions of the left temporal and orbitofrontal
regions are cut away in this midsagittal view of the human brain to optimize visualization. [Reproduced with permission from Saver et al., 1996,
Neuropsychiatry of aggression. In: Neuropsychiatry: A Comprehensive Textbook (Fogel, B. S., Schiffer, R. B., Rao, S. M., Eds.) p. 532. Williams

& Wilkins, Baltimore].

to the system include spinoreticular proprioceptive
and nociceptive sensory circuits. Outputs incorporate
pontine (facial) and descending motor centers, leading
to stereotypic movements. Electrical stimulation of
upper brain stem nuclei in subhuman primates pro-
duces different fragments of aggressive facial expres-
sions and vocalizations, dissociated from offensive
or defensive behavior. Other brain stem circuits
contribute to somatomotor patterns for gestures
and approach and avoidance behaviors. Medullary
sympathetic and parasympathetic nuclei exert direct
autonomic effects on cardiovascular, respiratory,
and gastrointestinal peripheral organ systems. In
humans, however, full-fledged aggression-related
behavior patterns are not produced at the brain
stem level. Response coordination and decision
making are carried out at higher processing stations.
As a result, brain stem lesions, although sometimes
disturbing fragments of aggressive behavioral output,
generally do not produce major syndromes of altered
aggressivity.

However, an important clinical aggression syn-
drome does arise from disruption of brain stem

regulation of sleep—wake states—the rapid eye move-
ment (REM) sleep behavior disorder. In normal
individuals, neurons in the vicinity of the locus
ceruleus actively inhibit spinal motorneurons during
REM sleep, preventing the expression of motor
programs being actively generated in the motor cortex.
In the cat, bilateral pontine tegmental lesions compro-
mise REM sleep muscle atonia, permitting the enact-
ment of oneiric behaviors, including frequent biting
and other attack conduct. In humans, focal or
degenerative lesions in the pontine tegmentum simi-
larly produce the REM sleep behavior disorder, in
which affected individuals physically perform their
dream movements. Although normal dreaming sub-
jects report an extremely diverse array of movements
and activities fictively performed in dreams, violent
actions comprise the overwhelming preponderance of
behaviors actually enacted by individuals with REM
sleep behavior disorder. Most commonly, middle-aged
men experience a violent dream in which they are
attacked by animals or unfamiliar people. In response,
the dreamer engages in vigorous, coordinated motor
acts that are often violent in nature. Individuals may
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jump off the bed, smash furnishings, or attack their
bed partner, with frequent resulting injury to both
patient and spouse. It is likely that aggressive re-
sponses generated in the forebrain during REM
dreaming produce more powerful descending motor
outputs than feeding, sexual, or other drive-related
activities and disproportionately override the partial
residual muscle atonia in these patients.

VI. HYPOTHALAMIC REGULATION
OF AGGRESSION

The human hypothalamus receives inputs conveying
information regarding the internal state of the organ-
ism through chemoceptors, osmoceptors, and viscer-
osensory cranial nerves. In contrast to these rich
sources of interoceptive data, the hypothalamus does
not directly receive sensory input regarding the
external world from primary or association sensory
cortices. Important outputs of the hypothalamus are
to the pituitary gland through releasing factors and
directly transported peptides, to the autonomic ner-
vous system, for which it serves as “head ganglion,”
and to midbrain and spinal motor centers that
coordinate stereotypic movements.

In controlling biological drives, the hypothalamus
employs a functional decision-making strategy of
hardwired antagonism of excitatory and inhibitory
nuclei. Algebraic, neurophysiologic comparison of
biochemically coded inputs leads to either graded and
homeostatic or threshold, stereotypic all-or-none
responses. These characteristics are illustrated by the
reciprocally active lateral and medial hypothalamic
centers controlling hunger and satiety. In rodents,
stimulation of the lateral hypothalmic area initiates
feeding, and ablation may lead to starvation; stimula-
tion of the ventromedial hypothalamus terminates
eating, and lesions produce obesity. These hardwired
systems generate predictable responses independent of
the animal’s experience.

Numerous studies in animals suggest that the
priniciple of threshold elicitation of stereotypic re-
sponse similarly characterizes hypothalamic control of
aggression. In cats, when neural structures rostral to
the hypothalamus are destroyed, the decorticate
animals periodically produce rage displays with little
or no provocation, exhibiting hissing, piloerection,
pupil dilation, and extension of claws. Direct electrical
stimulation of the posterior lateral hypothalamus
reliably elicits this ““‘sham rage” in animals that have

undergone cortical ablation. In the intact feline and
rodent brain, stimulation of the posterior lateral
hypothalamus shortens the latency for species-specific
predatory attack. Instillation of acetycholine or cho-
linomimitic drugs in the lateral hypothalamus simi-
larly facilitates attack behavior, promoting biting
attacks of a cat on a rodent, or a rat on a mouse or
frog, even by previously docile animals. Injection of
cholinergic antagonists will eliminate biting attacks,
even among usually aggressive felines and rodents.
Conversely, ventromedial hypothalamic stimulation
inhibits rather than facilitates aggressive behaviors
and may promote assumption of a defensive posture.
Bilateral ablation of the ventromedial nucleus in-
creases the overall level of aggression in operated cats,
including unprovoked attacks by previously friendly
animals on their caretakers.

Clinical observations in humans suggest a broadly
similar role for the hypothalamus in human aggres-
sion. Neoplasms that destroy the ventromedial hypo-
thalamic area bilaterally are associated with attacks on
caregivers reminiscent of animal aggression following
ventromedial lesions. In the classic report of Reeves
and Plum, a 20-year-old woman developed bulimia
and obesity, amenorrhea, diabetes insipidus, and
profound behavioral change. Over a 2-year period,
she displayed outbursts of aggression characterized by
indiscriminately scratching, hitting, or biting exam-
iners who approached. She denied experiencing angry
or vindictive internal feelings toward these individuals
and expressed surprise and regret regarding her
attacks. The outbursts tended to occur more frequent-
ly when she had not eaten for several hours, suggesting
the emergence of predatory-like aggression. Postmor-
tem examination revealed a hamartoma destroying the
ventromedial hypothalamus. In another case report, a
patient with bilateral hypothalamic lesions exhibited
aggressive outbursts that appeared to be influenced by
seasonal light levels, erupting more often in dark,
winter months. These and other clinical cases suggest
that in the human brain the hypothalamus plays an
important role in the setting of a threshold for
aggressive responses.

VIl. AMYGDALA AND TEMPOROLIMBIC CORTEX
REGULATION OF AGGRESSION

In contrast to the hypothalamus, the amygdaloid
complex is reciprocally connected with multiple
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cortical sensory systems capable of conveying highly
processed information regarding the external world.
Rich connections are established with a variety of both
unimodal and polymodal sensory regions, such as the
perirhinal cortex and the superior temporal sulcus,
allowing convergence of information from visual,
auditory, tactile, and gustatory cortices. The basolat-
eral amygdala receives extensive projections from
unimodal visual cortices in the inferotemporal cortex
(such as area TE in primates) that are specialized for
recognizing objects such as faces in central vision.
Extensive intrinsic connections within the amygdala
promote further coordination of sensory information.

Important outputs from the amygdala in primates
are to the hypothalamus, through the stria terminalis
and ventral amygdalofugal pathway; to brain stem
centers controlling heart rate and respiration through
the central nucleus projection pathway; and to the
extrapyramidal motor system, especially the ventral
striatum, also through the stria terminalis and ventral
amygdalofugal pathway.

The amygdala appears to provide a critical link
between sensory input processed in the cortical mantle
to produce a model of external reality and hypotha-
lamic and somatomotor centers evoking pain, fear,
and other basic drive-related emotions. Many obser-
vations in animals and humans suggest that a funda-
mental function performed by the amygdaloid
complex and related temporolimbic structures is
linking perceived objects with appropriate emotional
valences. The result is a qualitative steering of behavior
rather than quantitative regulation of threshold. On
the basis of prior experience, sensory—emotional
associations direct consummatory behavior to appro-
priate targets in the external world.

The importance of the amygdaloid complex in the
recall of the affective signficance of stimuli is demon-
strated by the drive—object dysregulation of the
Kluver-Bucy syndrome observed in animals when
the amygdala (and often overlying temporal neocor-
tex) are removed bilaterally. Monkeys with such
lesions engage in a continuous olfactory and oral
exploration of their environment in which each object
evokes the same response of tasting and sniffing as
though the monkeys had never encountered it. The
animals fail to distinguish food from inedible objects
and eat metal bolts and feces as readily as normal
dietary items. Animals have difficulty distinguishing
appropriate from inappropriate sexual partners; simi-
larly, lesioned cats will attempt copulation with
chickens or other animals. These results suggest that
lesioned animals cannot identify particular objects as

being appropriate or inappropriate to satisfy hypotha-
lamic drives.

The effects of bilateral amygdalectomy on aggres-
sive behavior are consistent with such a hypothesis.
Amygdala removal results in taming and placidity in
most animals. Objects that previously evoked signs of
fear or provoked attack appear to lose their past
associations. Monkeys no longer behave aggressively
toward experimenters, becoming docile and easy to
handle. Unilateral amygdalectomy with lesions of all
commissural pathways produces taming when stimuli
are presented to the operated hemisphere but appro-
priate hostile responses when the stimuli are displayed
to the unoperated hemisphere. However, amygdalect-
omy in submissive monkeys has led to a maintained or
increased level of aggression, consonant with the view
that the fundamental effect of amygdalectomy on
aggression is not a change in aggressive threshold but a
modification of previously acquired patterns of linking
stimuli with aggressive responses. Fundamentally
appetitive drives, such as feeding and reproduction,
are released onto inappropriate targets. An instru-
mental drive such as aggression is no longer elicited or
suppressed according to past, learned responses of the
animal.

In humans, extensive bilateral temporolimbic da-
mage produces behavior that is similar to that of
lesioned monkeys, frequently accompanied by amne-
sia, aphasia, and visual agnosia (Fig. 2). Patients may
engage in indiscriminate oral and tactile exploration of
their environment (hyperorality and hypermetamor-
phosis) and change their sexual preferences. Affected
individuals exhibit a flattened affect and report
diminished subjective emotional responses to stimuli.
Aggressive behaviors become uncommon, and apathy
with lack of either strongly positive or negative
responses becomes the rule. In one series of 12 patients
with acquired Kluver—Bucy syndrome, placidity was
noted in all. Functional imaging and lesion studies in
humans suggest that the amygdala plays a critical role
in processing of perceived threat stimuli. Fearful
responses to threatening faces and objects are dimin-
ished in individuals with lesions largely confined to the
amygdala bilaterally. A group performing bilateral
amygdalotomies in aggressive patients reported that
among 481 cases, approximately 70% showed a
reduction in either restlessness or destructiveness,
and one-half of these remained placid even when
purposefully provoked.

The first reported case of the Kluver—Bucy syn-
drome in humans illustrates the characteristic clinical
picture. A 19-year-old man sequentially underwent left
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Figure 2 Bilateral temporolimbic lesions from herpes simplex encephalitis producing Kluver—Bucy syndrome including hypoaggression
(passivation). This 42-year-old man was apathetic, indifferent, and impassive. In addition, he constantly manipulated and frequently mouthed
objects, made sexual propositions to staff, especially men (prior to his illness he had been heterosexual), and exhibited severe anterograde
amnesia and visual agnosia. CT axial images demonstrate large right temporal and smaller left mesial temporal hypodense lesions (reproduced
with permission from S. Bakchine, F. Chain, and F. Lhermitte, 1986, Rev. Neurol. 142, 126-132. © Masson Editeur).

and then right temporal lobectomies for treatment of a
refractory seizure disorder accompanied by frequent
outbursts of violent behavior. Following the second
operation, he demonstrated dramatic behavioral
changes, including compulsive manual manipulation
of objects in the environment, insatiable appetite,
sexual exhibitionism with frequent masturbation,
severe retrograde and anterograde amnesia, and
prosopagnosia. The reporting physicians were parti-
cularly surprised by a new placidity and the resolution
of his previously aggressive behavior:

He no longer manifested the slightest rage reac-
tions toward the nurses and doctors, upon whom,
before the second operation, he used to rush as
soon as they came into sight. The patient, on the
contrary, now assumed an extremely childish and
meek behavior with everyone and was absolutely
resistant to any attempt to arouse aggressiveness
and violent reactions in him.

Related, modality-specific alterations in aggressive
responding appear when bilateral lesions spare the
amygdaloid complex but selectively interrupt path-
ways linking unimodal cortical sensory processing
areas with the temporolimbic region. Stimuli presented
solely within the sensory modality disconnected from
the amygdala then fail to evoke learned associations,

but stimuli that may be processed through other
sensory channels elicit normal responses. One reported
case of modality-specific limbic disconnection con-
cerned a 39-year-old college graduate who suffered
severe brain injury in a motorcycle accident. Compu-
ted tomography (CT) scans demonstrated bilateral
cerebral hemorrhages in the inferior occipitotemporal
region, interrupting visual input to polar and mesial
temporolimbic structures. In addition to right hemi-
paresis, left hemidystonia, and prosopagnosia, he
exhibited visual hypoemotionality—a diminished
ability to react affectively to visual stimuli. A former
assistant city planner, he was no longer moved by
aesthetic differences between buildings. He ceased
hiking because he now found natural scenery dull. He
complained of total loss of emotional reaction to
seeing attractive women in everyday encounters and to
erotic visual stimuli. However, he maintained a strong
interest in music, to which he listened almost con-
stantly. He could be sexually aroused by verbal-
auditory stimuli and derived pleasure from touching
and being touched. This modality-specific limbic
disconnection extended to fear and aggressive re-
sponses. In laboratory testing, when exposed to a series
of slides, he rated as neutral and unemotional threa-
tening images such as a gun and a snake, which normal
controls scored as negative and highly arousing.
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An intriguing contrast to the behavioral alterations
that result from removal of the temporal lobes is
provided by a far more common clinical condition,
temporal lobe epilepsy, in which abnormal neuronal
excitability develops within temporolimbic cell popu-
lations. Within the temporal lobe, the amygdaloid
complex is particularly sensitive to the phenomenon of
kindling, in which repeated stimulation of neurons
leads to a progressive lowering of the threshold for
discharge. Because many processing pathways con-
verge on the amygdala, activity of epileptic foci
throughout and beyond the temporal lobe can affect
amygdalar excitability. The resulting enhancement of
amygdaloid activity may, in a general sense, be the
converse of the decreased activity underlying Kluver—
Bucy syndrome.

In normal animals, individual amygdaloid neurons
respond selectively to biologically significant food and
social stimuli. Kindling may lead to long—term changes
in limbic physiology that alter and enhance aggressive
and other emotional responses to both drive-related
and neutral stimuli. Rather than losing previously
acquired associations between sensory stimuli and
drives, some temporal lobe epilepsy patients appear to
forge new, fortuitous associations. Rather than a lack
of emotional response to stimuli, they exhibit deepened
and generalized affective associations.

Interictal behavioral changes consistent with this
model have been observed in a subset of patients with
temporal lobe epilepsy. These individuals exhibit a
cluster of interictal behaviors that have been labeled
the Geschwind—Gastaut syndrome, encompassing
deepened emotions, a sensitivity to moral issues, often
with religious and philosophical preoccupations, and
hypergraphia—a tendency to write about these sub-
jects at great length. As a consequence of strongly felt
emotions, these individuals may become highly sensi-
tive to slights or violations of principle and experience
intense anger. These patients’ strong moral and
philosophical beliefs often preclude violent acts.
However, if they do act aggressively, their behavior
typically is performed in clear consciousness and often
followed by sincere regret.

In an illustrative case, a 40-year-old man developed
complex partial seizures in his 20s, characterized by
fear followed by flushing, tachycardia, and loss of
consciousness. He had suffered febrile seizures in
childhood. Electroencephalography (EEG) showed
bilateral temporal discharges, and pneumoencephalo-
graphy demonstrated a dilated temporal horn of the
left lateral ventricle. His interictal behavior was
remarkable for extreme seriousness with virtually no

sense of humor and a sensitivity to infractions of minor
military procedures. When fellow servicemen light-
heartedly violated minor rules, he would attempt to
reason with them. However, he became incensed by
their failure to appreciate his concerns, and brawls
often ensued. The patient was enraged when sentenced
to amilitary stockade for 1 week, especially because his
elaborate ethical justification for his actions was not
taken seriously. To indicate his anger, he destroyed
plumbing fixtures in his cell and subsequently threa-
tened to kill the magistrate whom he believed had
treated him unfairly.

Following release and neuropsychiatric treatment,
his temper became better controlled as he developed
strong religious and philosophical convictions that
prohibited violence. Nonetheless, several years after
overt violent behavior had ceased, he told an examiner,
“I have more of a problem with anger than anybody I
have ever met in my life.”” He described a constant
internal tension between feelings of being treated
unjustly and a sincere desire not to harm another
individual. Other aspects of his behavior consistent
with the interictal behavior syndrome included evan-
gelical religiosity, extensive and detailed writing, and
inappropriately prolonged encounters with fellow
patients and caretakers (enhanced social cohesion/
Viscosity).

VIIl. PREFRONTAL CORTICAL REGULATION
OF AGGRESSION

The dorsolateral prefrontal cortex receives extensive
afferents from multiple posterior neocortical associa-
tion areas, including dense connections with the
inferior parietal lobule, a region responsible for
surveying extrapersonal space for relevant stimuli.
The orbitofrontal cortex is reciprocally connected to
the rest of the neocortex principally via the dorsolat-
eral convexity of the frontal lobe. Projections from the
hypothalamus through the dorsal medial nucleus of
the thalamus and from the rostral temporal lobe
through the uncinate fasciculus inform the frontal
lobes of both internal (hypothalamus) and external
(neocortical association to temporal lobe) stimuli of
affective significance.

The prefrontal cortex has direct outputs to the
pyramidal motor system, the neostriatum, temporal
neocortex, and the hypothalamus. Schematically,
prefrontal cortices appear to integrate a current
account of the outside world, the state of the internal
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milieu, and the recognition of drive-relevant objects
with knowledge of learned social rules and previous
experiences relating to reward and punishment. The
prefrontal cortex may play a particularly important
role in both working memory and social modeling,
maintaining an abstract representation of the world
that allows anticipation of the effects of one’s actions
on other individuals and the likely consequences of
such actions. The prefrontal cortices construct a
behavioral plan that is consistent with experience and
especially the rules of socialization in order to optimize
the satisfaction of biological drives.

The simplest summary of these complex functions in
humans is judgment, which should not be simply
equated with purely rational cost—benefit calculations
that may be quite time-consuming and biologically
uneconomical. Rather, it has been proposed that, in
selecting among alternative response options, prefron-
tal cortices are guided by internal, somatic state
markers—physiological cues that allow rapid choice
of previously rewarded, effective options. Damage to
the dorsal convexity in humans results in a diminution
of long-term planning and a state of apathy or
indifference. On formal neuropsychological testing,
shifting of response set and the ability to apply strategy
to problem solving are impaired. In contrast, damage
to the orbital undersurface of the frontal lobe has
classically been described as resulting in superficial,
reflexive emotional responses to stimuli in the immedi-
ate environment. Patients are impulsive, acting with-
out foresight or consideration of the remote
consequences of their actions. Orbital frontal lesions
thus lead to episodes of transient irritability. Often, a
patient strikes out quickly after a trivial provocation,
with little consideration of social prohibitions limiting
aggressive behavior or untoward future consequences.
The targets of aggression are categorically appropri-
ate, but patients are unable to apply abstract rules
that would override the immediate environmental
provocation.

Numerous case reports illustrate the tendency of
patients with orbitomedial frontal injuries to act
impulsively, without regard to long-term conse-
quences or sustained courses of action. Most well-
known is the paradigmatic case of Phineas Gage, a
railroad worker who suffered an injury primarily to the
left orbitomedial frontal lobe when an explosion
projected a tamping rod through his skull. Subse-
quently, in the words of his physician, “he was no
longer Gage.” Previously a temperate, hardworking
individual, he became ‘“‘disrespectful,” “irreverent,”
and “profane.” He rejected all attempts to restrain him

from satisfying desires of the moment but rapidly
abandoned plans he made to achieve these desires.

In addition to detailed single case studies, case series
of murderers have demonstrated a high incidence of
frontal structural abnormalities on CT and magnetic
resonance imaging (MRI), frontal hypofunction on
position emission tomography (PET), and abnormal
neuropsychologic performance on frontal systems
tasks. Frontal ventromedial lesion location indepen-
dently predicted aggression and violence among 271
America veterans who suffered penetrating head
injuries in the Vietnam war.

Convergent evidence for a critical role of the
orbitofrontal cortex in evoking internal somatic mar-
kers to regulating aggression is supported by studies of
neurologically normal individuals with antisocial
personality disorder and high psychopathy scale
scores, who demonstrate diminished autonomic reac-
tions to negative stimuli, decreased orbitofrontal
activity in some functional imaging studies, and
reduced prefrontal gray matter volumes on volumetric
MRI studies.

IX. COMBINED LESIONS OF TEMPORAL AND
FRONTAL LOBES

Some pathological processes tend to damage simulta-
neously multiple levels of neural circuitry critical to the
regulation of aggression. The orbitofrontal surface
and rostral temporal poles are particularly susceptible
in closed head injuries, and conjoint lesions in the same
patient are not uncommon. Temporolimbic epilepsy is
a frequent sequel of both closed and open head injury.

Aggressive behavioral syndromes may result that
have features associated with dysfunction of several
brain regions. For example, as a result of brain trauma,
a patient may, develop a temporolimbic epileptic focus
as well as a contusion of the orbital frontal cortex.
Such a patient can display the deepened emotions and
anger associated with the interictal behavior syndrome
as well as a failure to inhibit or modulate hostile
responses typical of a frontal lesion. In one reported
case, a young man suffered severe brain injury in a
motor vehicle accident. Imaging studies demonstrated
enlargement of the frontal and temporal horns of both
lateral ventricles and EEG abnormalities were recor-
ded over the right frontotemporal area. The patient
displayed intermittent apathy suggestive of frontal
lobe damage but also developed personality changes
characteristic of the interictal behavior syndrome of
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temporal lobe epilepsy. He had outbursts of extremely
violent behavior and eventually attempted to murder
his parents and former girlfriend. When questioned
regarding his aggression, the patient failed to appreci-
ate that his behavior might be distressing to others.
PET studies provide further evidence for frontal and
temporolimbic dysfunction in psychiatric patients and
in violent criminals. In one study of eight repeatedly
violent psychiatric patients, low metabolic rates were
noted in prefrontal and medial temporal cortices.
Similarly, in a study of 41 murderers, reduced glucose
metabolism was noted in the prefrontal cortex, super-
ior parietal gyrus, left angular gyrus, and corpus
callosum, and reduced left hemisphere activity com-
pared with right hemisphere activity was noted in the
amygdala, thalamus, and medial temporal lobe. These
differences were particularly pronounced among in-
dividuals classified as having performed affective,
impulsive violence compared with planned, predatory
violence.

X. HEMISPHERIC ASYMMETRIES IN THE
REGULATION OF AGGRESSION

Several lines of neuropsychological research suggest
differences in left and right hemisphere specialization
for the processing of emotion, including anger and
aggression. The left hemisphere plays a greater role in
decoding linguistically conveyed emotional informa-
tion, and the right hemisphere is more important in
processing nonverbal emotional cues, such as prosody
and facial expression of emotion. Moreover, the right
hemisphere may be more highly specialized for med-
iating emotional responses in general and negative
emotional responses such as fear and anger in parti-
cular. These conclusions are supported by studies of
functional asymmetry for verbal versus nonverbal
expression of affect, verbal versus nonverbal decoding
of affects expressed by others, and asymmetric facial
expression of affect in patients with unilateral stroke,
other asymmetric neurological injuries, and transient
hemisphere inactivation during Wada testing and also
in normal experimental subjects.

Studies in focal lesion patients suggest an important
role of hemispheric specialization in the genesis of
hostile behaviors. A case control study in focal stroke
patients identified lesion location in the anterior, left
hemisphere as a predictor of aggressive behavior,
independent of the presence of depression (Fig. 3).
Among 50 patients with temporal lobe epilepsy, those

Figure 3 Association of left hemisphere lesions with aggression.
Template mapping of CT scan lesions in 18 consecutive stroke
patients with violent aggressive outbursts demonstrates a prepon-
derance of left hemisphere lesions, especially left frontal (reproduced
with permission from S. Paradiso, R. G. Robinson, and S. Arndt,
1996, J. Nerv. Mental Dis. 184, 750).

exhibiting intermittent explosive disorder were more
likely to have left amygdala and left periamygdala
lesions due to encephalitis or other structural insults.

Neuropsychological and psychophysiologic studies
in unselected populations of violent criminal offenders
also show frequent evidence of left hemispheric
dysfunction. When neuropsychological deficits are
observed in studies of violent groups, they tend to
involve not only frontal-executive functions but also
verbal comprehension, expressive speech, and other
left hemisphere language functions. These findings are
consonant with those of many studies in conduct-
disordered and delinquent juveniles. In addition to
lower average overall 1Q, these individuals frequently
have a disproportionately lowered verbal 1Q (lan-
guage, left hemisphere) compared to performance 1Q
(visuospatial, right hemisphere). Psychophysiologic
studies employing computerized EEG spectral analy-
sis indicate that persistently violent behavior among
psychiatric inpatients is linked to increased 8-band
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slow-wave activity in left frontotemporal derivations.
Divided visual field, dichotic listening, skin conduc-
tance asymmetry, and lateral preference studies ad-
ditionally suggest subtle abnormalities of left
hemispheric function in sociopathic individuals with-
out overt neurological lesions. In one small series of
subjects examined by PET, decreased blood flow and
metabolism were observed in the left temporal lobe of
all four institutionalized, sexually violent offenders
studied, and left frontal hypometabolism was observed
in two of the four. In a SPECT study, left anterior
temporal and bilateral dorsofrontal hypoperfusion
were among the abnormalities distinguishing dementia
patients with aggression from those without.

Based on the results of these and other laterality
studies in violent individuals, different theorists have
proposed that either left hemispheric or right hemi-
spheric networks play a predominant functional role in
the regulation of aggression, and that subtle develop-
mental hemispheric abnormalities underlie repeatedly
aggressive behavior in a proportion of “functional”
psychopaths. A broader view is that each hemisphere
performs complementary processing related to hostile
behavior, and functional abnormalities of either hemi-
sphere may produce disturbed aggressive responding
through distinctive mechanisms. Left hemisphere
dysfunction, implicated in a preponderance of studies,
may lead to overt expression of negative affects
mediated by the right hemisphere, diminished linguis-
tic regulation over behavior, and adverse social
encounters due to impaired verbal communication.
Right hemisphere dysfunction may lead to improper
intrahemispheric decoding and encoding of prosody,
facial expressions, and other nonverbal emotional
responses, overreliance on semantic processing, im-
paired self-awareness of physiological arousal, and a
distinctive pattern of altered aggressivity.

Right hemisphere parietofrontal lesions may impair
an individual’s ability to interpret and produce emo-
tional gestures, prosody, and affect and to monitor
internal somatic states. This may produce an acquired
“sociopathy,” even in the absence of bifrontal lesions.
Although the most frequently noted pattern of altered
behavior after right parietal cortical lesions is one of
inappropriate cheerfulness and denial of illness, irrit-
ability and aggressive outbursts may also ensue. A
well-known case is that of former Supreme Court
Justice William Douglas, who exhibited disturbed
social judgment following a right hemisphere stroke.
Although he retained sufficient linguistic and abstract
reasoning ability to return to the bench, inappropriate
social behaviors soon forced his retirement.

XI. NEUROCHEMISTRY OF AGGRESSION

During the past two decades, there has been an
explosion of knowledge regarding neurotransmitter—
receptor systems that modulate aggressive behavior in
animals and humans. However, many studies have
focused exclusively on the effects of a specific neuro-
transmitter or receptor subtype on one or more aspects
of violent or aggressive behavior. Integration of such
fine-scale neurochemical data with the large-scale
neurocognitive network data acquired in neuroanato-
mical and neurophysiological studies has been limited.
Most experimental and clinical reports on the “neu-
rochemistry of aggression” likely describe the effects of
neuromodulators at peripheral, brain stem, hypotha-
lamic, and diffusely projecting hemispheric sites,
which can reduce or raise the individual’s overall
predisposition to aggression. Still lacking are studies
that evaluate the multisynaptic integration of parallel-
processed streams of complex sensory and limbic
information that link amygdala, orbitofrontal, and
other higher cortical centers. It is quite likely that these
networks are subserved by diverse messenger systems
and not exclusively controlled by a single neurotrans-
mitter. We also have insufficient understanding of the
complex interactive effects that neurotransmitters and
neurohormones exert on one another or the specific
receptor subtypes mediating a particular response.
However, because neurochemical studies provide
the basis for pharmacological interventions in aggres-
sive patients, data from such studies are clinically
invaluable.

The hypothalamus, amygdala, and frontal lobe are
richly innervated by monoaminergic neurotransmit-
ters, acetylcholine, and neuropeptides. Neurotrans-
mitter systems strongly linked to mediation of
aggressive behaviors in animal and human studies
include serotonin, acetylcholine, norepinephrine, do-
pamine, y—aminobutyric acid (GABA), and testoster-
one and other androgens as well as nitric oxide,
opioids, and glutamate. Serotonergic systems appear
to be particularly important and have been the subject
of intense experimental and clinical investigation.

A. Serotonin

Diverse animal and human studies suggest that
serotonin is a critical modulator of aggressive beha-
vior. Experimental work in animal models of aggres-
sive conduct supports a critical role of serotoninergic
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systems in hostile behavior. Eltoprazine, a 5-HT;
agonist, reduces attack behavior in several species. In
the rat brain, eltoprazine binding is greatest in the
dorsal subiculum, substantia nigra, ventral pallidum,
and globus pallidus. Other 5-HT 5 agonists, including
buspirone and gepirone, reduce isolation-induced
aggression in mice without causing sedation or in-
coordination. It has been proposed that serotonin
increases the ability of an organism to arrange for and
tolerate delay. Decreased serotonin leads to an in-
crease of behaviors that are usually suppressed.
Studies of isolation-induced aggression, shock-in-
duced fighting, and muricidal and filicidal behavior
have demonstrated an inverse relationship between
serotonin activity and aggression in rats and mice.
Recent studies have begun to delineate more complex
species-specific and receptor-specific effects of seroto-
nin on aggression. One recent rat study found that
agonists at 5-HT A, 5-HT;p, and 5-HT, receptors all
reduced offensive aggression, but only 5-HT, agonists
reduced defensive aggression.

Findings of studies of naturally behaving animal
populations are consonant with the findings from
experimentally induced aggression paradigms. Do-
mesticated silver foxes, who ecasily tolerated human
contact, had a higher level of midbrain and hypotha-
lamic serotonin than wild silver foxes bred in captivity.
The domesticated foxes also had a reduced density of
5-HT A receptor binding in the hypothalamus. Rhesus
monkeys with the highest blood levels of serotonin
were socially dominant, whereas animals with de-
creased whole blood serotonin tended to be ostracized.
Aggressive behavior was also associated with high
levels of cortisol, suggesting greater stress. Adolescent
male rhesus macaque monkeys show an inverse
correlation between cerebrospinal fluid (CSF) levels
of the serotonin metabolite 5-hydroxyindoleacetic acid
(5-HIAA) and risk taking and aggression in the wild.

Serotonin interacts with other neurotransmitter and
neurohumoral systems in modulating impulsivity and
aggression. For example, one group of investigators
examined the effects of testosterone and serotonin
administration on dominance and aggression in rats.
Male rats given testosterone became dominant. Qui-
pazine, a serotonin agonist, blocked aggression in both
naturally dominant and testosterone—induced domi-
nant rats. Nonspecific serotonin antagonists blocked
aggression only in testosterone—induced dominant
males. This study demonstrates pharmacoselectivity
among different forms of aggression, a property that
may be desirable for the development of pharmacolo-
gic treatments.

Data from human clinical studies are consistent with
data from the experimental and observational animal
literature, suggesting a critical role for serotonergic
systems in human aggression. One major domain of
investigation has focused on serotonergic markers in
patients who have attempted or committed violent
suicide. Caution must be exercised when interpreting
these studies. The psychologic and biologic substrates
of aggression against the self, manifest in suicide, are
likely to differ from the underpinnings of aggression
directed against others. Nonetheless, there are impor-
tant behavioral affiliations between self-directed and
outwardly directed violence and the two actions often
cosegregate. Lifetime externally directed aggression is
more frequent in suicide attempters than in others.
Accordingly, findings in suicide patients offer impor-
tant insight into general neurobiologic substrates of
violent behavior.

Many postmortem studies have found decreased
levels of serotonin and of presynaptic serotonin
binding sites, such as the serotonin transporter site,
in subcortical and neocortical brain regions in patients
completing violent suicide. Recent studies suggest
these abnormalities are more prominent in the orbital
prefrontal cortex than in the dorsolateral prefrontal
cortex. Similarly, postsynaptic serotonin receptors,
such as 5-HT o and 5-HT,4 receptors, are generally
elevated in the frontal cortex of violent suicides,
especially in orbitofrontal sectors. These findings are
consistent with a regulatory increase in postsynaptic
serotonin receptors in response to decreased presy-
naptic serotonergic activity.

Cerebrospinal fluid levels of 5-HIAA are decreased
in patients attempting suicide and in violent criminal
offenders. A stronger correlation has been noted
between CSF 5-HIAA and suicidal behavior than
suicidal ideation alone, suggesting that low CSF 5-
HIAA levels are a marker not simply of depression and
suicidal risk but also of a tendency to aggressive and
impulsive behavior. Several studies in criminal and
interpersonally violent psychiatric populations sup-
port this view. Lowered CSF 5-HIAA levels were
found in samples of impulsive arsonists and impulsive
murderers. In a group of soldiers with behavior
problems, CSF 5-HIAA was negatively correlated
with aggressive behavior, and CSF 5-HIAA was
reduced in a group of borderline patients with
aggressive and suicidal behavior.

Neuroendocrine challenge studies have been utilized
to probe serotonergic function in aggression. Seroto-
nin administration in normals causes a release of
prolactin. Suicidal depressed patients and patients
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with personality disorders who exhibit impulsive and
aggressive behavior have a blunted prolactin response
to fenfluramine, a releaser of presynaptic serotonin
stores, and to m-chlorophenylpiperazine, a 5-HT,
agonist. This work suggests that suicidal and impul-
sive/aggressive patients have serotonergic hypoactiv-
ity. On the other hand, patients with depression and
suicidality demonstrated an increased release of corti-
sol to 5-hydroxytryptamine, suggesting hypersensitiv-
ity of other postsynaptic serotonin receptors in this
group. Other workers have not found a significant
correlation between neuroendocrine challenge ab-
normalities and suicidality.

Additional support for the influence of central
serotonergic activity on aggressive propensities comes
from studies of normal volunteers administered selec-
tive serotonin reuptake inhibitors. The resulting
increase in central serotonergic activity correlated
with decreases in hostility and in negative affect
generally and an increase in affiliative behaviors.

At least 14 different receptors for serotonin exist in
the human brain. Recent investigations of the relation-
ship between serotonin and aggression have begun to
more precisely dissect serotonergic systems by employ-
ing molecular probes of specific serotonergic receptor
subtypes. Buspirone, a 5-HT; agonist, produced a
normal prolactin release when given intravenously to
healthy male volunteers. This effect was blocked by the
nonselective 5-HT receptor antagonist metergoline
and by pindolol, a f-adrenergic and 5-HT antagonist,
in a dose-related fashion. Prolactin response to
buspirone was inversely correlated with levels of
“irritability” in patients with personality disorders,
suggesting that decreased sensitivity of the 5-HT
receptor may be responsible for components of
impulsive—aggressive behavior in patients with per-
sonality disorders.

Recently, genetic studies have provided further
evidence of an important role of serotonin in aggres-
sion regulation. A polymorphism in the gene for
tryptophan hydroxylase, the rate-limiting enzyme in
the biosynthesis of serotonin, has been associated with
suicidal behavior in impulsive alcoholic criminals and
in individuals with major depression. Amino acid
substitutions in the 5-HT; receptor gene have been
reported among alcoholics with violent behavior.

B. Acetylcholine

Some of the earliest work on the neurochemistry of
aggression focused on acetylcholine. Electrical stimu-

lation of the lateral hypothalamus in rats leads to
predatory attack on mice in animals that previously
tolerated mice in their cage without attacking them.
The attack terminates as soon as the electrical
stimulation is discontinued. Applying carbachol, a
cholinergic agonist, to the lateral hypothalamus pro-
vokes the sterotypic aggressive response, which can be
blocked by atropine and facilitated by acetylcholines-
terases. This cholinergic-induced predatory response is
target specific—directed only at the animal’s usual
prey—and without affective display. Electrical stimu-
lation of the lateral or dorsal amygdala facilitates
predatory attack through its connections to the lateral
hypothalamus. Applying carbachol to the amygdala
also induces a predatory response. Aggressive beha-
vior following human exposure to cholinesterase
inhibitors has been observed in several clinical case
reports. Despite well-documented early animal experi-
mentation, cholinergic mediation of aggression and its
clinical implications have been understudied in recent
years. For example, the muscarinic receptor subtypes
mediating hypothalamic aggression and cholinergic
regulation of aggression in the frontal cortex have not
been characterized in detail.

C. Norepinephrine and Dopamine

Catecholamine systems are associated with aggressive
behavior in several animal models and clinical popula-
tions. Peripherally administered norepinephrine (NE)
enhances shock induced fighting in rats. «, receptor
agonists increase rat aggressive behavior, whereas
clonidine decreases rodent aggressive behavior acute-
ly. f-Adrenergic blocking decreases aggressive beha-
vior in laboratory animals. Several human studies have
found a correlation between increased CSF or frontal
cortex NE or its metabolite 3-methoxy-4-hydroxyphe-
nylglycol and aggressive behavior. It has been pro-
posed that central noradrenergic tracts originating in
the locus coeruleus innervate a behavioral inhibitory
system that projects widely to the hippocampus, septal
region, and frontal lobes. Modulatory disturbances in
central norepinephrine would then lead to impulsivity
and episodic violence. Long-term f-adrenergic block-
ade with agents such as propranolol is a well-estab-
lished, effective therapy to reduce aggressive
responding in diverse neuropsychiatric patient groups
with violent behaviors.

L-Dopa can induce aggressive behavior in rodents
and humans. Apomorphine, a potent dopamine ago-
nist, can induce fighting in rats. Dopamine antagonists
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tend to reduce aggression but usually at doses that also
slow motor and cognitive performance. A few studies
have shown reduced levels of a dopamine metabolite,
homovanillic acid, in suicidal patients.

Recent genetic studies support an important role of
catecholamine systems in human aggression. The
genetic loci for MAO and catechol-O-methyltransfer-
ase (COMT), two enzymes critical in the catabolism of
catecholamines, are located on the X chromosome. In
alarge human kindred, impulsive violent behavior and
mental retardation among several males co-segregated
with a point mutation in the MAO type A gene that
produced enzyme deficiency and presumably increased
central catecholaminergic activity. Male knockout
mice lacking the MAO-A gene also show aggressive
behavior. COMT gene alleles include a common
polymorphism that produces three- or four-fold
variation in enzyme activity. The allele coding for the
less active form of the enzyme (and resulting increased
central catecholaminergic activity) has been associated
with violent behavior in two studies of schizophrenic
and schizoaffective patients and in male knockout
mice.

D. y-Aminobutyric Acid

Several lines of evidence suggest that GABA inhibits
aggression in animals and humans. GABA injected
into the olfactory bulbs in rats inhibits mouse killing,
whereas GABA antagonists can induce muricidal
behavior. Benzodiazepines and other agents that
facilitate GABA can decrease isolation-induced fight-
ing in mice and attenuate aggression caused by limbic
lesions. In humans, despite their tranquilizing and
antiaggressive effect in the vast majority of patients,
benzodiazepines can rarely lead to a transient increase
in aggressive behavior (‘“paradoxical rage”).

E. Testosterone and Other Androgens

Testosterone is an important mediator of aggressive
responding in diverse mammalian species. In rats,
dominant males have higher levels of testosterone than
submissive males. Cortisol increases in both groups,
but cortisol is higher in the submissive group, suggest-
ing a greater level of stress. In vervet monkeys,
increases in serum and salivary testosterone levels
correlated with the number of aggressive encounters.
Moyer suggested that androgens increased intermale
and irritable, but not predatory, sexual, fear-induced,

and maternal forms of aggression. An interaction
between androgens and other neuromodulators such
as the monoamine neurotransmitters appears to
govern aggressive responding. Testosterone-induced
dominance in rats is reduced after treatment with 5-
HTI1A, -1B, and -2A/2C receptor agonists.

The association of androgens with aggression
suggested by the simple observation that males enact
aggressive behaviors more frequently than females in
most mammalian species, including humans, is sup-
ported by observations of convergent hormonal-
behavioral relationships in female spotted hyenas.
The spotted hyena is one of the most aggressive
animals in the wild. Spotted hyenas also have a very
organized and highly nurturant clan society. Male and
female hyenas are approximatley equal in size, and
female genitalia are masculinized. The colonies are
dominated by the females in a tightly ranked hier-
archy. Females are more aggressive than males, and
adult males are usually not able to feed from a kill
while the dominant females are eating. The females’
large body habitus, androgenous genitalia, and ag-
gressive behavior are related to the high circulating
levels of androstenedione. The role of androgens in
mediating aggression thus transcends sexual lines in
this species.

In humans, numerous studies support an important
link between circulating androgens and aggressive
behavior. Elevated testosterone levels in adolescent
boys correlate with low frustration tolerance and
impatience. Boys with increased testosterone are more
likely to respond aggressively when provoked. In-
creased levels of free testosterone have been measured
in the saliva of incarcerated violent criminals. Victor-
ious collegiate wrestlers show a greater increase in their
serum testosterone than do their defeated counter-
parts. Violent behaviors have been reported in indivi-
duals taking anabolic steroids for body-building
programs. Male alcoholics who abused other people
had higher levels of testosterone and lower levels of
cortisol than those who did not. In a treatment study,
inhibiting gonadal function with a GnRH antagonist
reduced outward-directed aggression. A meta-analysis
of reported studies demonstrated a strong positive
correlation between testosterone levels and observer-
rated aggressiveness.

It is important to note some common weaknesses in
the data currently available on the neurochemistry of
aggression. Most studies on neurotransmitter and
neurohormonal effects on aggression have been con-
ducted on male animals and men. Endocrine and
neurochemical factors influencing aggression in
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females have not been fully evaluated. Caution must be
exercised when generalizing findings across species,
particularly when comparing responses between hu-
mans, other primates, and other mammalian orders.
Many aggression-related neurotransmitters are con-
served across species, but there are likely important
variations in receptor subsystems. Precision in defining
and measuring aggression, impulsivity, and irritability
in many animal models and humans is difficult to
achieve. Also, many studies fail to recognize and fully
clarify state—trait distinctions. Neuroendocrine chal-
lenge studies are subject to wide variability, depending
on agent dosage, route of administration, and outcome
measure.

Nonetheless, progress in basic investigations of the
neurochemical and neuroendocrine mediators of ag-
gression sets the stage for advances in the pharma-
cotherapeutics of violent disorders. Moreover, once a
better understanding of the individual neurochemical
and neuroendocrine factors contributing to aggression
is attained, interactions among the multiple systems
operating convergently and divergently at hierarchial
sites in the neuraxis that regulate hostile behavior may
be more fully explored.

Xil. MAJOR CLINICAL SYNDROMES
OF AGGRESSION

A. General Considerations

The recognition that specific neurological lesions may
lead to violent behavior in human beings, and that
abnormalities at different levels of the neuraxis result
in distinctive types of aggressive behavior, provides a

guiding schema for the evaluation and treatment of
inappropriately aggressive (and inappropriately hy-
poaggressive) individuals (Tables 111-V). In addition
to emphasizing the need for careful neuropsychiatric
evaluation of every violent patient, the hierarchical
model for the regulation of aggression suggests
important parameters that may help to characterize
any aggressive act. Integrating information regarding
the clinical manifestations of aggressive behavior,
additional aspects of the history (particularly related
to other drive-related behaviors), the neurological and
psychiatric examinations, and structural and func-
tional laboratory studies allows classification of in-
dividual patients among major syndromes of impulse
dysregulation and aggression.

1. Hypothalamic/Brain Stem Syndromes

In patients with brain stem-mediated sleep-related
disorders of violence, aggressive actions are generally
nocturnal, associated with incomplete maintenance of
REM or non-REM sleep states. The REM sleep
behavior disorder predominantly occurs in middle-
aged men. Violence most commonly occurs during a
vivid and frightening dream, is often directed at a bed
partner mistaken for a dream figure, and is unplanned,
without the use of weapons. Affected patients are
difficult to arouse from their dreaming state. After-
wards, they generally recall the dream material that
provoked aggression but report believing they were
attacking animal or human oneiric figures rather than
their furniture or spouse. They exhibit remorse about
their actions and, before a diagnosis is made, may self-
treat their disorder by tying themselves in restraining
devices at night.

Table Il
Distinguishing Features of Focal Lesion Syndromes of Aggression in Humans
Complex  Amnesia
Syndrome Provocation Eliciting stimulus Outbursts plans for acts Remorse
Hypothalamic  Basic drive (e.g. hunger); unprovoked Individuals who happen  Yes No No Yes
to be present
Ictal None Any near individual or Yes No Yes Yes
inanimate object
Postictal Attempts to restrain/protect patient Caretakers Yes No Yes Yes
Interictal Perception of moral injustice; threat, Individuals Occasional Yes No Yes, may
including misinterpretation of trivial be intense
stimulus
Orbitofrontal ~ Minor provocation Individuals Yes No No No
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The REM sleep disorder must be distinguished from
other parasomnias that may be injurious to patient and
spouse, such as somnambulism, sleep drunkenness,

Table IV

Selected Causes of Syndromes of Hyperaggressivity
and Hypoaggressivity (Passivity)

Site/syndrome Common etiologies

Hyperaggressivity
Hypothalamic Hamartoma
Craniopharyngioma, astrocytoma
Temporal lobe epilepsy Mesial temporal sclerosis
Vascular malformation
Glioma
Traumatic brain injury
Orbitofrontal systems Traumatic brain injury
Anterior communicating
artery aneurysm
Orbital meningioma
Huntington’s disease
Frontotemporal dementias
Herpes simplex encephalitis
Combined frontotemporal Traumatic brain injury
Frontotemporal dementias
Herpes simplex encephalitis
Multifocal or poorly localized Attention deficit disorder
Toxic—metabolic encephalopathies
Vitamin B12 deficiency
Alcohol, cocaine
Multiple sclerosis
Vascular dementia
Delusional cognition Paranoid schizophrenia
Late-life paraphrenia
Endogenous depression
Mania
Alzheimer’s disease
Vascular dementia
Hypoaggressivity
Bilateral amygalotemporal Herpes simplex encephalitis
Frontotemporal dementias
Posterior cerebral artery infarctions
Traumatic brain injury
Urbach—Wiethe disease
Temporal lobectomies
Dorsolateral frontal systems  Subdural hematomas
Glioma
Progressive supranuclear palsy

Anterior cerebral artery infarctions

and sleep terrors, which arise out of non-REM sleep.
Nocturnal seizures must also be excluded. The evalua-
tion in suspected cases includes a thorough history of
sleep complaints from patient and bed partner,
neurological and psychiatric examination, overnight
polysomnographic study, and MRI. REM sleep
behavior disorder has been associated with a variety
of neurological conditions, including Parkinsonism,
dementia, stroke, multiple sclerosis, and alcohol with-
drawal. However, more than 50% of cases
are idiopathic. Pontine tegmental lesions, which
might be expected from animal studies, are rare,
possibly because pontine injury frequently produces
devastating motor and arousal deficits that preclude
expression of the disorder. Approximately 90% of
patients exhibit sustained improvement when treated
with clonazopam.

In patients with hypothalamic lesions, outbursts of
violent behavior in the awake period may be precipi-
tated by internal or visceroceptive states, such as
hunger, fatigue, light deprivation, or hormonal stimu-
lation. Alternatively, patients may exhibit a heigh-
tened general level of aggressivity. Frequently, attacks
are on individuals who happen to be near the patient,
without the formation of complex plans. Patients often
have diminished insight into the reasons for their
actions, although they recall and may demonstrate
remorse for their behaviors. Subjects with hypothala-
mic lesions may demonstrate altered patterns of
sleeping or eating, polydipsia, and polyuria or deficient
regulation of sex hormones, thyroid, or adrenocortical
function. Heteronymous visual field impairments may
be evident if lesions extend to involve the optic nerves,
chiasm, or tracts. The workup of patients with
suspected hypothalamic lesions should include MRI
or other structural imaging of the region of the third
ventricle, endocrine studies, and formal visual fields.
The differential diagnosis includes benign and malig-
nant tumors such as craniopharyngiomas and astro-
cytomas, which present with subacute alterations in
behavior. Another etiology is hypothalamic hamarto-
ma, which usually presents with a distinctive clinical
profile of childhood onset of gelastic epilepsy (ictal
laughter), sometimes accompanied by precocious
puberty, along with interictal bouts of uncontrolled
rage (Fig. 4).

2. Temporolimbic Epilepsy Syndromes

Few topics in behavioral neuroscience are more
controversial than the relationship of aggression to
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Table V

Strategies for Treating Aggressive Behavior

Setting of aggression

Initial therapeutic approaches

Impulsive aggressive acts in setting of congenital or acquired
intellectual impairment or hypothalamic injury

Aggression related to deepened affect or ideation in the interctal
syndrome of temporolimbic epilepsy (moralistic conviction)

Disinhibited aggression in response to transient environmental stimuli,

+ frontal systems dysexecutive signs

Aggressions precipitated by delusions, hallucinations

Irritability related to manic or hypomanic states

Acute agitation

Control of appetite, sleep, diurnal cues
p-Adrenergic blocker

Selective serotonin reuptake inhibitors
Cholinergic (muscarinic) antagonists (?)
Valproic acid

Avoid barbituates, benzodiazepines, sedatives
Antiepileptic medications

Selective serotonin reuptake inhibitors
Reality-oriented psychotherapy

Avoid lithium carbonate (may worsen seizures)

Explicit, concrete social structure
Selective serotonin reuptake inhibitors

p-Adrenergic blocker

Avoid barbituates, benzodiazepines, sedatives
Atypical antipsychotics

Neuroleptics

Mood stabilizers

Neuroleptics

Benzodiazepines

epilepsy. Failure to adequately distinguish between
aggressive actions in the ictal, postictal, and interictal
periods has contributed greatly to the confusion
regarding the relationship between temporolimbic
epileptic foci and violent behavior.

Ictal aggression does occur, but with extreme rarity.
An international consensus panel found that only 7 of
5400 patients studied on video EEG monitoring
exhibited aggressive behavior during recorded sei-
zures. Hostile behaviors ranged from physical violence
directed toward inanimate objects to mild verbal or
physical aggression directed toward a person. When
aggressive acts during complex seizures occur, they
may appear without provocation or in response to an
environmental stimulus and are characterized by
spontaneous, undirected aggression toward nearby
objects or individuals. The patient is amnestic for
actions and often expresses remorse.

A much more common form of aggressive behavior
in epilepsy is resistive violence during the postictal
period. Following a complex partial seizure or, more
frequently, a generalized convulsion, patients may be
disoriented and confused. During this epoch, well-

intended attempts at physical restraint can provoke
aggression, which almost always ceases when restraint
is withdrawn. The attacks generally involve striking
out without the use of a weapon or sometimes with
objects that happen to be close at hand. Patients have
no memory for their actions upon clearing of con-
sciousness and will express dismay if they have injured
others.

Aggression in the subacute period following the end
of a seizure activity can also occur. Often, the
aggression appears in the context of postictal psychosis
and mania, especially in patients with paranoid
delusions and threatening hallucinations. However,
recently a syndrome of subacute postictal aggression
was described in four patients, occurring hours to days
after a seizure, without postictal psychosis or mania.
Subacute postictal aggression appears to be a rare
phenomenon. The attack behaviors are intentionally
directed after minor provocations, and patients retain
full recall of the episodes.

Overt aggression related to the interictal behavior
syndrome of temporolimbic epilepsy is unusual be-
cause the heightened moral and religious values that
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Figure 4  Aggression due to hypothalamic lesion. A 19-year-old man presented with several years of aggressive behavior, poor social
adjustment, and seizures of multiple types, including ictal laughter. Coronal proton density-weighted MRI scan demonstrates a hypothalamic
hamartoma, evident as a 1-cm-high signal intensity mass in the substance of the hypothalamus (reproduced with permission from S. F.
Berkovic, F. Andermann, and D. Melanson, et al., 1988, Ann. Neurol. 435).

are features of the syndrome preclude violent actions.
However, in rare circumstances, intense emotional
reactions to perceived injustice or threat can lead
subjects to formulate and carry out complex plans of
violent response. Attacks may be directed against a
specific individual and could involve the use of a
weapon. Not all hostile actions by these patients
involve long-term planning—rarely, the intensity of
feelings evoked in a particular situation might lead to
an immediate response. Patients fully recall their
actions and often exhibit extreme remorse. Some
individuals continue to believe their acts had ample
moral justification.

In individuals with epilepsy, sedative antiepileptic
medications such as barbiturates may contribute to
hostile behaviors by impairing impulse control. Irrit-
ability, a common complaint among patients with
poorly controlled partial and primary generalized
seizures, may result from environmental factors,
medications, or in relation to the underlying cerebral
pathology or epileptogenic process.

The laboratory evaluation for epilepsy in violent
individuals includes routine scalp EEG and more
sensitive sleep recordings and the use of nasopharyo-
geal or spheroidal leads. In select cases, ambulatory
EEG, long-term inpatient video EEG monitoring with
scalp and sphenoidal electrodes, or invasive subdural
grids or depth electrodes may be necessary to establish
the seizure focus.

CT and especially MRI are utilized to exclude slowly
growing gliomas and other mass lesions. Volumetric

MRI or careful visual analysis of the hippocampus and
amygdala (seen best on Tj-weighted coronal cuts) may
aid in the diagnosis of mesial temporal sclerosis by
demonstrating unilateral or bilateral atrophy. Meta-
bolicimaging with PET or SPECT may show increased
blood flow and hypermetabolism in mesial temporal
structures during ictal discharges and decreased blood
flow and hypometabolism interictally. PET is the more
sensitive technique interictally; SPECT is more prac-
tical for capturing ictal events. Common etiologies of
temporolimbic epilepsy include mesial temporal
sclerosis, hamartomas, dysplasia, low-grade astrocy-
tomas, oligodendrogliomas, vascular malformations,
and traumatic brain injury.

3. Orbitofrontal Systems Syndromes

Patients with lesions in orbitofrontal cortices or
associated subcortical structures such as the caudate
nucleus may engage in directed acts of aggression.
However, they are often incapable of planning or
executing a complex response that requires an exten-
ded sequence of actions. Failure to consider long-term
and especially social consequences of violent outbursts
is a salient feature. Frequently, the patient engages in
impulsive, unreflective responses to identifiable but
trivial environmental provocations. In some patients,
extended but inefficient rational analysis of social
situations without guidance from somatic-emotional
systems is observed. Patients remember their actions
but often lack remorse, and they fail to link aggressive
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actions with punishment or other long-term adverse
outcomes, contributing to repeated offenses.

The neurological exam may reveal anosmia due to
damage to the olfactory nerves or tracts on the
undersurface of the frontal lobes and release phenom-
ena such as the grasp reflex. If the lesion is confined
strictly to orbitofrontal cortices, subjects may show
few deficits on conventional IQ tests or even on
neuropsychological tests explicitly designed to probe
frontal-executive function. When lesions trespass
upon dorsolateral frontal territories, deficits in go-
no-go testing, verbal and nonverbal fluency, and set
shifting may be evident. CT and especially MRI
studies are helpful in screening for structural lesions.
Common etiologies indude traumatic brain injury,
anterior communicating artery aneurysm rupture,
anterior cerebral artery infarction, orbital meningio-
ma, the frontotemporal dementias (Fig. 5), and
Huntington’s disease.

4. Syndromes of Diffuse or Multifocal
Brain Injury

Several medical conditions that produce aggression
have effects on the brain that are diffuse or multifocal.
A large body of investigative literature has demon-
strated an increased frequency of “minimal brain
dysfunction™ and poorly localized neurological “‘soft
signs” in violent patients. In one study, minor and
irregularly distributed perceptual, motor, sensory,
reflex, and cognitive defects were noted in 119 of 286
patients with a history of recurrent attacks of un-
controllable rage. Minor neurologic findings are
common in violent individuals in juvenile reform
school and on death row. Attention deficit disorder
was significantly correlated with criminal and violent
offenses in a prospective study. Not surprisingly,
developmental or acute medical conditions producing
scattered minor neurological impairments place an
individual at higher risk of expressing aggressive
impulses. Diffuse or multifocal brain insults are likely
to affect one or several circuits within the multi-
regional, hierarchical aggression regulatory system. In
addition, a history of being abused or reared in an
unstable household is likely to interact synergistically
with multifocal brain injuries. An individual who has
learned a model of acting on impulse and possesses a
limited repertoire of other response options is all the
more likely to demonstrate diminished flexibility and
inhibition of aggression after diffuse, especially fron-
tal, injuries.

Figure 5 Aggression with bifrontal lesions. Over 3 years, a 56-
year-old man developed frequent violent outbursts and persistent
foul language, as well as ritualistic behaviors, disinhibition, and
jocularity. MRI demonstrates focal frontal lobar atrophy, consistent
with Pick’s disease. [Reproduced with permission from Saver et al.,
1996, Neuropsychiatry of aggression. In Neuropsychiatry: A
Comprehensive Textbook. (Fogel, B. S., Schiffer, R. B., Rao, S. M.,
eds.) p. 540. Williams & Wilkins, Baltimore].

The clinical manifestations of aggression in these
patients are heterogeneous. History of school diffi-
culty, learning disability, hyperactivity, or head trau-
ma associated with brief loss of consciousness or
amnesia are often elicited. School records are helpful
because patients may deny or minimize past academic
or disciplinary problems. A clouded sensorium or
subtle sensorimotor or visual impairments may be
found on neurological examination. Etiologies of
diffuse brain dysfunction with episodic violence in-
clude, in addition to attention deficit disorder, toxic—
metabolic encephalopathies (such as hyper- and hy-
poglycemia, B, deficiency, and thiamine deficiency),
multiple schlerosis, and subcortical vascular dementia.

5. Delusional Syndromes

Delusional individuals are prone to violent behavior.
In these patients, aggression-related neural systems
may, like the intellect, be placed in service of the
psychosis. In a variety of neuropsychiatric disorders,
including schizophrenia, endogenous depression, mania,
Alzheimer’s disease (AD), and other dementias,
the presence of thought disorder and hallucinations,
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especially of the persecutory type, increases the risk of
violent outbursts. In a series of 181 subjects with
probable AD, physical aggression was observed in
30% of patients; delusions and misidentifications
frequently preceded violent outbursts. Dementia pa-
tients with paranoia and aggressive behavior have an
increased rate of early institutionalization. Delusions
are more likely to lead to aggression if frontal systems
are also impaired.

The clinical approach to these patients is focused on
the diagnosis and treatment of the underlying psycho-
tic disorder. Etiologies of delusional disorders include
paranoid schizophrenia, affective illness, late-life
paraphrenia, AD, multiinfarct dementia, and subcor-
tical dementias.

Xlll. TREATMENT

Consideration of multiregional neural processing may
guide selection of appropriate environmental and
biological interventions to control aggression.
Regular satisfaction of feeding drives and sleep—
awake cycles may minimize hostile outbursts in
patients with hypothalamic aggression. Much of our
current pharmacological armamentarium for the
treatment of violence is focused on neuromodulators
with cell bodies in the brain stem and hypothalamus
that project widely to hemispheric structures, relying
on a pharmacologically induced bias against all types
of aggressive responses. For example, brain stem
nuclei are the likely sites of action for drugs that block
f—adrenergic receptors, activate 5-HT receptors, and
enhance GABA activity. By raising the threshold for
aggressive responding, such agents may have an
ameliorative effect on aggression resulting from le-
sions at all levels of the neuraxis. Agents modulating
muscarinic cholinergic receptors in the lateral hypo-
thalamus are worthy of more systematic investigation
for antiaggressive effects based on observations that
cholinomimetics directly instilled in the lateral hypo-
thalamus elicit aggression. In one patient with lesions
thought to disconnect hypothalamic circuitry from
higher control, oral administration of a centrally active
cholinergic antagonist dramatically suppressed ag-
gressive, biting behavior. Intervention at the tempor-
olimbic level of control introduces additional
considerations. Patients in whom a focal seizure
disorder is diagnosed should be treated with agents
effective for complex partial seizures, especially those
such as carbamazepine, valproate, and gabapentin

which have mood-stabilizing effects. Neuroleptics,
which lower the seizure threshold, should be employed
with caution. Avoiding restraint and providing gentle
reassurance and reorientation in the postseizure period
reduces postictal resistive violence. Patients whose
clinical seizures remain refractory to antiepileptic
therapy and who have well-defined unilateral foci are
candidates for surgical resection. Temporal lobectom-
ies or amygdala hippocampectomies produce excellent
seizure control in the preponderance of such patients
and may have a beneficial effect on aggression in
patients whose epilepsy is associated with violent
behaviors. Reduced aggression has been reported in
more than 35% of violent epilepsy patients after
temporal lobectomy.

The principles of pharmacological therapy for
interictal aggression differ from those directed at
reducing aggression levels in the hypothalamus. At
the amygdalar level, the problem of timing is critical.
To form appropriate sensory—emotional associations,
the normal amygdala must be active in a brief time
window to bind a specific stimulus or event with the
hypothalamic signal of hunger or anger. Prolonged
responses evoked by temporolimbic epileptic foci lead
to an inappropriate broadening of the range of
associated stimuli. Antiepileptic agents such as carba-
mazepine or valproic acid, which reduce prolonged,
rapid discharges of neurons, may favor more selective,
adaptive associations.

Recent studies have suggested that excitatory amino
acid receptors, such as the class activated by N-methyl-
D-aspartate (NMDA), may be critically involved in the
associative process of long-term potentiation within
the hippocampus and amygdala. Agents that modulate
this response, such as selective NMDA-receptor
blockers or nitric oxide synthetase inhibitors, merit
investigation for antiaggressive and serenic properties
in temporolimbic epileptic patients.

Processing within the orbitofrontal cortices repre-
sents an advanced stage of synaptic interaction
occurring at the convergence of multiple streams of
prior sensory evaluations. It is unlikely that a single
neurotransmitter could be modulated to duplicate or
restore prefrontal functions. Conversely, drugs that
nonselectively inhibit neuronal function through in-
hibition of chloride channels or other mechanisms,
such as ethanol, benzodiazopines, and barbiturates,
exert a disproportionate effect on prefrontal function-
ing, which is particularly dependent on polysynaptic
inputs. A paradox in the current psychopharmacology
of aggression may be illuminated by considering the
prefrontal effects of agents that simultaneously act at



42 AGGRESSION

other levels of the neuraxis. For example, benzodiaze-
pines have antiaggressive properties in many species
and tranquilizing effects in humans, likely mediated by
their potentiating effects at GABAergic inhibitory
receptors. However, these compounds are known to
precipitate paradoxical rage, the release of previously
inhibited hostile responses. A possible explanation is
that benzodiazepines impair prefrontal processing
through nonselective neuronal inhibition in a manner
similar to ethanol intoxication. In some patients, the
resulting loss of social insight and judgment more than
offsets the general tranquilizing effects of these agents.

Serotonergic agents may also exert substantial
effects on prefrontal function. Serotonergic efferents
from prefrontal cortices appear to serve an important
role in the inhibition of impulsive responses. Lowered
levels of 5-hydroxyindoleacetic acid and blunted
responses to fenfluramine in impulsive aggressive
individuals are consonant with this formulation,
suggesting that serotonergic agents, especially those
acting at 5-HT receptors, may be beneficial to patients
with orbitofrontal dysfunction. o, adrenergic agonists,
such as clonidine and guafacine, have been shown to
ameliorate frontal focused attention deficits and may
thus be helpful to individuals with orbitofrontal
derangements.

Supportive psychotherapy is helpful to many pa-
tients with temporolimbic and orbitofrontal aggres-
sion syndromes. Insight-oriented therapy is unlikely to
benefit the patient with prefrontal injury who may
verbally comprehend a behavioral problem and pro-
pose solutions but cannot reliably call on this knowl-
edge to control behavior. Some patients with interictal
behavior changes associated with temporal lobe epi-
lepsy are amenable to insight psychotherapy, but many
accept neither criticism nor advice. However, by
alerting patients to their intensified emotional re-
sponses, and capitalizing on their heightened moral
and religious sensitivities, a therapist may reduce their
likelihood of aggressive actions.

XIV. CONCLUSIONS

Many aggressive behaviors are neither maladaptive
nor the result of neurological disease. Even when

violent behavior and neurological lesions coexist, they
may not be causally related. A violent lifestyle may
lead to head trauma and neurological abnormalities
that are the consequence, rather than the cause, of
aggression. While fully accepting these qualifications,
behavioral neuroscience is enriched by recognizing
both that a diverse array of neurological lesions may
contribute to violent behavior in human beings and
that abnormalities at different levels of the neuraxis
produce distinctive subtypes of aggression. Basic and
clinical studies that consolidate and extend our under-
standing of the multiregional, hierarchical neural
networks regulating aggression are urgently needed
to refine diagnostic and therapeutic approaches to
violent individuals.
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Alzheimer’s disease A progressive neurodegenerative disease
causing dementia that is common in the elderly, whose symptoms
include memory dysfunction, deficient cognitive function, and an
inability to deal with the activities of daily living. Neuropathologi-
cally, it is characterized by the presence of senile plaques,
neurofibrillary tangles, and neuronal loss in the hippocampal area,
association areas of the cerebral cortex, and a number of subcortical
nuclei, including the nucleus basalis of Meynert.

nucleus basalis of Meynert A group of neurons in the basal
forebrain that project to the cerebral cortex, constituting the
cholinergic input to the cerebral cortex.

typical and successful aging Typical aging refers to individuals
who are cognitively intact, even though they may have some
nondementing illness that could affect brain structure and/or
function (e.g., hypertension); successful aging refers to individuals
who are free of any illness that could affect brain structure or
function.

white matter hyperintensities Abnormal signals in the white
matter observed with magnetic resonance imaging. Two kinds are
denoted: periventricular white matter hyperintensities and deep
white matter hyperintensities.

This article reviews some of the changes that occur in the
human brain with advancing age. After some intro-
ductory comments, we give a brief overview of the age-
related alterations in cognition and sensorimotor
performance, discuss senescent changes in brain
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structure at the macroscopic and cellular levels, and
examine age-associated changes in brain function as
assessed by functional neuroimaging.

I. INVESTIGATING THE AGING BRAIN

The changes in the brain associated with aging are
seemingly both evident and elusive. Obviously, aging
continually takes place from conception to death, but
in this article, we address only that aspect of aging
associated with senescence. What is evident is that
there is apparently a clear decline in numerous brain-
mediated sensory, motor, and cognitive processes with
advancing age, although what exactly declines is not
fully understood. Likewise, the gross morphology of
aged brains looks different than that of young brains;
generally, they have larger sulcal widths and corre-
spondingly smaller gyri. Neurons also should be
affected by age; after all, these cells are postmitotic,
and once they die most will not be replaced. However,
documenting neurobiological alterations due to aging
in humans (and nonhuman primates) has been re-
markably difficult and the results controversial.

Four fundamental problems make the investigation
of the senescent human brain complex. First, how
should one study aging? Comparing a group of young
versus a group of old subjects (i.e., a cross-sectional
design) has numerous disadvantages, including that
one is not studying the aging of any single subject, and
the results can be compromised by secular effects. For
example, the young subjects of today grew up in a
world of better health care than did the old subjects.
They may be physically larger, may have engaged in

Copyright 2002, Elsevier Science (USA).
All rights reserved.
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different kinds of physical activity, and may have
different diets. On the other hand, elderly subjects have
the advantage that they have survived to be old
subjects. Also, comparable levels of formal education
in each group may not mean the same thing. The other
option is to study a single group of subjects as they
grow old (i.e., a longitudinal design). This is quite
difficult for many reasons: Some age-related changes
can begin as early as the fifth or sixth decade, if not
earlier, but following subjects over several decades is
clearly expensive and logistically complex. Moreover,
a longitudinal design often forces one to continue
using a technique that can become outmoded [e.g.,
employing X-ray computed tomography (CT) to
examine the structure of the brain when magnetic
resonance imaging (MRI) scans give much better
information]. Also, as subjects age, they may develop a
brain-related disorder; therefore, the question arises as
to how much of their previously acquired data should
be used. Although longitudinal designs probably are
the better choice, the majority of aging studies employ
a cross-sectional design.

The second fundamental problem in studying the
aged brain has to do with brain disease. Presumably,
we are interested in those changes due to the aging
process. However, the incidence of many neurological
and psychiatric disorders increases with advancing
age. Some neurodegenerative diseases, especially Alz-
heimer’s disease, are extremely difficult to differentiate
in their early stages from normal aging. Often, the
diagnosis for some of these diseases can only be made
postmortem by searching for specific neuropathologi-
cal markers in autopsied tissue; thus, if a healthy aged
subject shows a behavioral change, is it because there is
subclinical disease present or does the change actually
represent something that is age related? What makes
this especially troubling for the scientific investigator is
that the pathology of some disorders such as Alzhei-
mer’s disease may start to occur one or two decades
prior to the onset of clinical symptoms. Until reliable
in vivo markers for these diseases are available, the
problem of knowing what constitutes an aging change
from an alteration due to disease will continue to affect
this field of research. A similar problem occurs for
MRI white matter signal abnormalities, which are also
present in many disorders, such as hypertension,
vascular disease, and diabetes. Moreover, what exactly
is meant by the term “healthy aging’’? For example, it
is still an unanswered question as to whether everyone
will become demented if they live long enough; that is,
some of the pathological features and some of the
cognitive symptoms of Alzheimer’s disease (or a

related dementia) are found in old nondemented
people, but to a lesser degree.

One relatively recent set of findings illustrates this
problem particularly well. Several studies have shown
that the female sex hormone estrogen may affect
neurons so that higher hormonal levels improve
learning and memory. Moreover, some research
suggests that estrogen may protect against Alzheimer’s
disease. Therefore, when women go through meno-
pause, they could show a decline in cognitive function
due to reduced estrogen levels, and thus, there will be a
sex-based aging difference. For those women at risk
for Alzheimer’s disease, there may be a further insult
on neuronal function. Estrogen replacement therapy,
more common now than in previous years, may
ameliorate these effects. Whether or not these specific
findings hold up as research continues, this illustration
shows the complex interactions involving aging
changes, sex, cognitive alterations, and disease risk
factors that can confound experimental studies of
aging and that can affect our ability to define what
healthy aging even means.

These considerations have led investigators to try to
distinguish between typical (or usual or normal) and
successful aging. Cognitively intact individuals in the
first category may have nondementing illnesses that
increase in prevalence with advancing age. For exam-
ple, they may have vascular risk factors such as
hypertension that are associated with impaired cogni-
tion in the old. The second category, successful aging,
refers to individuals who are free of these illnesses.
Because various research groups differ as to whether
they study typical or successful aging, their results
often are at odds with one another.

The third fundamental problem for the investigator
of brain senescence has to do with neuroplasticity, a
term we use in its most general sense. Changes due to
neuroplasticity can include such regionally local
processes as axonal and dendritic sprouting as well as
long-range processes best expressed in terms of altered
patterns of task- and behavior-related neural activity
in functional systems distributed across the brain. The
brain’s inherent plasticity allows it to compensate to a
degree for the degradative processes associated with
aging. This means that behavioral performance may
appear unchanged even in the presence of structural
and functional neurobiological age-related alterations.
It means that it can be difficult to correlate any specific
neurobiologic change with a corresponding cognitive
deficit. It also means that some of the changes seen with
aging may represent the effects of plasticity and
thus are related to aging only indirectly. Finally,
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neuroplasticity can make it difficult to distinguish
subjects who have disease-related pathology from the
healthy aged. On the other hand, neuroplasticity also
means that the brain has some capacity to adjust to
both aging and disease in such a way that many
individuals can maintain a normal and productive
mental life even into advanced old age.

The fourth problem, which can be particularly acute
for those who work at the cellular and subcellular
levels of analysis, is that the brain is incredibly
heterogeneous in terms of structure and function.
Different parts of the brain may show differential
aging effects, as might different neuronal populations
even within the same brain region. Because the brain
operates by means of distributed networks, it can be
difficult to relate the age-associated anatomical
changes seen in one brain area to functional changes
in behavior.

These points are worth keeping in mind as we review
what has been learned about the neurobiological
alterations with advancing age. These issues provide
a framework for appreciating the difficulty investiga-
tors have found in arriving at a detailed consensus
about what features of the brain decline during old age.

Before we begin our review, however, several other
items need to be pointed out. First, a central finding in
almost all studies is the increased variability in
whatever one is measuring in the old compared to
the young; this often means that values for the quantity
of interest of many old subjects are well within the
range of values found in the young subjects. Second,
the age-related differences we discuss are quite small
compared to the differences found between normal
subjects and those with brain disease. Finally, unless
stated otherwise, when we talk about the old or elderly,
we are usually referring to subjects between the ages of
65 and 90 years. The “oldest old” individuals appear to
constitute a special group, perhaps due to genetic
factors.

IIl. COGNITIVE CHANGES WITH AGE

There is a rich literature detailing the age-related
changes in cognitive and sensorimotor function.
Cognitive ability is generally tested using a battery of
neuropsychological measures that includes tests of
intelligence, executive function, language, visuospatial
ability, attention, and memory. From such batteries it
has been concluded that healthy aging is associated
with a decline in several domains of cognitive function,

some of which can begin as early as the sixth decade of
life.

In evaluating these tests, it is important to distin-
guish aspects of performance that engage peripheral
processes from central processes. For example, as we
age, the lens of the eye changes so that we become
farsighted. Obviously, to assess visual processing, an
investigator must take account of this peripheral age-
related effect. The declines in cognitive performance
with age discussed next are thought to be mediated
primarily by the central nervous system and not by
peripheral neural processes.

A. General Intellect

Whereas general knowledge is preserved with aging,
studies show a differential decline on some intelligence
measures, leading aging researchers to propose that
there are two distinct types of intelligence. Crystallized
intelligence refers to knowledge accumulated over the
life span and includes vocabulary, general information
knowledge, comprehension, and arithmetic. Perfor-
mance on tests of crystallized intelligence is generally
preserved with aging. The ability to evaluate and
respond to novel events is referred to as fluid
intelligence. Tests of fluid intelligence evaluate deduc-
tive reasoning, problem solving, memory spans, and
figural rotation. These measures decline with age.
Because many of these tests must be completed in a
given time period, poorer performance in the elderly
on tests of this nature may be related to slower
information processing speed and slower motor re-
sponse times, which also show age-related decrements.

B. Executive Function

Executive function includes processes associated with
high-level cognitive abilities. Tests of executive func-
tion involve mental flexibility, abstraction, and plan-
ning; many are thought to be related to frontal lobe
function since patients with frontal lobe lesions per-
form badly on such tests. Mental flexibility can be
assessed with tasks requiring sorting and set shifting,
such as a card sorting task in which the rules governing
the sorting process change at intervals during the task.
Performance on tests of this nature is impaired with
age. These impairments are worse if the tasks involve a
memory component. Abstraction can be assessed
using tests involving concept formation, reasoning,
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and categorization. Tests which involve the ability to
detect similarities between stimuli and the rules
governing the sequencing of a string of letters or
numbers are used to measure abstraction capabilities.
Although these abilities decline with age, some im-
pairments appear to be education dependent. For
example, on tasks of concept formation, the higher the
education of the subject, the slower the decline in
performance ability with age.

C. Motor Processes

Slowing of motor processes has long been associated
with aging. For example, performance on tests of
walking speed and finger tapping rates declines with
age. Elderly subjects are also slower than young
subjects when moving a hand toward a target, sorting
a stack of cards, and writing. Many studies that require
a motor response, such as pushing a button, also show
increased reaction times in the elderly, with or without
a decrease in response accuracy. It is of interest that
tests that require a verbal response do not show
significant changes with age, suggesting that speed may
be an important factor on those tasks requiring hand
or finger movements, and especially on tasks that must
be completed in a given time period. Some skills
acquired early in the life span which require motor
abilities, such as typing and playing musical instru-
ments, are preserved with age.

Areas of the brain that have been shown to be
important in the control of movement include motor
and premotor cortex in the frontal lobe, the basal
ganglia, and the cerebellum.

D. Language

Most components of language are preserved with age
and those that change do so late in the life span. Four
aspects of linguistic ability that have been measured
are phonological, lexical, syntactic, and semantic
knowledge. Phonologic knowledge, or the ability to
use different sounds and understand the rules of their
combination, is preserved with age. However, because
there is a decline in hearing sensitivity with age, the
elderly often report difficulties in understanding
speech. Nonetheless, under normal conditions, when
hearing sensitivity is controlled for, the young and old
seem to understand speech equally well. Lexical
knowledge, or understanding the actual name of an
object or action, is preserved with age. The elderly can

also discriminate as well as young subjects between
words and nonsense words. The ability to meaning-
fully combine words into sentences is referred to as
syntactic knowledge. This ability is also preserved with
age unless a memory component is involved. Semantic
knowledge, which is one type of long-term memory,
refers to word meaning. Naming and verbal fluency
assess semantic ability and decline with age, although
impairments usually do not become significant until
age 70.

For right-handed individuals, the regions of the
brain considered essential for language include several
areas bordering the Sylvian fissure in the left cerebral
hemisphere (e.g., Wernicke’s area in the posterior
superior temporal gyrus for comprehension and
Broca’s area in the inferior frontal lobe for produc-
tion).

E. Visuospatial Processes

Visuospatial tasks assess the ability to recognize and
reproduce geometric drawings, perform construction
tasks, and carry out object recognition tasks that
require the subject to identify specific object features.
Although elderly subjects can perform some types of
visuospatial tasks with the same accuracy as young
subjects, albeit more slowly, many visuospatial abil-
ities do decline with age. Elderly individuals are
impaired on tasks of construction with blocks, object
assembly, maze learning, and performance of puzzles
with a spatial component. Impaired ability to draw
and to judge the accuracy of drawings also occurs with
age. A decline in the ability to detect a target position in
the visual field and to detect the direction of motion is
additionally observed with aging. Some of these tasks
require the integrity of regions in the occipital and
parietal lobes, especially in the right hemisphere.

F. Attention

Attention can be defined in a number of ways, but for
this discussion, perhaps the best definition is the ability
to concentrate or focus mental powers on the task at
hand. Studies have examined different types of atten-
tional capacities. One type, sustained attention, in-
volves the ability to focus on a simple task without
losing track. No decrease in the ability to perform tasks
involving simple vigilance or sustained attention is
seen with aging. However, if the task is more complex
and requires the subject to remember previous stimuli,
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for example, an impairment can be observed. Another
type of attention, selective attention, requires the
subject to ignore extraneous information and to focus
only on the relevant stimuli. Early studies suggested
that older subjects were impaired on this type of task
because they were less efficient at ignoring irrelevant
stimuli. Recent studies involving the ability to search
an array of stimuli for specific targets indicate that
there is no change with age, although there does seem
to be an impairment in controlling the focus of
attention during visual search. Another type of test
used to assess concentration ability involves divided
attention in which subjects must perform at least two
tasks simultaneously. This testing paradigm requires
not only that the subject focus attention but also that
the subject switch his or her attention from one task to
the other. On tests involving divided attention, older
subjects appear to be impaired on all tasks except those
involving simple perception. Examples of more com-
plex tasks used to study divided attention include
remembering strings of letters and numbers simulta-
neously and responding when a specific number of dots
appear in the field of view while performing a driving
simulation. Some researchers attribute impairments
on measures such as these to task difficulty and slower
response times in the elderly.

G. Memory

Memory problems are the most common complaint of
the elderly. Difficulties with memory can begin as early
as the 50s. In general, the ability to access remote
information and the capacity to attend to new
information are not affected by age, although there
does seem to be an age-related increase in difficulties
with word finding and naming, as mentioned pre-
viously. Instead, aging deficits are seen in the ability to
learn and retain new information. It is clear that there
are several types of memory as well as several processes
involved in the ability to remember. Sensory or
immediate memory, which involves the ability to
remember items instantly, is preserved with aging.
Short-term (or working) memory involves memory for
items held over seconds or minutes. This is a limited
capacity store where the material must be actively
rehearsed to be maintained in memory. Tests of short-
term memory include remembering lists of words or
letters. This ability is relatively preserved with aging,
although there are some suggestions of a reduced
short-term storage capacity in the elderly. The modern
conception of working memory also entails a compo-

nent that permits the information in the short-term
store to be manipulated. Evidence suggests that this
component becomes impaired with advancing age.
The dorsolateral frontal cortex is thought to play a
central role in working memory.

Items stored in long-term memory may be accessed
over hours, days, or years. Tests of recall or recogni-
tion of stimuli are often used to assess long-term
memory. Both types of tests are impaired in old
subjects, with recall appearing to be worse than
recognition. Three processes are involved in long-term
memory: encoding, storage, and retrieval of informa-
tion. Long-term storage abilities appear intact in the
elderly because the results of studies examining rates of
forgetting are similar for old and young subjects. It is
theorized, instead, that older subjects have difficulties
with encoding and retrieval. Studies of encoding
suggest that the elderly are less efficient at using proper
strategies when committing information to memory.
Because tests of recall are impaired with age, it is also
thought that the retrieval process is disrupted in elderly
subjects.

There is also a distinction between the types of
material to be remembered. Episodic memory includes
memory for events, whereas semantic memory in-
volves memory for facts, ideas, and concepts. Episodic
memory is impaired in aging. Early studies found that
semantic memory was relatively preserved with age,
but recent studies suggest that there is also a slight
decline in the ability to remember semantic informa-
tion. Another distinction involving types of material
includes implicit and explicit memory. Implicit mem-
ory refers to memory for information known to the
subject. This can be tested using word fragment
completion and degraded picture tasks. These types
of tasks are performed relatively well by elderly
subjects. Explicit memory involves conscious recollec-
tion of new information. This type of memory is
impaired with age.

Based on lesion studies in nonhuman primates and
rodents, and on research with amnestic patients,
structures in the medial temporal lobe, particularly
the hippocampus and entorhinal cortex, are thought to
play a central role in encoding information into long-
term memory.

H. Summary: Cognitive Changes with Age

Aging results in declines in a variety of cognitive
domains, but some abilities appear to be relatively
preserved. General intellectual knowledge and
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crystallized intelligence measures such as vocabulary
and comprehension remain largely intact with age, as
do attention processes that allow one to remain
vigilant or to selectively attend to situations. Language
abilities related to phonologic, lexical, and syntactic
knowledge are also relatively stable, as are motor skills
that are learned early in the life span and repeatedly
used. Although the most common complaint among
the elderly involves memory problems, some aspects of
memory are also preserved with age, including pro-
cesses involved in immediate and implicit memory, and
some aspects of short-term memory.

Processing speed needed for most types of cognitive
operations slows with age, and there are declines in the
ability to reason and solve problems—areas of fluid
intelligence. Older subjects also have difficulty dividing
their attention between two tasks when these tasks are
performed concurrently. Executive function domains
such as mental flexibility, abstraction, and concept
formation are impaired, as are visuospatial skills
required for drawing, construction, and maze learning.
Declines are also observed in language skills involving
semantic knowledge needed for naming and verbal
fluency. Motor skills that require speed are impaired.
Also, as early as age 50, studies show that there are age-
related declines in the ability to learn and retain new
information for long-term access. These memory
impairments are thought to be related to deficits in
encoding and retrieving information to be remembered.

ll. ANATOMICAL CHANGES WITH AGE

There are two ways to assess changes in brain structure
in the senescent brain: in vitro studies of postmortem
tissue and in vivo studies of the living brain using
techniques such as X-ray CT or MRI. Until about
1990, most in vivo studies used X-ray CT, whereas most
current investigations generally employ MRI because
of its better spatial resolution and contrast. Studies of
structural changes at the cellular and subcellular level
require the use of either light or electron microscopy
and generally are performed on postmortem tissue that
has been chemically fixed.

A. Gross Anatomical Changes

1. Postmortem Tissue Studies

Brain weight is known to decrease with age. Changes
begin in the third and fourth decades and show a
progressive decline throughout the life span. At age 20,

the average weight of the male brain is approximately
1400 g, and by the age of 65 brain weight is
approximately 1300 g. Brain weight for females
follows a similar trend, although the total weight is
100-150 g less than that of males. Most changes occur
after age 55, with a total loss of up to 15% of the peak
brain weight by age 90.

Shrinkage of brain tissue or atrophy also occurs with
age. Atrophy is clearly seen along the surface of the
cerebral hemispheres where the gyri or cortical ridges
become progressively more narrow and the spaces
between the gyri, referred to as sulci, widen. Mild to
moderate cerebral atrophy occurs in a heterogeneous
fashion, with frontal, parasagittal, and temporal
regions affected more than other areas of the cortex.
The cerebral ventricles also dilate with age, typically
becoming apparent in the 60s. Severe atrophy is
generally associated with disease processes. Changes
in brain volume are also associated with aging and
begin after age 50, with a 2 or 3% progressive decrease
per decade. Until age 50, a decrease in volume is
predominantly observed in the gray matter of the
cerebral cortex. After age 50, decreases in white matter
are greater. Autopsy data suggest that the volume of
white matter is decreased in old (75-85 years) com-
pared to young subjects by approximately 11%.

2. In Vivo Structural Changes

Both cross-sectional and longitudinal aging studies of
changes in brain structure have been performed on
healthy subjects using either X-ray CT or MRI. Our
focus is mainly on the results of the MRI studies
because of the better spatial resolution and contrast
obtainable with this method. One can manipulate the
scanning parameters of a MRI device in several ways,
each of which emphasizes signals corresponding to
somewhat different features of brain tissue. In this
overview, we discuss senescent changes in volumetric
measures of gray matter, white matter, cerebrospinal
fluid (CSF) space, and a few fairly well-defined brain
regions, such as the hippocampus and the basal
ganglia. The absence of clearly and easily identifiable
landmarks makes it difficult to measure the volumes of
specific regions of the neocortex in a rigorous way. We
also review some of the findings about age-related
alterations in white matter hyperintensities.

a. Some Fundamentals Concerning Structural Brain
Imaging Before discussing the specific structural
brain imaging findings, it is worthwhile to provide
some information about how these types of data are
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acquired. Both CT and MRI generate images of the
brain in the form of slices parallel to one another. With
MRI, these slices can be parallel to any plane that one
chooses. The slices have a certain thickness and may or
may not be contiguous. Recent imaging studies have
tended to use quite thin slices (about 1 mm thick).

There are essentially two distinct methods that have
been used to evaluate brain volumetrics on CT or MRI
images. The first involves determining the volumes of
specific brain regions by manually tracing their areas
onindividual slices. The second method uses some type
of computer algorithm to segment automatically each
image into specific tissue types (e.g., gray matter, white
matter, and CSF). Each method has limitations. The
trace method is more subjective, although it enables
the tracer to make use of his or her knowledge of
neuroanatomy. The most precise results are obtained
with thin slices, but the analysis can be quite time-
consuming. The segmentation method has the advan-
tage of objectivity, but it can be especially susceptible
to the partial volume problem: Even a single pixel (the
smallest element in an image) may contain a mixture of
brain tissues, and thus it becomes difficult to categorize
every element in the image as belonging to one kind of
tissue versus a second. In an image in which the
blackest pixels correspond to one tissue type and the
whitest to a second, gray pixels may correspond either
to a third tissue type or may represent the partial
volume averaging of the first two types. As investiga-
tions of this sort have continued, improvements in
both the trace and segmentation methods have been
devised, but the types of problems indicated previously
persist.

One last technical point needs to be mentioned.
Because the size of an individual’s brain and its
components is related to the size of the subject (and
thus, for example, men have on average larger brains
than women), almost all studies of brain volumetrics
use normalized volumes; for instance, a commonly
used volumetric measure is the percentage of the
intracranial volume of the subject.

b. Age-Related Volumetric Changes There seems
to be essentially uniform agreement that the total
amount of brain tissue decreases with advancing age.
Also, all investigations have reported an increase in the
volume of CSF in the brain of elderly compared to
young subjects. When these changes begin and
whether the loss of brain tissue corresponds primarily
to gray matter, white matter, or both have been
contentious issues. Several investigations have indi-
cated that gray matter shows a gradually accelerating

decline with age, but after approximately age 50 the
white matter of the brain shows a more pronounced
age-related decrease and seems to be the main
contributor to the age-related loss of brain volume.
Also reasonably clear is that these changes are
different for men and women. Whereas the increase
with age in ventricular CSF is the same for the two
sexes, men show a greater increase in peripheral CSF
(i.e., subarachnoid CSF) than do women. Peripheral
CSF is considered to be a marker of cortical atrophy.

The frontal lobes have been shown to decline in
volume with advancing age, with some research groups
reporting that the loss of tissue is greater in men than in
women. The parietal lobes have also been shown to be
reduced in aging, but to a greater extent in women
compared to men. Some groups have found no age-
related change in the volume of the temporal lobes,
whereas others have; the different findings could be
attributable to whether or not the subjects under study
represented successful (no change in temporal lobe
volume) versus typical aging. Some studies have also
examined the size of the corpus callosum (the large
bundle of nerve fibers connecting the left and right
cerebral hemispheres) as a function of age. Several of
these have found that the anterior portion of the
corpus callosum shows age-related atrophy, which is
consistent with the age-related reduction in frontal
lobe volume.

Most brain structures that are measurable by
manual tracing with MRI have been found to show
age-related decreases in volume. These include basal
ganglia structures, such as the caudate and lenticular
nuclei, and the anterior portion of the thalamus. Many
studies have examined the hippocampus and other
components of the medial temporal lobe. Most,
although not all, investigations have reported a
decrease in the size of the hippocampus with advancing
age. In one longitudinal study of individuals ranging in
age from 70 to 89 years, it was found that the
hippocampus decreased in volume by approximately
1.5% per year.

In summary, although there is still much debate in
the scientific literature, it seems that most brain
structures show a measurable decrease in size with
advancing age. However, compared to neurodegen-
erative diseases such as Alzheimer’s disease, these age-
related decreases are small. For example, the study
that reported the 1.5% annual rate of hippocampal
atrophy also found that this rate was approximately
4% in patients with Alzheimer’s disease. Moreover,
these changes generally do not begin until the sixth
decade. The most notable feature of these data is the
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increase in variance with advancing age. That is, there
are elderly individuals with values within the young
normal range, even though some older subjects show
significant atrophy. This aspect of aging is not
restricted to brain volumetrics, however; as mentioned
previously, it essentially typifies most quantitative
studies of aging. Finally, it should be noted that the
relationship of these measures of increased atrophy to
cognitive decline is unclear. Very few investigations
have examined the correlation between cognitive
decline and brain volumetrics, especially in a long-
itudinal design.

c. White Matter Hyperintensities With the advent
of MRI, abnormal signals were observed in the white
matter in a number of neurological diseases known to
affect the white matter (e.g., multiple sclerosis and
Binswanger’s disease), in various dementias, as well as
in the elderly. Because these MRI signals are often best
observed using scanning parameters that result in their
appearing as bright lucencies against a black (low-
signal) white matter, they have been termed white
matter hyperintensities (WMHs). Two kinds have
been distinguished: (i) Periventricular white matter
hyperintensities (PWMHs) appear either as frontal or
occipital caps of the cerebral ventricles or as a thin
lining surrounding the ventricles, and (ii) deep white
matter hyperintensitites (DWMHs) are seen as sub-
cortical punctate foci, although larger confluences of
foci form with increased severity and often merge with
the PWMHs. The neuropathological substrate for
these signals can vary depending on the disease. In
aging, the PWMH most likely results from the break-
down of the ventricular ependyma, which leads to an
increase in the water content of the nearby myelin,
demyelination, and reactive gliosis. DWMHs likely
correspond to gliosis, demyelination, and atrophy and
shrinkage of axons and myelin around blood vessels.
Because DWMHs are found in patients with cerebro-
vascular disease, vascular dementia, and hypertension,
their appearance in the elderly may have an ischemic
origin.

The general finding of MRI studies is that WMHs
are rare in healthy individuals less than 50 years of age,
but their presence increases with advancing age.
WMHs are present in a majority of elderly subjects
but are generally mild in those individuals who have no
cerebrovascular disease; the PWMHs appear as a
capping or pencil-thin lining of the lateral ventricles,
whereas DWMHs are seen only as diffuse, focal,
punctate foci. One meta-analysis of 156 studies showed
that the prevalence of WMHs increased from 25% at

age 30 to 75% at age 80. This study also found that age
and hypertension were the major predictors of the
presence of WMHs.

The relation between severity of WMHs and
deficient cognition is less clear. As indicated pre-
viously, aging leads to measurable deficits in certain
cognitive functions. Individuals at all ages with
essential hypertension have also been shown to have
impaired cognition in several domains compared to
normotensive control subjects, even if the hyperten-
sion has been well controlled by drugs. Elderly
hypertensive subjects have a greater amount of brain
atrophy than do normotensive age-matched controls.
Also, as stated previously, the extent of WMHs is
greater in hypertensives than in controls. However,
even in healthy subjects free of cerebrovascular risk
factors, it has been reported that increased volume of
WMHs is associated with increased ventricular volume
and deficient cognitive function, especially on neurop-
sychological tests sensitive to frontal lobe dysfunction.
Interestingly, there seems to be a correlation between
elevated systolic blood pressure, even in the normal
age-related range, and WMH burden.

B. Microscopic Changes in Neuronal Structure
and Neurotransmitter System Integrity

1. Cellular Changes

There are a number of cellular changes that occur in
the gray matter of the brain with aging. Although these
changes are more dramatic in disease states, there are
also degenerative processes associated with healthy
aging. One of the most fundamental and currently
unresolved issues is whether or not there is a loss of
neurons in the cerebral cortex of the aged brain. Early
studies suggested that cell loss did occur with age, but
recent studies have shown a decrease in the number of
large cells and an increase in the number of small cells,
suggesting that shrinkage of the cell body, as opposed
to a decrease in number, is associated with senescence.

Some areas of the brain do show a decrease in
neuronal number, including the hippocampus, thala-
mus, putamen, cerebellum, and subcortical nuclei such
as the substantia nigra, locus coeruleus, nucleus basalis
of Meynert (NBM), and inferior olive. The hippocam-
pal region is of interest because of its purported role in
encoding new memories; the earliest neuropathologi-
cal changes in Alzheimer’s disease occur in parts of this
structure and in surrounding tissue. Parts of the basal
ganglia (putamen, globus pallidus, and portions of the



AGING BRAIN 51

thalamus), along with the cerebellum and substantia
nigra, are key components of the neural system
involved with regulating movement. Neuronal death
of the dopaminergic cells in the substantia nigra causes
Parkinson’s disease; several symptoms of this degen-
erative disease increase their frequency in the aged.
Some studies have reported neuronal loss in the NBM,
the source of the cholinergic projection to the cerebral
cortex. This nucleus shows a significant loss of neurons
in Alzheimer’s disease.

There are also degenerative changes that occur
within the nerve cell body, including accumulation of
lipid products, vacuoles, inclusions, and abnormal
protein within the cytoplasm. Pigment accumulation
or lipofuscin occurs at different rates within different
areas of the brain. The large neurons of the precentral
gyrus are particularly predisposed to lipofuscin depos-
its, which are composed of lipids, proteins, and
carbohydrates. Neuromelanin, which results from
peroxidation of the lipofuscin granules, also occurs
in the neurons of the substantia nigra and locus
coeruleus. Granulovascular degeneration, which re-
sults in the accumulation of cytoplasmic vacuoles, is
common in aging. Lewy bodies, commonly found in
Parkinson’s disease, occur in a small number of
healthy aged subjects, whereas colloid inclusions or
fine granular material in the cisterns of rough endo-
plasmic reticulum are often found in the senescent
brain. Marinesco bodies, composed of fine granules
and filaments in a lattice-type network, also commonly
occur with advancing age. Neurofibrillary tangles
(abnormal fibrous protein accumulation in the cyto-
plasm), which are one of the key pathological markers
of Alzheimer’s disease, occur within parts of the
hippocampus and amygdala, several subcortical nu-
clei, and some regions of the cerebral cortex (primarily
in the entorhinal cortex in the temporal lobe) but with a
density far less than that found in patients diagnosed
with Alzheimer’s disease.

A few studies have found senescent changes in the
dendritic system of neurons, although this kind of
analysis is sensitive to the type of fixation used to
preserve the brain. These changes include a decrease in
dendritic number, which usually begins with dendrites
farthest away from the cell body. A decrease in the
number of synaptic terminals is also seen. A prolifera-
tion of existing dendrites can be observed and is
thought to be a compensatory mechanism for those
that are lost. These changes can be seen after age 60.
Neuroaxonal dystrophy, or enlargement of the distal
ends of axons, occurs predominantly in some nuclei in
the medulla and increases in frequency with age.

Neuropathologic changes that occur in the neuropil,
or the area surrounding cells, include the development
of neuropil threads, senile plaques, and Hirano bodies.
Neuropil threads consist of the abnormal protein seen
in neurofibrillary tangles, but these proteins are
located in the neuronal process surrounding amyloid
plaque cores and are rare in aging. Senile plaques are
composed of amyloid protein, degenerating neuronal
processes, and reactive glial cells. There are different
types of plaques and these are classified by the
organization of amyloid and the presence or absence
of degenerating cell processes. In normal aging, senile
plaques may exhibit dystrophic neurites, but these
neurites usually lack the paired helical filaments seen in
Alzheimer’s disease. These plaques are commonly
found in the frontal and temporal cortex and in the
hippocampus. Hirano bodies are spindle or rod shaped
structures found in the neuropil surrounding neurons
and are commonly seen in senescent brains.

2. Neurotransmitter Changes

There are numerous substances in the brain which play
a critical role in neural transmission. The class of
neurotransmitters that we discuss are called neuromo-
dulators; their effect on neurotransmission has a
longer time course than classical transmitters such as
glutamate and GABA, and they seem to affect the
responsiveness of target neurons to other inputs. These
substances, which originate from midbrain and brain
stem nuclei, include acetylcholine, dopamine, seroto-
nin, and noradrenaline. They play a central role in
many of the neurological and psychiatric illnesses that
are common in the elderly, including Alzheimer’s
disease (acetylcholine), Parkinson’s disease (dopa-
mine), and depression (serotonin).

a. Cholinergic System The NBM in the basal
forebrain provides most of the cholinergic innervation
of the cerebral cortex. One study found that cells
within the NBM increase in size until age 60 and then
begin to atrophy, particularly in posterior regions of
the nucleus. Acetylcholine (ACh) is the primary
neurotransmitter produced by cells within the NBM.
There is little change in acetylcholinesterase content,
an enzyme responsible for the breakdown of ACh, in
elderly subjects. There are also minimal changes in
high-affinity choline uptake, which is the rate-limiting
step in ACh production. However, age-related changes
in ACh receptors are observed. There are two principal
cholinergic receptor types: muscarinic and nicotinic. A
10-30% reduction in muscarinic receptor density is
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seen in the cerebral cortex and striatum. The cortex
and hippocampus exhibit a decrease in nicotinic
receptors, whereas the thalamus shows a decrease in
nicotinic and an increase in muscarinic receptor
density.

b. Dopaminergic System Dopamine innervation
of the cortex, limbic system, and basal ganglia
originates from the ventral tegmentum and the
substantia nigra. There are substantial changes to
neurons of the substantia nigra with age. After age 65,
there is a progressive decline in cell number within this
region. The remaining cells exhibit decreased nucleolar
volume and mild accumulation of neurofibrillary
tangles, Lewy bodies, and neuromelanin. Studies that
have examined the effects of aging on dopamine have
shown that the density of presynaptic D; receptors
decreases, whereas the density of postsynaptic D,
receptors increases in the striatum with age. The
striatum also shows a decrease in pre- and postsynaptic
D5 receptor density.

c. Noradrenergic System Noradrenaline is pro-
duced by locus coeruleus neurons found in the brain
stem. There is a progressive loss of noradrenergic
neurons from the brain stem beginning from age 30—
40. Noradrenergic neurites can be found in senile
plaque formations in aging. A decrease in tyrosine
hydroxylase, which is needed for the production of
dopamine and noradrenaline, is also observed in
elderly subjects. The cerebral cortex contains both o-
and f-adrenergic receptors. Adrenergic o, receptors
significantly decrease with age. Loss of f-adrenergic
receptors occurs in a more heterogeneous fashion
based on cortical region. Receptors in the frontal lobe
show no decrease in number, whereas those in the
precentral, temporal, occipitotemporal, and cingulate
cortical regions exhibit a linear decline with age.

d. Serotonergic System The raphe nuclei in the
midbrain supply the serotonergic innervation of the
brain. The primary metabolite resulting from the
breakdown of serotonin, 5-hydroxyindoleacetic acid,
does not decline with age. However, there is a decrease
in imiprimine binding with aging; the imiprimine
binding site is a presynaptic marker for the reuptake
of serotonin. Two types of serotonergic receptors (S;
and S,) have been found to decline with age. S;
receptors demonstrate up to 70% reduction in
number; S, receptors density is decreased by 20-50%
in elderly subjects. Functional imaging studies using
markers for the S, receptor have found decreases in

receptor density in occipital, parietal, temporal, and
frontal lobes of the brain. Of these regions, the most
significant decreases in density are observed in frontal
and temporal cortices.

C. Summary: Anatomical Changes with Age

There is a general decrease in brain weight with
advancing age, and macroscopic atrophy in the form
of increased sulcal and ventricular size becomes clearly
evident. The volumes of a number of brain structures
are reduced in old versus young brains. The most
prominent of these include the hippocampal forma-
tion, the frontal lobes, and a number of subcortical
structures in the basal ganglia and the nuclei that are
the source of the neuromodulatory transmitters (e.g.,
NBM and the substantia nigra). White matter changes,
which are associated with vascular problems such as
hypertension, are also more common in the elderly.

At the cellular level, the aging brain exhibits many
neuropathologic changes, but these changes are diffuse
and relatively modest in relation to those associated
with neurodegenerative diseases. Decreased overall
size and volume of gray and white matter occur
relatively early in the life span. Degenerative processes
that affect the gray matter of the brain appear to begin
later and include diffuse accumulation of abnormal
products within and around neurons and changes in
the ultrastructure of neuronal processes. Neuromodu-
latory neurotransmitter systems show declines in
concentration and/or receptor densities in aging
brains, but these declines are generally mild to
moderate in degree.

IV. FUNCTIONAL NEUROIMAGING STUDIES
OF AGING

A. Fundamentals of Functional Neuroimaging

Although other articles in this volume treat functional
neuroimaging in detail, it is important to mention a few
methodological issues here as they pertain to aging.
The two basic types of functional neuroimaging
methods are those that measure the electric or
magnetic fields generated by neural activity [electro-
encephalography (EEG) and magnetoencephalogra-
phy (MEG)] and those that measure the hemodynamic
or metabolic consequences of neural activity [positron
emission tomography (PET), single photon emission
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computed tomography (SPECT), and functional MRI
(fMRI)]. These two types differ in many ways, but they
differ primarily in terms of spatial and temporal
resolution and in the extent of the brain about which
information is provided: PET (and SPECT; most
research studies on brain aging have used PET; we will
not specifically distinguish between SPECT findings
and those obtained using PET) and fMRI can localize
activity for most of the brain to a resolution of a few
millimeters but with temporal resolution on the order
of several seconds at best. EEG and MEG have a
temporal resolution in the millisecond range but with
poor localizability for activity of many brain regions
simultaneously. PET can be used to ascertain markers
for a number of neurophysiological and neurochem-
ical processes, including glucose metabolism (most
commonly using '*F-fluoro-deoxyglucose as the radi-
oligand), cerebral blood flow (often using ['*O]water as
the radiotracer), and neuroreceptor concentration,
whereas most fMRI studies provide information about
the amount of blood oxygenation (oxygenated and
deoxygenated blood have different magnetic suscept-
ibilities). Blood oxygenation, cerebral blood flow, and
glucose metabolism are mostly used as indirect indi-
cators of regional neural activity.

In the next section, we review a number of studies of
brain cognitive function in aging that have used either
PET or fMRI. Two kinds of PET studies are discussed:
(1) resting state studies, in which a subject lies in the
scanner ‘“‘at rest,” having no specific task requirement
except to remain awake, and (ii) activation studies, in
which a subject in the scanner is asked to perform a set
of specific tasks while the neural activity in his or her
brain is measured. Although resting studies are easier
to perform, two advantages of activation studies are
that specific cognitive systems can be probed, and
subject performance during the scanning session can
be obtained and correlated with the functional neu-
roimaging data.

Two different data analysis strategies are used to
analyze PET and fMRI data so that inferences can be
made about the brain processes involved in cognition.
The first is called the subtraction paradigm, which is
concerned with the functional specialization of differ-
ent brain areas. In functional neuroimaging studies
using PET/fMRI, this paradigm is implemented in its
simplest form by comparing the functional signals
between two scans, each representing a different
experimental condition. The locations of the major
differences in signal between the two presumably
delineate the brain regions differentially involved in
the two conditions. For example, if the two conditions

differed by the presence of an additional cognitive
operation in one compared to the other, then the brain
areas “‘activated” would, it is assumed, be associated
with that cognitive operation. For aging studies, one
would be interested in those brain regions that show a
task-by-age interaction. In resting brain studies,
signals obtained from young and old subjects are
compared directly.

The second data analysis method is called the
covariance paradigm. This approach aims at deter-
mining how different brain regions interact with one
another during the performance of specific cognitive
tasks. It does this by examining the interregional
covariances in brain activity (often called the inter-
regional functional connectivity). Functional neuroi-
maging methods obtain data simultaneously from
multiple brain regions and therefore are ideal for use
with the covariance paradigm. These two paradigms
for analyzing functional neuroimaging data comple-
ment one another; both are necessary to get a clear
picture of how the brain works.

The possibly confounding issue of partial volume
artifacts needs to be mentioned before discussing the
functional changes observed in aged brains. PET and
fMRI provide images of function, not structure. As
such, these functional images must be interpreted in
the context of an underlying anatomical substrate.
When comparing young and old subjects, the anato-
mical region that is the source of the functional
neuroimaging signal may be reduced in size due to
atrophy in old compared to young subjects. The
question then arises as to whether a reduced functional
signal indicates a functional deficit or simply reflects
atrophy. Although attempts to correct PET and fMRI
images for atrophy have been made in a few studies, it
is not commonly performed due to inherent technical
difficulties. Thus, most results presented in the next few
sections have not addressed this issue.

B. Resting Studies

Resting studies of cerebral function generally have
been performed using PET and have measured either
regional cerebral glucose metabolism or regional
cerebral blood flow (rCBF). Global or overall resting
metabolism shows a decline of approximately 12-20%
over the adult age range of 20-80 years. One study
found a 12% reduction in resting metabolism after age
60. Regional assessment of metabolism shows a
differential decline in glucose utilization with age.
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The frontal, temporal, and parietal lobes all exhibit
decreased resting metabolism, with the frontal lobes,
particularly the dorsolateral cortex, showing the
largest decline with age. In the temporal cortex, both
lateral and medial temporal areas have been found to
have resting metabolism that declines with advancing
age. The largest age-related difference within the
temporal lobe is in anterior temporal cortex.

Measurements of resting cerebral blood flow show a
linear decline in global gray matter values beginning
after age 55. An overall decline in the range of 18-28%
of global flow is observed in the elderly compared to
young subjects. Regional analysis reveals that associa-
tion areas are affected more than primary cortical
areas with age. Decreased blood flow is observed in the
frontal, temporal, pariectal, and occipital lobes of the
brain as well as in the cingulate cortex. In the frontal
cortex, a linear decrease in blood flow of 30% from
ages 22 to 82 has been reported. In the temporal lobe,
superior temporal cortical regions appear to be
affected most.

Whether the modest declines observed in resting
cerebral metabolism and blood flow represent a true
functional decrease or occur because of atrophy-
related partial volume effects is not known. Also,
almost all the measurements discussed previously have
the feature mentioned in other sections of this
article—their variance increases with advancing age.

Interregional correlations of resting glucose meta-
bolic rates have also been evaluated in young and old
subjects to assess changes in brain interactions during
aging. Older subjects have significantly fewer large
correlations between frontal and parietal regions than
do young subjects, suggesting an age-related decrease
in integrated function between anterior and posterior
cortex.

A number of PET studies have examined differences
in neurotransmitter function between young and old
subjects, with most focusing on the integrity of the
dopaminergic system. Several groups have found an
age-related decline in D, receptor (postsynaptic)
availability in the striatum of approximately 8% per
decade. A similar percentage decline in the amount of
dopamine transporter (a presynaptic marker) has been
reported. Loss of striatal presynaptic dopamine func-
tion, evaluated by measuring the uptake of a positron-
labeled version of L-dopa, likewise has been found
during aging. The age-related loss of these makers has
been shown to correlate with motor function and also
with performance on some tests sensitive to frontal
lobe function. These studies thus point to a decline in
nigrostriatal function with age.

C. Cognitive Activation Studies

Studies using brain activation paradigms can be
divided into two domains: those examining the effects
of sensory stimulation or motor function and those
investigating higher level cognitive functions. Interest-
ingly, few activation studies have been performed that
examine motor performance in aging. With regard to
the sensory domain, it has been shown that vibratory
stimulation of either hand in healthy subjects results in
increased rCBF in the contralateral primary sensori-
motor and supplementary motor areas of the brain.
No correlation is observed with age, suggesting that
this form of response does not change in the elderly.
Conversely, fMRI has been used to demonstrate that
there are age-related changes in basic visual function.
Using goggles that generate alternating checkerboard
stimuli to examine photic stimulation in the elderly,
researchers found that the primary visual cortex in
aged subjects demonstrated a significantly lower
response level than that seen in young subjects.
Another study using PET to assess visual function in
the cerebral cortex also found age-related differences.
When subjects were shown visual textures made
up of black-and-white check patterns, the brains of
older subjects demonstrated decreased activation of
visual extrastriate and temporal regions and increased
activation of frontal lobe areas relative to young
subjects. Together, these findings suggest that there are
cortical changes in the way visual material is processed
with age.

Studies have also been performed that examined
differences in visual perception. When subjects were
asked to identify the two identical human faces out of a
choice of three faces in a display, the occipitotemporal
object visual pathway of the brain was activated. Older
subjects, however, exhibited slightly different regional
activation of the visual cortices than did younger
subjects. Similar findings were observed when subjects
were required to perform a task involving location or
identification of similar spatial configurations. Here,
activation of the occipitoparietal spatial visual path-
way was observed, with old subjects again demonstrat-
ing a different regional activation of the visual cortices,
along with exhibiting additional activation of frontal
lobe regions not seen in the young subjects. These
results suggest that recruitment of cortical regions
different from those observed in young subjects occurs
with age during visual perception. Reaction time data
showed that older subjects were slower in responding
than young subjects on both types of tasks, although
accuracy was well above chance.
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An analysis of interregional functional connectivity
performed on these data adds some insight into the
nature of cortical recruitment. For the face-matching
task, it was found in young subjects that the functional
connection between ventral frontal cortex and poster-
ior visual cortex was fairly weak. In the healthy aged,
however, there was a strong functional linkage be-
tween these two brain areas, perhaps indicating greater
use of the frontal cortex for strategic processing or
monitoring of behavior in the old compared to the
young subjects. These results suggest that changes in
functional connectivity in the aged brain, a form of
neuroplasticity, may be one way by which behavioral
performance can be maintained.

In terms of other cognitive functions, studies have
been performed that evaluate attention, executive
function, and memory for both verbal and visual
material. Using a visual search paradigm to assess
attention, age-related differences have been demon-
strated with PET in both brain activation and
behavioral performance. When subjects were asked
to selectively attend to a central target position in a
grid of letters, no age differences were observed.
However, differences were seen when subjects were
required to divide their attention between different
portions of the grid in search of a specific target.
Although both young and old subjects exhibited
activation of occipitotemporal, occipitoparietal, and
frontal regions, the young group demonstrated more
activation of posterior brain regions (occipitotempor-
al), whereas the old group showed more anterior
(frontal) activation patterns. The old subjects were
also slower and less accurate in choosing the correct
target during the divided-attention task.

The ability to sort objects into specific categories is a
measure of executive function. Brain activation pat-
terns obtained using PET that result from the ability to
sort cards based on number, color, or shape showed
involvement of frontal, parietal, and occipital regions
in both young and old subjects. Although similar
regions were activated in both age groups, the
magnitude of the increased rCBF was reduced in the
old group, suggesting that there is a decrease in cortical
efficiency associated with aging. The elderly again
performed more slowly and made more errors than the
young subjects on this task.

Several functional imaging studies have examined
processes related to the ability to remember specific
stimuli, such as faces or words. With regard to memory
for faces, it has been shown that young subjects
activate frontal cortex in the left hemisphere as well as
temporal lobe regions, including the hippocampus,

while encoding a series of faces. Old subjects, however,
show no significant activation of these regions during
this condition. When retrieving or recognizing the
faces, young subjects demonstrate involvement of
frontal cortex in the right hemisphere as well as
parietal regions, whereas old subjects only activate
frontal regions. These findings led to the conclusion
that memory dysfunction seen in the elderly results
from impaired encoding of material to be remembered.
Another study investigated brain function during a
working memory task involving face stimuli. Here, the
subjects were required to remember specific faces over
varying delay intervals. During this task both young
and old subjects exhibited activation of the frontal
cortex, which increased in magnitude in the left
hemisphere with increasing delay, and of extrastriate
visual cortex, which showed decreasing activation with
increasing delay. However, in old subjects there was
less activation overall, and they had increased activa-
tion of occipitoparietal cortex and different frontal
regions than those seen in the young. Although there
were subtle differences in response time and accuracy
in task performance, it was suggested that the differ-
ences in activation may represent different strategies
employed by the elderly in maintaining a short-term
memory for faces.

Verbal material has also been used to examine
memory function in the elderly. Several studies have
been performed using retrieval paradigms of words
from cues given in the form of three-letter word stems.
It was found that explicit retrieval of words results in
frontal activation in young and old subjects, but the
regions differ between the two groups. One study also
found medial temporal activation only in the old,
whereas another found it in both groups when the task
became more difficult. These findings suggest that
there are functional differences in retrieving verbal
information with age, especially in the frontal lobes of
the brain. Decreased accuracy in the old group also
supports the conclusion that retrieval processes are
impaired in the elderly.

Other studies have investigated encoding and re-
trieval of single words or word pairs. Although the
results of these studies vary to a certain degree, there
are similarities among the brain activation patterns.
During encoding of words or the letters that make up
words, young subjects demonstrated activation of the
frontal cortex in the left hemisphere in addition to
occipital and temporal regions. Age-related differ-
ences in activation were observed in frontal regions of
both cerebral hemispheres. During retrieval, young
subjects showed involvement of the right frontal
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cortex. Occipitotemporal activation was also observed
in this condition. Old subjects demonstrated bilateral
activation of the frontal cortex and both increased and
decreased activation of occipitotemporal regions re-
lative to the young groups. A study examining the
functional connectivity of the brain during these tasks
revealed that young subjects used the frontal cortices
of the right and left hemispheres differentially during
encoding and retrieval, whereas the old tended to use
networks in both cerebral hemispheres for both
encoding and retrieval. Together, these results again
suggest that there is a functional reorganization of
brain regions mediating memory processes with age.

D. Summary: Functional Neuroimaging Studies

Studies of resting brain function indicate that there are
small reductions in both glucose metabolism and
cerebral blood flow with age and an age-related
reduction of nigrostriatal dopamine function. The
declines in global measurements occur within the
average range of 10-20% after age 60. Regional
metabolism and blood flow also decrease with age.
Changes have been observed most commonly in
frontal, temporal, and parietal lobes of the brain. Of
these regions, the frontal lobes appear to exhibit the
greatest decline when assessed with either glucose or
blood flow techniques.

Brain function during activation also demonstrates
age-related changes. Studies of visual function show
activation differences in occipital, temporal, and
frontal regions. Generally, these differences are seen
as decreases in activation of visual areas within the
occipital and temporal lobes and increases in activa-
tion of areas in the frontal cortex. Although individual
studies of memory function yield slightly different
results, the similarities suggest that there is a reorga-
nization of brain activation patterns in the elderly
during memory tasks. This reorganization can been
seen during tasks involving both encoding and retrie-
val of visual and verbal information. Some differences
are observed in occipital and parietal lobes of the
brain, but the most prominent age-associated differ-
ences are seen in frontal lobe activation, especially
involving prefrontal cortical regions. These frontal
lobe differences include increased activation as well as
involvement of regions unlike that observed in young
subjects. Often, in tasks in which frontal activation is
predominant in one hemisphere in young subjects, the
activation becomes bilateral in the elderly. Together,
the activation data suggest that decreases in cortical

function and subsequent recruitment of novel regions
during task performance may represent some form of
functional compensation in the aging brain, although
perhaps not sufficient to maintain performance at the
same levels of accuracy and speed as in young subjects.

V. CONCLUSIONS

Several conclusions can be drawn from our review of
selective changes in neural structural and function with
aging. First, as we have stressed, compared to the types
of brain-related changes observed in neurological and
psychiatric disorders, the alterations seen in the brain
with advancing age are modest. Almost all the
measures of cognition, brain structure, and brain
function that we examined showed essentially the same
behavior: If change was found, it became worse after
approximately 60-70 years of age. However, the
variability in the old increased significantly, and often
there were old subjects whose values on these measures
were well within the range of those of young subjects.

Although much controversy exists in the research
literature, some findings seem fairly consistent. The
two areas of cognition that show clear declines with
advancing age are some types of memory and measures
of mental flexibility (i.e., fluid intelligence). Speed of
cognitive and sensorimotor processing also seems to
decline with age. Areas of the brain that demonstrate
structural alterations include medial temporal lobe
regions such as the hippocampus, the frontal lobes,
regions within the basal ganglia, and a number of
subcortical nuclei, such as the nucleus basalis of
Meynert and the locus coeruleus, which are the sources
of neuromodulatory neurotransmitters in the cortex.
These transmitters play a key role in numerous
cognitive processes, including memory and attention.
There also seems to be an increase in the presence of
white matter abnormalities with advancing age,
although how this relates to alterations in cognitive
performance is unclear.

Although we did not discuss in detail brain
abnormalities associated with age-related neurode-
generative disorders, the distinction between aging
changes and disease-associated alterations was diffi-
cult for us to maintain. Long ago, it was thought that
senescence was part of a continuum with dementia and
perhaps also with movement disorder of the Parkin-
sonian type. About two decades ago, the view changed
to the notion that healthy brain aging could be
distinguished from brain diseases, particularly those
that lead to dementia. That is, there are changes that
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occur in the brain that are part of the aging process, but
these are distinct from the changes due to specific brain
disorders such as Parkinson’s disease, cerebrovascular
disease, and especially Alzheimer’s disease. In our
view, this distinction has become blurred. There are
interactions between genetic risk factors for various
brain disorders and environmental factors, such as
diet, exercise, and education, that can modulate the
neural changes associated with aging and brain
disease. The estrogen example we presented ecarlier
illustrates this point. Successful aging seems to be
based on a sufficiently robust neuroplasticity that can
keep dysfunction due to the aging and subclinical
disease-related processes in check.
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GLOSSARY

alexia An acquired condition, usually as a result of brain damage
(such as follows strokes in adults), marked by an impairment in
reading, in which reasonable vision, intelligence, and most language
functions other than reading remain intact.

apperceptive agnosia A form of visual agnosia in which a person
cannot reliably name, match, or discriminate visually presented
objects, despite adequate elementary visual function (visual fields,
acuity, and color vision).

associative agnosia A form of visual agnosia in which a person
cannot use the derived perceptual representation to access stored
knowledge of the object’s functions and associations but is able to
copy and match the drawing even though unable to identify it.

Balint’s syndrome Agnosic syndrome that results from large
bilateral parietal lesions and is composed of three deficits: (i)
paralysis of eye fixation with inability to look voluntarily into the
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peripheral visual field, (ii) optic ataxia, and (iii) disturbance of visual
attention such that there is neglect of the peripheral field.

dorsal simultanagnosia An inability to detect more than one
object at a time, with difficulty shifting attention from one object to
another.

dorsal stream The stream of cortical visual projections from
primary visual cortex to posterior parietal cortex, concerned
primarily with the visual control of action and representation of
spatial information.

inferotemporal cortex Inferior surface of the temporal lobe that is
particularly important for object recognition.

Kliiver-Bucy syndrome A group of impairments, including visual
agnosia, resulting from bilateral damage to the temporal lobes.

optic aphasia A condition in which a person cannot name a
visually presented object, despite being able to indicate the identity of
the object through gesture and to sort the visual stimuli into categories.

prosopagnosia A form of visual agnosia in which a person cannot
recognize faces, despite adequate elementary visual function (visual
fields, acuity, and color vision).

ventral simultanagnosia A reduction in the ability to rapidly
recognize multiple visual stimuli, such that recognition proceeds in a
part-by-part fashion.

ventral stream The stream of cortical visual projections from
primary visual cortex to the inferotemporal cortex, concerned
primarily with representing the identity of stimuli by such
characteristics as shape and color.

Visual agnosia is a disorder of recognition confined to the
visual realm, in which a person cannot arrive at the
meaning of some or all categories of previously known
visual stimuli despite normal or near-normal visual
perception and intact alertness, intelligence, and
language. This article takes a multidisciplinary ap-
proach in discussing this impairment and considers
clinical and neurological studies in humans as well as
neurophysiological data in nonhuman primates.

Copyright 2002, Elsevier Science (USA).
All rights reserved.
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I. CASE STUDIES

JW is a relatively young man, in his early forties, who,
despite many preserved cognitive abilities, fails to
recognize many common objects. In August 1992, JW
suffered a severe cardiac event while exercising and
was subsequently anoxic. A computed tomography
(CT) scan revealed multiple hypodensities in both
occipital lobes with minor hypodensities in his right
parictal lobe. Although JW has normal visual acuity as
well as intact color and motion perception, Behrmann
and colleagues have shown that he recognizes approxi-
mately 20% of black-and-white line drawings and a
slightly higher percentage of color pictures. He is
almost totally unable to recognize photographs of
famous people. He is poor at copying simple line
drawings presented to him (Fig. 1), at matching
rectangles and squares of various dimensions, at
simple shape detection (e.g., deciding that an “X” is
present among a background of visual noise), and even
at detecting symmetry in a visual image. Despite these
impairments, he is able to recognize objects well from
tactile/haptic input and from definitions that are read
to him. These findings suggest that his long-term
knowledge of objects is preserved. This is further
confirmed by his ability to generate visual images in his
“mind’s eye” and to describe those in detail. Needless
to say, this impairment significantly limits his ability to
interact with objects and his world. Whereas JW was
the owner of a hardware computer company (and had
a master’s degree in computer science), currently he
works as a volunteer and provides instruction on
computer use to people who are blind.

CK, like JW, is impaired at recognizing objects and
has been studied extensively by Behrmann, Moscov-
itch, and Winocur. CK sustained brain damage in a
motor vehicle accident in 1988; he was struck on the
head by the side mirror of a truck while he was jogging.
Except for a hint of bilateral thinning in the occipito-
temporal region, no obvious circumscribed lesion is
revealed on magnetic resonance imaging (MRI) or CT
scan. This may not be surprising given that his lesion
was sustained via a closed head injury which often
results in shearing of axons or more microscopic
neuronal damage. Despite his deficits, CK functions
well in his life; he has a responsible managerial job and
makes use of sophisticated technology that allows him
to translate written text into auditory output.

When asked to identify line drawings, CK misre-
cognized a candle as a salt shaker, a tennis racquet as a
fencer’s mask, and a dart as a feather duster, pre-
sumably because of the feathers on the end (Fig. 2). As
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Figure 1 Patient JW’s copies of simple line drawings.

illustrated by these examples, CK, like JW, is clearly
not blind. However, despite his intact visual acuity, he
fails to recognize even familiar and common visually
presented objects. This deficit holds irrespective of
whether the objects are drawn in black-and-white on a
piece of paper or whether they are shown in slides or
even as real three-dimensional objects, although the
addition of information such as color and surface
texture does assist recognition to some extent.

CK, like JW, can also use tactile/haptic information
to recognize objects; he was perfectly able to recognize
a padlock and a paper clip by touch alone. CK can also
provide detailed definitions for an object whose name
is presented to him verbally; for example, he defined a
pipe as “‘a long cylindrical hollow object to convey
liquid or gas” and a card of matches as “‘a cardboard
container containing long sticks or matches which are
struck against cordite.” These definitions clearly
demonstrate that his deficit is not attributable to a
failure to name objects nor a loss of semantic knowl-
edge.

CK is unable to read and, although he writes
flawlessly, he cannot read his own writing presented to
him at a later point in time. CK’s hobbies have also
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"Salt shaker"

"Fencer's mask"

"Feather duster"

Figure 2 Line drawings misnamed by patient CK.

been affected; he is no longer able to design complex
configurations of his large plastic soldier collection or
visually differentiate airplanes, a domain in which he
had rather extensive knowledge premorbidly.

IIl. BACKGROUND

Despite the behavioral differences between JW and
CK, they have a dramatic deficit: They are unable
to recognize even common, familiar objects—a
disorder termed “‘agnosia” by Sigmund Freud (coined
from the Greek “without knowledge”). Visual agnosia
is a disorder of recognition, in which a person cannot
arrive at the meaning of some or all categories of
previously known visual stimuli, despite normal or
near-normal visual perception and intact alertness,
intelligence, and language. Despite the visual recogni-
tion problems associated with agnosia, there is normal
recognition of objects through modalities other than
vision (touch, auditory, and verbal definitions or
description of their function), which suggests that the
deficit is not simply a difficulty in retrieving names or in
accessing the necessary semantic information. Visual

recognition has been more extensively studied than
recognition in other modalities, although similar
deficits have been observed in patients with auditory
(auditory agnosia) or tactile (tactile agnosia) deficits.

The traditional view of agnosia as a specific disorder
of recognition has undergone considerable challenge
in the past, with critics contending that all visual
agnosias can be explained by a subtle alteration in
perceptual functions likely accompanied by a general-
ized intellectual deterioration. Despite this early
skepticism, there is now widespread acceptance of this
disorder as a legitimate entity and detailed case studies
have been concerned with characterizing both the
underlying mechanisms that give rise to this disorder
and the overt behaviors.

Lissauer was the first to classify visual object agnosia
into two broad categories: apperceptive “mindblind-
ness” and associative mindblindness. These impair-
ments were evaluated by requiring patients to (i)
describe the formal features of a pattern, (ii) reproduce
it by drawing, and (iii) recognize it among similar
alternatives. Using Lissauer’s classifications, a person
with apperceptive agnosia is assumed to be impaired at
constructing a perceptual representation from vision
and subsequently is unable to copy, match, or identify
a drawing. In contrast, a person with associative
agnosia is one who cannot use the derived perceptual
representation to access stored knowledge of the
object’s functions and associations but is able to copy
and match the drawing even though he or she is unable
to identify it.

Recent neuropsychological accounts by Humphreys
and Riddoch as well as by Warrington and colleagues
and computational accounts such as that of Marr and
colleagues have sought to extend Lissauer’s dichotomy
for two reasons. The first reason is the growing
understanding that visual object recognition com-
prises many distinct steps not captured by the simple
dichotomy. For example, it has been suggested that
apperceptive processes include encoding the primitive
dimensions of shape and segmentation of figure from
ground. Associative processes may also be subdivided
to include access to stored visual knowledge of objects,
followed by access to stored associative and functional
(semantic) knowledge from the description derived
from the image. The second reason for further
differentiation of the underlying processes, and the
lesion types, derives more fine-grained neuropsycho-
logical analysis. One such example is of patients who
show impaired access to knowledge of associative and
functional properties of the object but have well-
preserved understanding of the object’s shape, as
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reflected in a high-complexity object decision task
(differentiating real objects from novel objects that are
composed of parts of real objects). Other patients
perform relatively poorly at object decision but are still
able to carry out many high-level perceptual tasks,
such as matching objects across different viewpoints
and sorting pictures into basic categories. These
developments have forced a further refinement of our
understanding of visual processing and the types of
breakdown that are possible. Despite the simplicity of
Lissauer’s dichotomy and its clear inadequacy, it
provides a coarse framework that has proved useful
in describing agnosia, as illustrated in the book Visual
Agnosia by Farah. Following Farah, we adopt this
dichotomy as a starting point and describe these two
forms of agnosia, we also provide a detailed discussion
of the patients described previously and the implica-
tions of such disorders for our further understanding
of visual object recognition. Before we continue our
exploration of these types of agnosia, however, we first
identify the underlying neuromechanisms responsible
for this visual perceptual processing.

ll. NEUROANATOMY

Milner and Goodale proposed that the two prominent
cortical visual pathways that have been identified in
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the primate brain (after Mishkin, Ungerleider, and
Macko) are each involved in two very different
processes. The underlying mechanisms in the ventral
stream, which projects from primary visual cortex to
the inferotemporal cortex (via many routes involving
areas V2, the ventral portion of V3, V4, and TEO) are
thought to be involved in visual perception, whereas
the dorsal stream, which projects from primary visual
cortex (and the superior colliculus via the pulvinar) to
the posterior parietal cortex is thought to be involved
in the visual control of action (Fig. 3). Both streams are
thought to process information about object features
and their spatial locations, but each stream uses this
visual information in different ways. The transforma-
tions carried out by the dorsal stream deal with moment-
to-moment information about the location and orienta-
tion of objects and thereby mediate the visual control of
skilled actions, such as manual prehension, directed at
those objects. In contrast, visual information is trans-
formed in the ventral stream to deliver the enduring
characteristics of objects and their relations, permitting
the formation of long-term perceptual representations
of the world. Such representations play an essential role
in the recognition and identification of objects and
enable us to classify objects and events, attach meaning
and significance to them, and establish their causal
relations. Such operations are essential for accumulat-
ing a knowledge base about the world.
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Figure 3 Diagram of the major routes leading from the retina into the dorsal and ventral streams. LGN, lateral geniculate nucleus, pars
dorsalis; Pulv, pulvinar; SC, superior colliculus. Reprinted from Current Biology 4(7), Goodale, M. A., Meenan, J. P., Bulthoff, H. H., Nicolle,
D. A., Murphy, K. J., and Racicot, C. L., Separate neural pathways for the visual analysis of object shape in perception and prehension, pp.

604-610, copyright 1994, with permission from Elsevier Science.
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Many of the cells in inferotemporal cortex, the
terminus of the ventral stream, respond best to
complex visual stimuli, such as hands and faces; in
particular, the more anterior parts of the inferotem-
poral cortex are remarkably selective in their responses
to object attributes. The receptive field of virtually
every cell in the inferotemporal (IT) cortex, a complex
of areas lying ventrally below the superior temporal
sulcus, including various subdivisions of area TE along
with area TEO, includes the foveal region, where fine
discriminations are made. These cells also have large
receptive fields that allow for generalization across the
entire visual field and for coding the intrinsic features
of an object independent of its location. The critical
features that activate cells in the anterior IT cortex are
moderately complex and can be thought of as partial
features common to images of several different natural
objects. There are also neurons in the IT cortex that
demonstrate properties consistent with object con-
stancy in that they remain selectively responsive to a
visual stimulus despite changes in stimulus viewpoint,
retinal image size, or even color. Thus, the ventral
stream is uniquely set up to process visual information
into perceptual representations to which meaning and
significance can be attached and stored. Damage to the
ventral stream is believed to cause the disturbances of
object recognition that are characteristic of visual
agnosia.

Evidence for this derives from nonhuman primate
work, in which large bilateral resections of the
temporal lobe result in a form of visual agnosia,
Kliver—Bucy syndrome. Lesions of the IT cortex
impaired the monkey’s ability to identify objects when
the discriminations required use of color, pattern, or
shape. These monkeys had difficulty using vision to
learn associations with objects and could no longer
recognize objects or distinguish between objects on the
basis of their visual dimensions. They were unable to
distinguish food from nonfood objects using vision
alone and were unable to learn new visual discrimina-
tions between patterns for food reward. Although they
incessantly examined all objects in sight, these animals
recognized very little and often picked up the same
item repeatedly. Kliiver—Bucy syndrome can also be
achieved with just the removal of IT but, like human
visual agnosia, the IT monkey’s recognition deficits
cannot be explained by “low-level” sensory impair-
ments since large bilateral lesions of IT have been
found to have no residual effect on visual acuity.

Recent functional neuroimaging studies of regional
blood flow in normal human subjects have revealed
many different visual areas beyond primary visual

cortex that appear to correspond to those in the ventral
stream of the monkey brain that are specialized for the
processing of color, texture, and form differences of
objects. These studies have shown that face-matching
tasks involve the occipitotemporal regions, detection
of shape activates regions along the superior temporal
sulcus, and the ventral region of the temporal lobe, and
the perception of color is associated with activation of
the lingual gyrus (V4).

IV. APPERCEPTIVE AGNOSIA

Individuals with apperceptive agnosia, such as patient
JW, have profound difficulty recognizing and naming
line drawings; their ability to recognize, copy, or match
simple shapes as well as more complex objects is
severely impaired. However, their elementary visual
functions, such as acuity, brightness discrimination,
and color vision, are relatively preserved, along with
reasonable sensory and semantic memory functioning
in the visual domain. These patients have normal
visual fields and can maintain fixation on a visual
target. The fundamental deficit involves an inability to
process features, such that they are not fully available
for developing a percept of the overall structure of an
object.

One of the classical cases of apperceptive agnosia,
described by Benson and Greenberg, was thought to be
blind for several months following carbon monoxide-
induced anoxia until he was seen successfully negotiat-
ing his wheelchair down a passage. Testing revealed
that his fields were full to a 3-mm stimulus, that he
could reach accurately for fine threads placed on a
piece of paper and detect small changes in size,
luminance, and wavelength, and that he was aware
of small movements. Despite these fundamental
abilities, he was unable to recognize objects, letters,
or numbers and was unable to discriminate between
any visual stimuli that differed only in shape.

Even though recognition of real objects is also
impaired in these individuals, it is often better than
recognition of line drawings; identifications of objects
are typically inferences, made by piecing together
color, size, texture, and reflectance clues. These
individuals can often make accurate guesses about
the nature of objects from such cues, such as the
shininess of the glass and metal on a salt shaker or the
color of an apple. A striking feature of this disorder is
that many patients spontaneously use quite laborious
and time-consuming tracing strategies of the hand or
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head to aid in the recognition of visual objects. These
strategies, although helpful, may not always produce
an accurate result because one needs a reasonably
good visual image in the first place for the purposes of
tracing.

Apperceptive agnosia corresponds to the break-
down at the stage at which the sensory features of the
stimulus are processed and its structural description is
achieved—a relatively early stage of the visual recog-
nition networks in the human equivalent of the ventral
stream. The deficit appears to be at the level of shape or
form discrimination. Some apperceptive agnosic pa-
tients are more impaired at perceiving curved than
straight lines. JW, for example, is poor at deciding
whether two line features are the same or different
unless their orientations are very different. He also
does not show “popout’ of a target that differs from
the background distractors if the difference is one of
curvature or orientation (unless the differences are
very great). Some patients may also fail to achieve
perceptual constancy, interpreting a circle as an ellipse.

Interestingly, at least one apperceptive agnosic
patient, DF, reported in the literature by Milner and
Goodale appears to have implicit knowledge of object
attributes that is not available for explicit report. As a
result of carbon monoxide-induced anoxia, DF sus-
tained damage to her occipital lobes bilaterally that
extends into ventral occipital and dorsal occipitopar-
ietal regions, while largely sparing primary visual
cortex. Even though DF’s “low-level” visual abilities
are reasonably intact, she can no longer recognize
common objects on the basis of their form or even the
simplest of geometric shapes. Nevertheless, despite her
profound inability to perceive the size, shape, and
orientation of visual objects, DF can direct accurate
and well-formed grasping movements, indistinguish-
able from those shown by normal subjects, toward the
very same objects she cannot identify or discriminate.
It has been argued that this intact visuomotor function
is mediated by relatively intact parietofrontal cortical
mechanisms (accessed via the dorsal stream) in DF,
which continue to operate efficiently despite severely
damaged occipitotemporal (ventral stream) structures.
At this point, it is worth noting that DF also appears to
have implicit knowledge of visual attributes even
though she appears not to have this information
available to her when tested directly. The critical
evidence comes from studies that show that DF is
influenced by the McCullough effect. This is a color
aftereffect that is contingent on the orientation of
grating patterns. When shown white-and-black line
gratings in horizontal or vertical orientations, DF is

poor at reporting orientation explicitly. However,
after she was adapted to a green-and-black vertical
grating alternating with a red-and-black horizontal
grating, she reported seeing color on white-and-black
gratings with the horizontal subcomponent appearing
greenish and the vertical component appearing pink-
ish. As in control subjects, the effect was strongly
dependent on the congruence of the angles in the
testing and adaptation phase. In a follow-up, DF
revealed a preserved McCullough effect with oblique
gratings, indicating more fine orientation discrimina-
tion ability than simply vertical and horizontal.

The neurological damage in apperceptive agnosia
tends to be diffuse and widespread and can involve
damage to the posterior regions of the cerebral hemi-
spheres, involving occipital, parietal, or posterior
temporal regions bilaterally. This damage is often the
result of cerebral anoxia, where a lack of oxygen to the
brain produces neuronal death in “watershed” regions
or regions lying in the border areas between territories
of different arterial systems. Carbon monoxide-in-
duced anoxia not only produces multifocal dissemi-
nated lesions but also affects the interlaminar
connections between neurons. Mercury poisoning,
which is also known to give rise to apperceptive
agnosia, affects the white matter, thereby compromis-
ing connections between neurons rather than the
neurons themselves.

V. SIMULTANAGNOSIA

A person with simultanagnosia can perceive the basic
shape of an object but is unable to perceive more than
one object, or part of an object, at a time. Thus, these
patients appear to have limited ability to process visual
information in parallel, although they are relatively
good at identifying single objects. Farah distinguished
between two forms of simultanagnosia according to
whether the patients had lesions affecting the dorsal or
ventral visual stream. Each is discussed in turn here.
Although a person with dorsal simultanagnosia is
able to recognize most objects, he or she generally
cannot process more than one at a time, even when the
objects occupy the same region of space. These
individuals often have counting deficits and their
descriptions of complex scenes are slow and fragmen-
tary. The underlying impairment in dorsal simulta-
nagnosia appears to be a disorder of visual attention so
severe that these individuals cannot explicitly report
perceiving the unattended objects. Dorsal simultanag-
nosia is often observed in the context of Baliant’s
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syndrome, is accompanied by oculomotor deficits and
optic ataxia, and results from a bilateral parietoocci-
pital lesion.

Individuals with apperceptive agnosia and those
with dorsal simultanagnosia share many characteris-
tics. In some cases, they may act effectively blind, being
unable to negotiate visual environments of any
complexity, and their perception appears to be piece-
meal and confined to a local part or region of the visual
field. The piecemeal nature of their perception, how-
ever, differs in significant ways. In apperceptive
agnosia, only very local contour is perceived, whereas
in dorsal simultanagnosia whole shapes are perceived,
but only one at a time. Individuals with apperceptive
agnosia use color, size, and texture to guess at objects
but cannot use shape information. In contrast, indivi-
duals with dorsal simultanagnosia have intact shape
perception. In contrast to apperceptive agnosia, the
deficit in dorsal simultanagnosia appears to be atten-
tion related rather than shape related.

A person with ventral simultanagnosia usually has a
lesion to the left inferior temporooccipital region.
Although such a patient is generally able to recognize a
single object, he or she does poorly with multiple
objects and with single complex objects, irrespective of
their size. Although they cannot recognize multiple
objects, they differ from individuals with dorsal
simultanagnosia in that they can perceive multiple
objects. These individuals can count scattered dots
and, if given sufficient time, can also recognize multiple
objects. They respond slowly and often describe
explicitly individual elements of the picture without
appreciating the whole scene. This is also true in
reading, and these patients are classified as letter-by-
letter readers because they only recognize one letter of
a word at a time, and hence show a linear relationship
between reading speed and the number of letters in
a word.

A recent reconceptualization of simultanagnosia by
Humphreys and colleagues suggests that the two
different forms are well characterized in terms of
impairments in constructing different forms of spatial
representations. Although those with ventral lesions
are limited in the number of parts of an object they can
represent, those with dorsal lesions are limited in the
number of separate objects they can represent.

VI. HIGHER ORDER APPERCEPTIVE DEFICITS

Many patients have been identified who, although still
classified as having apperceptive agnosia, appear to

have some residual visual processing ability and can
copy and match objects to some degree. These patients
have object recognition difficulty under challenging
conditions and do somewhat better in more optimal
conditions. For example, they are impaired at recog-
nizing objects under poor lighting conditions when
shadows are cast, creating misleading contours. An
additional manipulation that proves difficult for these
patients is recognition of foreshortened or degraded
objects. They are also poor at recognizing objects from
unusual viewpoints or unconventional angles relative
to more standard viewpoints. The classification of
these patients is unclear because there is ongoing
debate regarding the mechanisms that give rise to such
deficits and whether, indeed, these deficits arise from a
common source. Warrington and colleagues argued
that the failure to identify objects from unusual but not
conventional views is consistent with a deficit that
occurs once sensory information has been processed
and is attributable to a problem in categorizing two
instances of the same stimulus as identical. Some
patients appear to be impaired at deriving viewpoint-
independent representations, despite the fact that they
are able to construct a viewpoint-dependent represen-
tation. This distinction between viewpoint-dependent
and -independent representation parallels the distinc-
tion made by Marr in his well-known theory of vision.

VIl. ASSOCIATIVE AGNOSIA

Unlike apperceptive agnosia, a person with associative
agnosia can make recognizable copies of a stimulus
that he or she may not recognize subsequently and can
also successfully perform matching tasks. Teuber
elegantly referred to this deficit as “perception stripped
of meaning.” As in the case of apperceptive agnosia,
recognition is influenced by the quality of the stimulus
and performance on three-dimensional objects is
better than on photographs, and performance on
photographs is better than on line drawings. The
recognition deficit appears to result from defective
activation of information pertinent to a given stimulus.
There is a failure of the structured perception to
activate the network of stored knowledge about the
functional, contextual, and categorical properties of
objects that permit their identification. In effect, this is
a deficit in memory that affects not only past knowl-
edge about the object but also the acquisition of new
knowledge. Unlike individuals with apperceptive ag-
nosia, who guess at object identity based on color and
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texture cues, people with associative agnosia can make
use of shape information. When these individuals
make mistakes in object identification, it is often by
naming an object that is similar in shape to the
stimulus. For example, FZ, a patient of Levine,
misidentified a drawing of a baseball bat several times.
Interestingly, his answer differed on each occasion,
referring to it as a paddle, a knife, or a thermometer.

Although these patients can copy drawings well, the
drawings are not necessarily normal; the end product
might be a fairly good rendition of the target but the
drawing process is slow and slavish and they can lose
their place if they take their pen off the paper since they
do not grasp component shapes. As can be seen in Fig.
4, a copy of a geometric configuration by patient CK,
an individual with associative agnosia, was reasonably
good, although the process by which he copied
indicates a failure to bind the contours into meaningful
wholes.

One of the important claims of associative agnosia is
that perception is intact and it is meaning that is
inaccessible. Much effort has been directed at evaluat-
ing this claim and the general finding is that even
patients with associative agnosia have some form of
visual impairment. For example, LH, a well-known
and thoroughly documented agnosic patient studied
by Levine and Calvanio, was moderately impaired on
several tests of perception. He was considerably slower
than normal subjects in making rapid comparisons
between shapes or in searching for a prespecified target
figure. His performance was also poor on tasks that
required him to identify letters that were fragmented or
degraded by visual noise, relative to control subjects.
Based on the findings from LH and other associative

CK's Copy
<Y
5 4 3— /

Figure 4 Patient CK’s copy of a geometric configuration. The
numbers assigned to his copy indicate the order in which the lines
were drawn and show that he copies in a very literal fashion, failing to
integrate lines 1, 2, 8, and 9 into a single shape.

Original

agnosic patients, it is clear that their perception is not
normal. Although it may be considerably better than
that of apperceptive agnosic patients, it is still impaired
to some extent.

The brain damage in associative agnosia is more
localized than in apperceptive agnosia. Some cases
appear to involve only unilateral damage to the
occipital lobe and bordering posterior temporal or
parietal lobe. The lesions are often more circum-
scribed, sometimes involving the left inferior long-
itudinal fasciculus, which connects fusiform gyrus to
temporal structures, or the bilateral posterior hemi-
spheric areas in posterior cranial artery territory.

VIIl. INTEGRATIVE AGNOSIA

Lissauer’s dichotomy makes provision for two main
stages of processing, apperception and association.
Object recognition, however, involves more than
matching stimuli coded in terms of primitive features
such as line orientation to stored knowledge. Instead,
the spatial relations between the lines and features
need to be coded, the object needs to be segregated
from its ground, and parts of an object need to be
related and integrated. These processes are typically
thought of as serving intermediate-level vision. There
have been several recent detailed reports of patients
with deficits due to poor perceptual integration of form
information (‘“integrative agnosia’). Patient HIJA,
studied by Riddoch and Humphreys, appears to
oversegment identify objects piecemeal. For example,
when presented with a paintbrush, HJA responded
that ““it appears to have two things close together or
else you would have told me.” CK’s descriptions of
errors reveal a similar pattern; he is able to perceive
and report some part of the image but not the whole.
Indeed, CK appears to oversegment the image, as
illustrated in his copying performance. Whether or not
integrative agnosia might previously have been con-
sidered an apperceptive or associative form of agnosia
is difficult to determine. On the one hand, these
patients appear not to be able to exploit Gestalt
grouping principles, in which case the problem is closer
to that of apperceptive agnosia. On the other hand,
these patients perform well on standardized testing of
perceptual processes, suggesting that they are more
akin to associative agnosic patients. For example,
these patients can discriminate between Efron shapes
(squares and rectangles that have the same surface area
but vary in aspect ratio) and can make orientation and
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size matching judgments at a normal level. Given the
uncertainty of the classification, a separate category is
obviously warranted.

The hallmark of integrative agnosia is an impair-
ment in integrating elements, which are well detected,
into a perceptual whole. For example, these patients
do more poorly at recognizing overlapping objects
than when the same objects presented nonoverlapping,
presumably because of the difficulty in segregating and
assigning boundaries in the former case. Counter-
intuitively, these patients perform better when the
stimuli are silhouettes rather than line drawings. This
finding suggests that the lines that usually enhance
perception and add information to the display dis-
rupted the patients’ ability to recognize objects. This is
likely a consequence of their inability to group
elements into a whole and this process is less taxing
in the case of silhouettes. These patients also do more
poorly when the exposure duration of stimuli is
limited. Finally, the performance of the patients
improves under limited exposure duration. This is
not surprising because it has been suggested that the
segmental visual processing is done in a serial fashion
and limiting the exposure of the items likely affects this
adversely.

Because these patients are impaired at grouping,
they appear to be oversensitive to segmentation cues
and to parse stimuli inappropriately into parts. In fact,
grouping and segmentation are likely two sides of the
same coin, with the grouping impairment leading to
piecemeal and fragmented image processing. The
integrative agnosia deficit appears to affect a stage of
visual coding intermediate between basic shape coding
and visual access to memory representations, con-
cerned with parallel perceptual grouping and the
integration of parts into wholes. It is revealed most
strikingly under conditions when segmentation or
grouping are stressed.

IX. OPTIC APHASIA

Like agnosic patients, patients with optic aphasia have
a modality-specific (visual) recognition deficit and can
recognize objects from both auditory and tactile
presentation. The critical distinction between agnosia
and optic aphasia, however, is that optic aphasic
patients can recognize objects. This is evidenced by
their nonverbal identifications (e.g., through gesture)
and their ability to sort a visual stimulus with other
stimuli of the same category. Additionally, these

patients are also not particularly sensitive to the visual
quality of the stimulus and performance is approxi-
mately equivalent for object, photographs, and line
drawings, unlike the case for associative agnosic
patients. Another important distinction concerns the
error types. The errors made by patients with optic
aphasia are usually semantic in nature and hardly ever
visual, whereas in associative agnosia the errors are
primarily visual. One of the best studied patients by
Lhermitte and Beauvois, Jules F., when shown a
picture of a boot correctly gestured pulling on a boot
but called it a hat. Optic aphasia patients also appear
to make many perseverative errors, reproducing the
error response from previous trials and sometimes
producing ‘““‘conduites d’approache” or progressive
approximation to the target.

X. CATEGORY-SPECIFIC VISUAL AGNOSIA

For some patients with associative agnosia, recogni-
tion is not equally impaired for all categories of
objects. Category-specific visual agnosia (CSVA) is a
deficit in which the boundary between impaired and
intact recognition can be approximately defined along
the semantic criterion of biological vs nonbiological
objects. In other words, these patients can show
severely impaired visual recognition of objects from
biological categories while recognition of most other
categories is largely spared. For example, a patient
may be able to recognize all manners of tools or
artifacts but show marked difficulties in recognizing
even the most common fruits or vegetables. CSVA is
believed to be a semantic disorder, in which patients
have problems associating the view of an object, in a
specific category, with stored knowledge of its identity.
The mechanisms underlying visual perception do not
appear to have access to the semantic knowledge of
certain categories of objects.

It has also been proposed that this dissociation may
be the result of the recognition of living things
depending on some specialized neural mechanisms
that are not needed for the recognition of nonliving
things. Evidence for this derives from the findings that
CSVA for biological objects usually follows inferior-
temporal damage. Moreover, recent studies have
found that defective recognition of persons was
associated with damage to right temporal regions,
defective recognition of animals was associated with
damage to the right mesial occipital/ventral temporal
region and left mesial occipital region, and defective



68 AGNOSIA

recognition of tools was associated with damage in the
occipital-temporal—parietal junction of the left hemi-
sphere. As we discuss later, these studies have helped to
reveal the extent to which there is modular organiza-
tion in the visual system.

XI. RELATIONSHIP BETWEEN VISUAL OBJECT
AGNOSIA AND WORD AND FACE RECOGNITION

One of the interesting recent developments in our
investigations of object agnosia concerns different
forms of category specificity, but here the category
refers to different forms of visual stimulus recognition,
such as face and word recognition. The critical issue is
whether agnosia can be restricted to object recognition
or whether it is reflects a broader form of visual
impairment. In an extensive review of the literature,
Farah suggested that the latter is more correct and that
because visual recognition procedures for objects,
words, and faces are not neurally separated, not all
pure forms of visual deficit are possible. This argument
was based on the fact that some but not all patterns of
dissociation have been observed between these three
classes of stimuli. In particular, Farah argues that
there have been no convincing reports of patients with
visual object agnosia without alexia or prosopagnosia
or with prosopagnosia and alexia without visual object
agnosia. The failure to find these two patterns of deficit
has been taken to suggest that, instead of there being
independent and separate mechanisms subserving
objects, words, and faces, there may be a continuum
of recognition processes. At one end of this continuum
is a more holistic or gestalt form of processing that is
optimized for processing nondecomposable percep-
tual wholes, such as faces, and at the other end is a
process that is optimized for processing multiple
perceptual parts, such as letters of words. Object
recognition may be mediated by either process
depending on the nature of the stimulus and its
perceptual characteristics. By this account, patients
may be selectively impaired as a consequence of
damage to one of these two processes. Thus, in its
pure form, damage to the more holistic process will
result in prosopagnosia in isolation, whereas damage
to the more part-based processes will result in alexia in
isolation.

An obvious claim of this account is that it should not
be possible to observe a patient for whom the
recognition of objects is impaired, in isolation, given
that object recognition is subserved by one of the two

other processes. Despite this interesting hypothesis,
there have been several recent case studies that
challenge it. Thus, for example, there have been several
detailed studies of patients who have a selective deficit
in object recognition with retained face and word
recognition. The presence of such a pattern under-
mines the two-process account of visual recognition
and is more consistent with a view in which there is
neural differentiation between all types of visual
stimuli. Whether this differentiation refers to the fact
that different mechanisms are involved in encoding the
three stimulus types or in accessing their stored
knowledge remains unclear. The proposal that the
three types of visual stimuli are differentiated to some
extent is generally (although not perfectly) consistent
with recent functional neuroimaging data that shows
that different brain areas are activated for the different
stimulus types. Thus, for example, word recognition is
associated with an increase in cortical activation in the
left medial extrastriate region, whereas face recogni-
tion is associated with increased activation in the right
fusiform gyrus. Object recognition is a little more
problematic. Although enhanced activity is observed
in a host of regions in the left hemisphere and some in
the right hemisphere, some of these activations appear
to overlap those associated with face recognition and
the extent to which there is some sharing of mechan-
isms for faces and objects remains controversial.

XIil. AGNOSIA AND ACTION

Previously we discussed patient DF, who developed a
severe form of apperceptive agnosia following carbon
monoxide-induced anoxia. Although DF’s visual
system is unable to use shape information to make
perceptual judgments and discriminations about an
object, she is able to use the same information to
accurately guide her prehensile movements to those
same targets. For example, even though DF is unable
to discriminate solid blocks of differing dimensions,
she accurately scales her grasp when picking up the
blocks, opening her hand wider for larger blocks than
she does for smaller ones, just as people with normal
vision do. DF also rotates her hand and wrist
appropriately when reaching out to objects in different
orientations, despite being unable to describe or
distinguish the size, orientation, and shape of the
different objects. It appears that although the percep-
tual mechanisms in DF’s damaged ventral stream can
no longer deliver any perceptual information about the
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size, orientation, and shape of objects she is viewing,
the visuomotor mechanisms in her intact dorsal stream
that control the programming and execution of
visually guided movements remain sensitive to these
same object features.

Although the discussion of the dorsal and ventral
streams in this article has emphasized their separate
roles, there are many connections between the two
streams and thus the opportunity for “cross-talk.”
Recent investigations have shed light on the role that
the communication between these two streams plays in
object recognition. In some cases of associative
agnosia, it has been reported that the ability to identify
actions and to recall gestures appropriate to objects
could play a significant role in preserving recognition
of certain objects. Sirigu suggested that sensorimotor
experiences may have a critical role in processing
information about certain objects. It has been reported
that the object categories that individuals with asso-
ciative agnosia have difficulty reporting are those that
they could not recall their action. The objects that they
do not recognize would thus appear to be those that
they do not associate with their sensorimotor experi-
ences. The objects that they do recognize may be those
whose action plays a critical part. This could help
explain the “living” versus “‘nonliving” dissociation
seen in CSVA. Action is certainly an important
element for knowing tools, kitchen utensils, and
clothes. In contrast, most animals do not evoke any
gestures, and the only action linked with most fruits
and vegetables is a simple gripping. It also appears that
the recognition of action is well preserved in these
individuals. The impairments in recognizing static
objects perceived visually in associative agnosia shar-
ply contrast with the relatively better ability to
recognize objects from gestures illustrating their use
and to recognize actions shown in line drawings.

It appears that the dorsal stream not only provides
action-relevant information about the structural char-
acteristics and orientation of objects but also is involved
in the recognition of actions and in the recognition of
objects when sensorimotor experience is evoked. This
suggests that the dorsal pathway is involved in
conscious visual perception and in the interpretation
of goal-oriented action, even when shown in a static
way. It is possible that when ventral stream damage in
agnosia prevents direct access to representations of an
object for perception, sensorimotor information from
the dorsal stream may provide a limited mechanism for
recognition. In other words, semantic information
about objects may be accessed by the dorsal stream
and passed onto the ventral stream for recognition. The

preservation of how to manipulate an object may play a
crucial part in assisting object recognition in patients
with associative agnosia.

Xlll. WHAT AGNOSIA TELLS US ABOUT
NORMAL VISION

A major obstacle to understanding object recognition
is that we perform it so rapidly and efficiently that the
outcome belies the underlying complexity. One ap-
proach to discovering the processes that mediate
object recognition is to study the performance of
individuals who have an impairment. This breakdown
approach has proven extremely illuminating and has
provided important insights into the mechanisms
involved in normal object recognition. The breakdown
approach as reflected in the study of neuropsycholo-
gical patients with agnosia is related to other approa-
ches that also examine the system in its nonoptimal
state. These approaches include the study of visual
illusions in which the perception of normal subjects is
distorted through some stimulus manipulation and the
study of perception when cues are reduced, such as in
monocular versus binocular vision.
Neuropsychological studies of agnosia have not
only identified a major distinction between “early” and
“late’ stages of object recognition, as well as differ-
entiated more discrete impairments within each of
these stages, but also uncovered deficits associated
with “intermediate”-level vision. Additionally, inves-
tigations with patients have allowed us to address
issues such as category specificity both within the
domain of objects and across visual domains, relating
faces and words to objects. Finally, how perception
might be related to action has been a focus of
neuropsychological research and important observa-
tions have been gleaned from the detailed and
thorough study of these patients with agnosia.
Studies of patients with agnosia have also shed
light on the extent to which there is modular organiza-
tion in the visual system. Although we have been
concerned only with deficits of object recognition
following brain damage, there are also patients with
selective deficits of depth, motion, and color proces-
sing. One interpretation of these selective deficits is
that there are independent regions of the brain that are
specialized for certain functions. An even more
extreme view, but one that has been tempered recently,
is that these independent regions are exclusively
dedicated for particular visual functions. At a higher
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level, whether there are truly independent areas for
recognition of different categories of visual objects
(living/nonliving) or for different types of stimuli
(faces, words, or objects) remains a matter of ongoing
investigation.

Perhaps most important is that these studies of
patients with visual object agnosia have constrained
our theories of object recognition and, in turn, these
theories have guided our investigation of these inter-
esting and illuminating deficits.
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GLOSSARY

afferent control systems Neural systems involved in monitoring
visual and kinesthetic feedback during the execution of handwriting
movements.

agraphia Acquired disorders of spelling and writing caused by
neurological damage.

allographic conversion The process by which abstract graphemic
representations are converted into the appropriate physical letter
shapes.

allographs Different physical forms of a letter (i.e., upper- vs
lowercase or print vs script).

grapheme Letter or cluster of letters that corresponds to a single
phoneme in the language.

graphemic buffer Working memory system that temporarily
stores abstract orthographic representations while they are being
converted into codes appropriate for various output modalities (i.e.,
writing, oral spelling, typing, or spelling with anagram letters).

graphemic outputlexicon The memory store of learned spellings.
Representations in the graphemic output lexicon contain informa-
tion about the orthographic structure of familiar words.

graphic innervatory patterns Motor commands to specific
muscle effector systems involved in the production of handwriting.
Graphic innervatory patterns determine the correct sequence of
muscle activations and set the appropriate kinematic parameters for
the writing task, including absolute stroke size, duration, and force.

graphic motor programs Abstract spatiotemporal codes for
writing movements. Graphic motor programs contain information
about the sequence, position, direction, and relative size of the
strokes necessary to create different letters.
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phoneme—grapheme conversion The mental process by which
individual units of sound are translated into the corresponding
letters.

The term agraphia refers to disorders of spelling and writing
caused by neurological damage. In this article, we
review the neuropsychological characteristics and
anatomical correlates of the various agraphia syn-
dromes encountered in clinical practice. Patterns of
abnormal performance are interpreted within the
framework of a cognitive information processing
model of normal spelling and writing. Converging
evidence from patients with focal brain lesions and
functional neuroimaging studies (position emission
tomography and functional magnetic resonance ima-
ging) in normal subjects is used to identify the neural
systems involved in writing.

I. INTRODUCTION

Writing is a system of communication in which
conventional graphic signs are used to represent
various elements of spoken language (i.e., words,
syllables, or phonemes). In its fully developed form,
writing is probably no more than 6000 years old—a
relatively recent achievement in human evolution. The
neuropsychological study of writing has an even
shorter history that begins with the work of nine-
teenth-century European neurologists. These early
investigators noted that although spoken and written
expression were both frequently impaired following
damage to the language-dominant hemisphere, dis-
orders of writing, or agraphia, occasionally occurred

Copyright 2002, Elsevier Science (USA).
All rights reserved.
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in isolation. This important clinical observation led to
the proposal that speech and writing may have distinct
neuroanatomic substrates. The potential indepen-
dence of writing from speech was cogently argued by
William Ogle in a landmark paper published in 1867
which also included the first classification system of
agraphia. Specifically, Ogle described a type of lin-
guistic agraphia in which patients produced well-
formed letters but spelling was inaccurate or one word
was substituted for another. He also noted that in
other patients, agraphia was characterized by defective
motor execution resulting in poorly formed letters that
were frequently unrecognizable. Although Ogle’s
views about the relationship between speech and
writing drew criticism from many of his contempor-
aries, the proposed clinical distinction between lin-
guistic and motor forms of agraphia was generally
accepted.

Ogle’s pioneering observations were soon followed
by attempts to localize the brain areas involved in
writing and to clarify their anatomical and functional
interactions with the cortical speech centers identified
by Broca and Wernicke (Fig. 1). These efforts, spear-
headed by the so-called “diagram makers,” culmi-

nated in neuroanatomical models that postulated two
distinct cortical centers for writing. Following Dejer-
ine’s suggestion, orthographic information relevant to
the correct spelling of words was believed to be stored
in the dominant angular gyrus in the form of “optic
word images.” In contrast, the “motor graphic
images” responsible for controlling the execution of
writing movements were localized to a premotor
cortical area at the foot of the second frontal
convolution, sometimes referred to as Exner’s writing
center. The act of writing presumably required the
coordinated activity of the putative parietal and
frontal cortical centers.

In addition to these anatomical considerations, the
diagram makers also engaged in lively debates about
the nature of the linguistic codes or representations
used in writing. A central and often controversial topic
concerned the role of phonology. The fact that writing
is acquired relatively late in linguistic development,
after oral language functions are firmly established,
suggested to many that written expression was para-
sitic upon speech and that it involved obligatory
phonological mediation. Consistent with this view,
simple introspection reveals that writing is normally

Figure 1 Cortical areas involved in speech and writing. B, Broca’s area; W, Wernicke’s area; E, Exner’s writing center; AG, angular gyrus;
PTC, posterior temporal cortex; SMG, supramarginal gyrus; SPL, superior parietal lobule [reproduced with permission from Nolte, J. (1998).
The Human Brain: An Introduction to Its Functional Anatomy. Mosby, St. Louis, Missouri].
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accompanied by ‘““inner speech.” Phonological the-
ories of writing took two distinct forms. Some
investigators explicitly denied the existence of word-
specific orthographic representations and proposed
that writing entailed segmenting spoken words into
their constituent sounds, followed by the conversion of
each sound into the appropriate letter (i.e., phoneme—
grapheme conversion). As we shall see, this hypothesis
is falsified by patients who lose the ability to perform
phoneme—grapheme conversion but who can none-
theless spell familiar words accurately. Another ver-
sion of the phonological theory of writing allowed for
the possibility of stored orthographic representations
for familiar words but maintained that these repre-
sentations could only be activated indirectly via the
spoken form of the word. The problem with this
proposal is the clinical observation that in some
aphasic patients written expression is superior to or
is qualitatively different from speech production.
These findings demonstrate that access to orthography
is possible even when the corresponding phonological
representation of the word is unavailable and further
suggest that lexical representations for written and
spoken words are neuroanatomically distinct. Note,
however, that although the neuropsychological evi-
dence is clearly at odds with the view that writing
involves obligatory phonological mediation, it need
not imply that phonology plays no role in writing
under normal circumstances.

Although the fundamental questions raised by
nineteenth-century investigators about the neural
substrates and linguistic mechanisms of writing are
still relevant today, contemporary work on agraphia
has also been strongly influenced by cognitive models
of language processing. The cognitive method of
analysis relies on an information processing approach
and seeks to understand complex language skills by
decomposing them into several potentially indepen-
dent processing components with distinct functional
roles. In order to interpret the performance of
neurological patients within this type of a theoretical
framework, it is necessary to make the additional
assumption that the proposed processing modules are
also neuroanatomically distinct and can therefore be
selectively impaired by brain damage. Following this
line of reasoning, we begin our discussion of agraphia
by presenting a cognitive model of normal spelling and
writing. Next, we describe the clinical characteristics
and neuroanatomical correlates of various agraphia
syndromes and attempt an explanation of abnormal
writing performance in terms of damage to different
functional components of the model.

Il. COGNITIVE MODEL OF WRITING

According to the model presented in Fig. 2, writing
requires the coordinated activity of “‘central” and
“peripheral” processing modules. Central processing
components are linguistic in nature and are involved in
generating spellings for familiar or unfamiliar words,
whereas the peripheral components are responsible for
converting orthographic information into motor com-
mands for writing movements.

A. Central Components

The central components of the model correspond to
three potentially independent linguistic spelling routes.
Two of these, the lexical-semantic route and the
lexical-nonsemantic route, are used for spelling famil-
iar words. In contrast, plausible spellings for unfami-
liar words or pronounceable nonwords (e.g., sprunt)
are assembled by the nonlexical route. An additional
central component that receives and temporarily
stores the abstract orthographic representations com-
puted by the three spelling routes is referred to as the
graphemic buffer.

1. Lexical-Semantic Route

Spelling by the lexical-semantic route relies on inter-
actions between the semantic system and the graphe-
mic output lexicon (Fig. 2). The semantic system
represents conceptual knowledge of word meanings
independent of word forms. The graphemic output
lexicon contains information about the orthographic
structure of familiar words and thus functions as the
memory store of learned spellings. As depicted in Fig.
2, semantic input to orthography may be direct
(pathway A) or indirect via the phonological repre-
sentation of the word that is also used in speech
production (pathways B and C). It has been proposed
that representations in the graphemic output lexicon
are normally activated by combined input from both
the direct and the indirect routes. Such dual coding
may safeguard against errors that might occur if one or
the other route was used exclusively. For instance,
relying on the indirect route via the phonological
output lexicon may result in homophone confusions
(e.g., ““stair”—"‘stare’’) since these words have the exact
same sound pattern even though they are spelled
differently. On the other hand, spelling by the direct
route might be susceptible to semantic errors (e.g.,
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“day”—“week’’) unless the response was constrained
by simultaneous phonological input to orthography
via the indirect route. Postulating dual access to the
graphemic output lexicon may also provide an expla-
nation for the clinical observation that some aphasic
patients with damage to the phonological output
lexicon can write words they are no longer able to
say (by relying on the direct route to the graphemic
output lexicon via pathway A).

As can be seen in Fig. 2, the lexical-semantic route
provides the only mechanism for incorporating mean-
ing into writing. Therefore, this spelling route plays a
critical role in conceptually mediated writing tasks
such as written composition and written naming. It is

likely that writing familiar words to dictation is
normally performed via the lexical-semantic route as
well, although the lexical-nonsemantic route can also
potentially be used for this purpose.

2. Lexical-Nonsemantic Route

Spelling to dictation by the lexical-nonsemantic route
relies on connections between the spoken and written
forms of the same word that bypass the semantic
system. One possibility is that the dictated word first
activates its representation in the auditory input
lexicon, followed by the retrieval of the corresponding
entry from the phonological output lexicon, which in
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turn activates the appropriate orthographic word form
in the graphemic output lexicon (Fig. 2, pathways D
and C). An alternative mechanism might involve direct
connections between corresponding representations in
the auditory input and the graphemic output lexicons.
As it will become apparent later, the evidence for
lexical-nonsemantic spelling comes mostly from pa-
tients with agraphia, and it is not entirely clear what
function this spelling route might serve under normal
circumstances.

3. Nonlexical Route

Normal individuals can produce plausible spellings for
unfamiliar words or nonwords without significant
difficulty. Since these novel items are not represented
in the graphemic output lexicon, spelling cannot
simply rely on the activation of stored orthographic
patterns. According to our model, the spelling of
unfamiliar words and nonwords is accomplished via
the nonlexical spelling route. Unlike the lexical spelling
routes that rely on a whole-word retrieval process,
spelling by the nonlexical route involves a subword-
level algorithmic procedure based on phoneme—gra-
pheme conversion rules (Fig. 2). In this process, the
novel auditory stimulus is first broken down into its
component sounds, following which each constituent
phoneme is converted into the corresponding gra-
pheme. It is possible, however, that the nonlexical
route can also perform phonological-to-orthographic
translations based on units larger than individual
phonemes and graphemes (e.g., syllables). Finally, it
has been suggested that spelling nonwords may not be
entirely nonlexical and may instead be based on lexical
analogy with familiar words.

Phoneme—grapheme conversion plays an important
role in learning to spell, but this rule-based nonlexical
procedure is resorted to much less frequently once the
normal adult spelling vocabulary is established. How-
ever, the nonlexical route can serve as a backup
strategy when word-specific orthographic information
is temporarily unavailable or is incomplete. This might
happen when normal individuals attempt to spell
words they do not use very often (i.e., low-frequency
words). It should be noted that in orthographically
opaque languages such as English, in which sound-to-
spelling relationships are notoriously inconsistent, the
nonlexical procedure can only succeed with unambig-
uous or regular words that have highly predictable
phoneme—grapheme correspondences (e.g., “mint”).
Ambiguous words, in which the same phonology can
be realized by more than one combination of letters

(e.g., “drain” and “‘drane”), and irregular words that
contain exceptional phoneme-grapheme mappings
(e.g., ““choir”) cannot be spelled correctly by the
nonlexical route since the straightforward application
of phoneme—grapheme conversion rules for such
words will result in phonologically plausible errors
(e.g., “yot” for “yacht). The spelling of ambiguous
and irregular words, therefore, depends critically
on access to precise word-specific orthographic
knowledge.

4. Graphemic Buffer

Central spelling routes compute abstract orthographic
representations that can be externalized in writing,
oral spelling, typing, or as an arrangement of anagram
letters. The graphemic buffer is a working memory
system that temporarily stores these abstract ortho-
graphic representations while they are being converted
into codes appropriate for the various output mod-
alities (e.g., letter shapes for written spelling or letter
names for oral spelling). As shown in Fig. 2, this
processing module receives the output of all three
spelling routes and therefore occupies a strategic
position between the central and peripheral compo-
nents of the writing process. The maintenance of
information within the graphemic buffer is influenced
by stimulus length (i.e., the number of graphemes that
make up the spelling of a word or nonword) since
longer items require more storage capacity than
shorter ones. Dysfunction of the buffer is associated
with the loss of information relevant to the identity and
serial ordering of stored graphemes, leading to letter
substitutions, additions, deletions, and transpositions.

B. Peripheral Components

The peripheral processing components of writing are
responsible for converting abstract orthographic in-
formation into movements of the pen. This complex
sequence, which begins with letter shape selection and
ends with neuromuscular execution, is carried out by a
set of hierarchically organized processing modules, the
operational characteristics of which are discussed in
this section. Peripheral conversion mechanisms that
subserve other output modalities (i.e., oral spelling,
typing, and spelling with anagram letters) will not be
discussed here, except to note that these systems most
likely diverge from writing at the level of the graphemic
buffer (Fig. 2).



76 AGRAPHIA

1. Allographic Conversion

The first step in producing writing is the allographic
conversion process, which involves the selection of the
appropriate letter shapes for the string of graphemes
held in the graphemic buffer. In handwriting, letters
can be realized in different case (upper vs lower) or
style (print vs script). The various physical forms each
letter of the alphabet can take are referred to as
allographs (e.g., B, b, b, b). The choice of allographs is
influenced by convention (e.g., capitalizing letters in
sentence-initial position), contextual factors (e.g.,
filling out a form vs writing a note or a letter), and
individual style.

The exact nature of the representations involved in
allographic conversion remains poorly understood.
Some investigators have proposed that allographs are
stored in long-term memory as abstract visuospatial
descriptions of letter shape (the allographic memory
store in Fig. 2). Others have suggested that allographs
correspond to letter-specific graphic motor programs
in which shape information is specified in terms of the
sequence of strokes necessary to produce the desired
letter. Although it is currently not possible to adjudi-
cate between these competing proposals, the latter
interpretation certainly has the appeal of parsimony.
In particular, it is not entirely clear why one would
need to retrieve abstract visuospatial information
about letter shapes once the characteristic stroke
patterns of different letters are firmly established in
procedural memory and writing becomes an automatic
motor task.

2. Graphic Motor Programs

Handwriting is a highly specialized motor activity that
takes years to master. Similar to other complex motor
skills, the neural control of writing movements is
organized in a hierarchical fashion, with the general
outline of the movement represented at the highest
level and lower levels regulating increasingly specific
details of neuromuscular execution. At the highest
level, writing movements are controlled by graphic
motor programs. It is assumed that these programs are
stored in long-term memory rather than being assem-
bled de novo every time a particular letter is written.
Graphic motor programs contain information about
abstract spatiotemporal movement attributes, includ-
ing the sequence, position, direction, and relative size
of the strokes necessary to produce different letters.
However, graphic motor programs do not specify
concrete kinematic parameters such as absolute stroke

size, duration, and force. Although graphic motor
programs are letter specific, they are effector indepen-
dent in the sense that they do not determine which
particular muscle groups are to be recruited for
movement execution. An interesting aspect of writing
is that it can be performed by using different muscle—
joint combinations of the same limb (e.g., writing with
a pen is accomplished with the distal muscles of the
hand and wrist, whereas writing on a blackboard
mostly involves the proximal muscles of the shoulder
and elbow) or by using different limbs altogether (e.g.,
dominant vs nondominant hand or foot). The finding
that writing produced by different effector systems
displays striking similarities with respect to overall
letter shape suggests a high degree of motor equiva-
lence, consistent with the notion of effector-indepen-
dent graphic motor programs.

3. Graphic Innervatory Patterns

The final stage in handwriting involves the translation
of the information encoded in graphic motor programs
into graphic innervatory patterns containing se-
quences of motor commands to specific effector
systems. It is at this lower stage in the motor hierarchy
that the appropriate combinations of agonist and
antagonist muscles are selected and concrete move-
ment parameters specifying absolute stroke size,
duration, and force are inserted into the program.
Since the biophysical context of the actual writing task
may vary from one occasion to another (e.g., different
writing instruments or surfaces), the motor system
must have the flexibility to compute the appropriate
kinematic parameters ““on-line.” Therefore, parameter
estimation is viewed as a more variable and dynamic
process than the retrieval of stored graphic motor
programs specifying relatively invariant movement
attributes. Once the kinematic parameters for the
given writing context have been selected, the motor
system executes the strokes required to produce the
desired letters as a rapid sequence of ballistic move-
ments (between 100 and 200 msec/stroke).

4. Afferent Control Systems

Central motor programs for skilled movements can be
executed in an “open-loop” fashion (i.c., relatively
independent of sensory feedback). Consistent with this
general principle of motor physiology, it is possible to
write letters in the absence of vision or when the writing
hand is deafferented as a result of severe peripheral or
central sensory loss. It is also clear, however, that
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normal handwriting requires afferent input for max-
imum speed and accuracy. This fact can be readily
demonstrated by depriving normal individuals of
visual feedback (either by having them write with their
eyes closed or by using delayed visual feedback).
Characteristic production errors under these condi-
tions include the tendency to duplicate or omit letters
or strokes, especially when writing sequences of similar
items (e.g., words with double letters or letters
containing repeated stroke cycles such as “m” or
“w’’). These errors can also be observed when subjects
are asked to write while performing another task
simultaneously (e.g., counting aloud or tapping with
the other hand). In the dual-task situation, visual and
kinesthetic feedback are available, but sensory infor-
mation is not being used efficiently because attention is
diverted from it by the secondary task. It has been
proposed that the accurate monitoring of afferent
feedback plays an important role in updating graphic
motor programs as to which letters or strokes have
already been executed. This “place keeping” function
becomes especially critical when similar or identical
stroke patterns have to be produced or when the
complex sequence of muscle activations required for
handwriting needs to be sustained over longer periods
of time. Sensory feedback is also required to maintain
the correct spacing between letters and words and to
keep the line of writing properly oriented on the page.

ll. NEUROPSYCHOLOGICAL DISORDERS
OF WRITING

Having identified the major functional components of
the normal writing process, we now turn our attention
to clinical disorders of writing in patients with
neurological damage. If we are correct in assuming
that the various processing components of our cogni-
tive model are subserved by dedicated neural systems,
then damage to specific brain regions should be
associated with distinct types of agraphia. Selective
damage to a single processing component should result
in a “pure” agraphia syndrome with a characteristic
and predictable combination of impaired and pre-
served writing abilities. Specifically, the particular
functions assigned to the damaged module should be
disrupted, whereas those mediated by other modules
should be relatively spared. Although pure cases
fulfilling these criteria are encountered occasionally,
in clinical practice writing disorders often display
features consistent with simultaneous damage to

several processing modules, resulting in mixed or
multicomponent agraphia syndromes.

From a neuropsychological perspective, agraphia
syndromes can be subdivided into central and periph-
eral types. In essence, this classification system is
similar to the distinction between linguistic versus
motor forms of agraphia introduced by previous
investigators. Central agraphias reflect damage to the
proposed linguistic spelling routes or the graphemic
buffer. These syndromes are characterized by qualita-
tively similar spelling deficits across all possible
modalities of output (i.c., writing, oral spelling, typing,
and spelling with anagram letters). In contrast, in the
peripheral agraphias the damage involves processing
components located distal to the graphemic buffer
(Fig. 2), and the impairment primarily affects the
selection and production of letters in handwriting.

A. Central Agraphias

Central agraphia syndromes include lexical or surface
agraphia, phonological agraphia, deep agraphia, se-
mantic agraphia, and graphemic buffer agraphia. The
characteristic linguistic features and neuroanatomical
correlates of these syndromes are discussed in this
section.

1. Lexical Agraphia: The Selective Impairment of
Word-Specific Orthographic Knowledge

Lexical agraphia is characterized by an impairment of
vocabulary-based spelling. Patients have difficulty
spelling familiar words, especially words that contain
ambiguous or irregular phoneme-grapheme map-
pings. In contrast, spelling of regular words is rela-
tively preserved, as is the ability to spell unfamiliar
words or nonwords. Errors in spelling ambiguous or
irregular words are usually phonologically plausible
(e.g., “oshen” for “ocean”). In addition to the strong
effect of orthographic regularity, spelling is influenced
by word frequency, with an advantage of high-
frequency words over low-frequency ones. However,
spelling performance is typically unaffected by other
lexical-semantic variables such as imageability (i.e.,
high imageability or concrete words such as “apple” vs
low imageability or abstract words such as “pride”)
and grammatical word class (i.e., content words
including nouns, verbs, and adjectives vs functors such
as prepositions, pronouns, articles, and auxiliaries).
The central linguistic features of lexical agraphia can
be accounted for by postulating an impairment at the
level of the graphemic output lexicon (Fig. 2). The loss
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or unavailability of stored word-specific orthographic
information forces patients to generate spellings by
relying on the preserved nonlexical route. As indicated
earlier, this route is primarily used to compute
plausible spellings for unfamiliar words and non-
words, but it can also handle regular words that strictly
obey phoneme—grapheme conversion rules. However,
attempts to spell ambiguous or irregular words by the
nonlexical route result in phonologically plausible
errors.

In most reported cases of lexical agraphia the
responsible lesion involved the left temporo—parieto—
occipital junction. The lesion sites overlap in the region
of the angular gyrus (Brodmann area 39) and posterior
middle and inferior temporal gyrus (Brodmann area
37), typically sparing the perisylvian language cortex
that includes Wernicke’s area (Brodmann area 22), the
supramarginal gyrus (Brodmann area 40), and Broca’s
area (Brodmann area 44). Lexical agraphia has also
been described in patients with Alzheimer’s disease
(AD) and semantic dementia. Similar to patients with
focal brain lesions, lexical agraphia in these neurode-
generative disorders may reflect the frequent involve-
ment of left hemisphere temporal and parietal cortical
association areas by the disease process and the
relative sparing of the perisylvian language zone.
Consistent with this hypothesis, one study found that
lexical agraphia in AD correlated with reduced
metabolic activity in the left angular gyrus, as mea-
sured by positron emission tomography (PET). In
summary, the neuroanatomical findings in patients
with lexical agraphia suggest that information relevant
to the spelling of familiar words is stored in the left
angular gyrus and/or ventrally adjacent posterior
temporal cortex, making this extrasylvian cortical area
a likely neural substrate of the graphemic output
lexicon. The critical role of posterior temporal cortex
in orthographic processing is also supported by PET
and functional magnetic resonance imaging studies in
normal subjects which demonstrated activation of left
Brodmann area 37 during various writing tasks.

2. Phonological Agraphia: Dysfunction of the
Nonlexical Spelling Route

In phonological agraphia, spelling of unfamiliar words
and nonwords is significantly impaired, whereas the
spelling of familiar words is relatively spared. The
contrast between phonological agraphia and lexical
agraphia constitutes an important double dissociation
and provides strong support for the proposed distinc-
tion between the linguistic procedures involved in

spelling unfamiliar vs familiar words. The existence of
phonological agraphia also effectively disproves the
claim that spelling familiar words must normally rely
on phoneme—grapheme conversion.

Phonological agraphia reflects the selective disrup-
tion of the nonlexical spelling route. The spelling
impairment may be attributable to at least two
qualitatively different types of processing deficits.
Some patients seem to have lost their knowledge of
phoneme—grapheme correspondence rules, as sug-
gested by their inability to write even single letters
correctly when given their characteristic sounds.
Others can translate single phonemes into the appro-
priate graphemes, and in these cases the nonlexical
spelling deficit may reflect an inability to segment novel
auditory stimuli into their constituent sounds. How-
ever, it is important to keep in mind that defective
phoneme—grapheme transcoding may also be caused
by imperception of the stimuli (i.e., phoneme discri-
mination deficit) or reduced phonological short-term
memory.

In pure cases of phonological agraphia, spelling of
familiar words (including ambiguous and irregular
words) can be performed at a fairly high level,
consistent with preserved access to representations in
the graphemic output lexicon via the lexical-semantic
route. The fact that spelling in phonological agraphia
relies on a lexical-semantic strategy is also suggested
by the observation that some patients cannot write
words to dictation unless they have access to their
meaning. Furthermore, spelling performance may be
influenced by lexical-semantic variables such as im-
ageability, grammatical word class, and frequency.
Specifically, some patients spell high-imageability
words better than low-imageability words, and content
words may have an advantage over functors. In
addition, high-frequency words may be spelled more
accurately than low-frequency words. Orthographic
regularity, however, does not have a significant effect
on spelling. Spelling errors in phonological agraphia
are usually phonologically implausible, although they
may have visual similarity to the target. Morphologi-
cal errors (e.g., “‘works”—“working”) and functor
substitutions (e.g., “over”’—"“here”’) are also observed
occasionally.

The most common neuroanatomical correlate of
phonological agraphia is damage to the perisylvian
language zone, including Wernicke’s area, the supra-
marginal gyrus, and, in some cases, Broca’s area. In
contrast, the extrasylvian temporoparietal cortical
areas implicated in lexical agraphia are typically
spared. It has been suggested that the critical neural
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substrate of phonological agraphia is damage to the
supramarginal gyrus. Therefore, this cortical area may
play an important role in subword-level phonological-
to-orthographic transcoding. In general, the neuro-
anatomical observations in patients with phonological
agraphia are consistent with the results of functional
neuroimaging studies in normal subjects that demon-
strated prominent activation of perisylvian cortical
areas during language tasks requiring phonological
processing. However, the precise role of the different
perisylvian cortical regions in lexical vs nonlexical
phonology, subvocal rehearsal, and phonological
short-term memory remains to be elucidated.

3. Deep Agraphia: Semantic Errors in Writing

The hallmark of deep agraphia is the presence of
frequent semantic errors in writing. Semantic errors
have no orthographic or phonological similarity to the
target; the only relationship is based on word meaning
(e.g., “apple”—“banana”). Apart from these pathog-
nomonic errors, deep agraphia has several linguistic
characteristics in common with phonological agra-
phia. These include the severe difficulty in spelling
unfamiliar words and nonwords; the effect of image-
ability, grammatical word class, and frequency in
spelling familiar words; and the presence of morpho-
logical errors, functor substitutions, and visually
similar misspellings. The substantial overlap in terms
of both linguistic features and anatomical lesion
location suggests that a strict taxonomic separation
between phonological and deep agraphia may be
artificial.

Semantic errors in writing indicate dysfunction of
the lexical-semantic spelling route and may reflect
several different processing impairments. Possible
mechanisms include damage to the semantic system
or faulty transmission of information between the
semantic system and the graphemic output lexicon
(Fig. 2). In writing to dictation, semantic errors may
also result from damaged connections between the
auditory input lexicon and the semantic system.
However, dysfunction of the lexical-semantic route
alone is not sufficient to explain semantic errors in
writing to dictation since the correct spelling of the
target word could potentially be generated by spelling
routes that normally bypass the semantic system and
are therefore not susceptible to errors based on word
meaning. Specifically, potential semantic errors could
be blocked by phonological-to-orthographic transcod-
ing via either the lexical-nonsemantic or the nonlexical
spelling routes. For instance, although the damaged

lexical-semantic route may activate the entry ““bana-
na’’ in the graphemic output lexicon in response to the
dictated word “apple,” the overt semantic error could
be avoided if the phonological code /epal/ was
simultaneously released from the phonological output
lexicon and provided a second source of input to
orthography via the lexical-nonsemantic spelling
route (Fig. 2, pathways D and C) or if the correct
spelling was computed by phoneme—grapheme con-
version via the nonlexical route. Therefore, the appro-
priate conditions for semantic errors arise when the
output of the dysfunctional lexical-semantic spelling
route remains completely unconstrained by ortho-
graphic information generated by the lexical-nonse-
mantic and nonlexical routes. In conclusion, an
adequate linguistic explanation of deep agraphia
requires that we postulate multiple processing impair-
ments affecting all three central spelling routes.

Deep agraphia is typically associated with large left
hemisphere lesions that produce extensive damage to
the perisylvian language zone. The near-complete
destruction of left hemisphere language areas docu-
mented in some cases of deep agraphia raises impor-
tant questions about the neural systems that mediate
the residual writing abilities of these patients. One
possibility is that writing is generated by spared left
hemisphere cortical/subcortical structures. Alterna-
tively, deep agraphia may arise when writing is
produced by the right hemisphere. According to the
latter hypothesis, the syndrome reflects the intrinsic
functional limitations of the intact right hemisphere
language system. Several features of right hemisphere
language are consistent with this view. For instance,
neuropsychological studies of auditory and written
word comprehension in split-brain patients suggest
that the semantic system of the right hemisphere may
not be as precisely organized as its left hemisphere
counterpart, making it susceptible to semantic errors.
In addition, the right hemisphere has reduced phono-
logical competence and may completely lack the ability
to perform nonlexical or subword-level phonological
operations. Finally, the right hemisphere lexicon is
thought to be biased toward high-imageability words
and may have only limited representation of low-
imageability words, functors, and bound morphemes
(i.e., prefixes and suffixes). Therefore, right hemisphere
writing remains a viable explanation of deep agraphia
in patients with massive left hemisphere lesions. The
isolated right hemisphere’s capacity to generate ele-
mentary written expression has also been documented
in split-brain patients and in patients with left hemi-
spherectomy.
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4. Semantic Agraphia: Writing without Meaning

As previously discussed, knowledge of word meanings
is incorporated into writing via the lexical-semantic
spelling route (Fig. 2). Semantic influence on writing is
essential for written composition and for written
naming. Damage to the semantic system or a dis-
connection of the semantic system from the graphemic
output lexicon may interfere with the ability to use
meaning to guide the selection of the appropriate
orthographic word forms, resulting in a writing
disorder known as semantic agraphia. In semantic
agraphia, spontaneous writing and written naming
may be significantly compromised, but writing to
dictation is relatively preserved since this task can be
accomplished without semantic mediation by relying
on the lexical-nonsemantic or nonlexical spelling
routes (Fig. 2). Using spelling routes that bypass the
semantic system, patients with semantic agraphia can
write familiar words to dictation even when their
meaning is not understood (either because of damage
to the semantic system or because of a disconnection of
the semantic system from the auditory input lexicon).
Accurate spelling of ambiguous and irregular words
without comprehension of their meaning in semantic
agraphia provides the best available evidence for the
existence of a lexical-nonsemantic spelling route (i.e.,
direct transcoding between phonological and ortho-
graphic lexical representations via pathways D and C
in Fig. 2), since these words could not be spelled
correctly by relying on a nonlexical strategy.

Although writing to dictation in semantic agraphia
may be reasonably accurate, homophones create
major difficulties for these patients. Since homophones
have identical sound patterns (e.g., ““blue”blew”),
the selection of the correct orthographic form depends
on the semantic context in which the word is used (e.g.,
“she has blue eyes” vs ‘“‘the wind blew hard”). In
semantic agraphia, meaning has limited influence on
spelling. Therefore, patients are unable to use semantic
context to disambiguate dictated homophones and
they frequently produce the semantically inappropri-
ate orthographic word form.

Semantic agraphia has been associated with both
frontal and temporoparietal left hemisphere lesion
sites that typically spare the perisylvian language zone.
The widespread anatomical distribution of lesions in
semantic agraphia is consistent with functional neu-
roimaging studies in normal subjects that documented
activation of multiple frontal and temporoparietal
extrasylvian cortical association areas during language
tasks requiring semantic processing. Homophone

confusions, consistent with impaired semantic influ-
ence on spelling, have also been observed in patients
with lexical agraphia, demonstrating the close anato-
mical proximity of semantic and orthographic proces-
sing modules within the left extrasylvian
temporoparietal cortex. Semantic agraphia in patients
with AD or semantic dementia may also reflect the
pathological involvement of these posterior left hemi-
sphere regions by the cortical degenerative process.

5. Graphemic Buffer Agraphia: The Interaction
of Spelling, Memory, and Attention

As can be seen in Fig. 2, the output of all three central
spelling routes converges on the graphemic buffer.
Therefore, damage to this working memory system
results in similar errors across all writing tasks (i.e.,
written composition, written naming, and writing to
dictation). Furthermore, dysfunction of the buffer is
expected to have a detrimental effect on the processing
of all stored graphemic representations, regardless of
lexical status (i.e., words vs nonwords), lexical-
semantic features (i.e., frequency, imageability, and
grammatical word class), or orthographic regularity.
In contrast, spelling accuracy is strongly influenced by
word length since each additional grapheme intro-
duces a potential error by increasing the demand on
limited storage capacity. Because the graphemic buffer
is a central processing component that supports all
possible modalities of output, qualitatively similar
errors are observed in writing, oral spelling, typing,
and spelling with anagram letters.

Dysfunction of the buffer interferes with the short-
term retention of information concerning the identity
and serial ordering of stored graphemes. Spelling
errors take the form of letter substitutions, deletions,
additions, and transpositions, and their frequency
increases as a function of word length. The distribution
of errors may also be influenced by letter position. In
some cases, more errors were produced on letters at the
end of the word, consistent with the hypothesized
serial left-to-right readout process from the buffer (i.e.,
items retrieved last are more vulnerable to degradation
because they have to be retained in memory longer).
Errors on terminal letters may decrease in frequency if
patients are asked to spell backward, suggesting that it
is the order of retrieval rather than the spatial position
of the letter within the word that is the critical factor. In
other patients, spelling errors primarily involved
letters in the middle of the word. The usual explanation
offered for this phenomenon is that letters in internal
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positions are more susceptible to interference by
neighboring items than are letters located at either end.

In addition to memory storage capacity, the retrie-
val of information from the graphemic buffer is also
influenced by attentional factors. For instance, it has
been demonstrated that some patients with neglect
produce more spelling errors on the side of the word
opposite their lesion, regardless of stimulus length or
modality of output (i.e., oral vs written spelling) and
independent of whether they spell in conventional left-
to-right order or in reverse. These observations are
consistent with a unilateral defect in the distribution of
attention over an internal graphemic representation in
which the order of graphemes is spatially coded within
a word-centered coordinate system (i.e., a spatial
coordinate frame whose center corresponds to the
midpoint of the word).

Lesion sites in patients with agraphia due to
dysfunction of the graphemic buffer have been vari-
able. Damage to the left posterior parietal cortex is a
common finding, although some patients have evi-
dence of frontal lobe involvement. This provisional
localization of the graphemic buffer is consistent with
the prominent role of frontoparietal cortical networks
in verbal working memory and spatial attention, as
revealed by recent functional neuroimaging studies in
normal subjects.

B. Peripheral Agraphias

Clinically, the peripheral agraphias are characterized
by defective selection or production of letters in
handwriting. In pure cases, the central or linguistic
components of writing are intact, and the preservation
of orthographic knowledge can be demonstrated via
spared output modalities that include oral spelling,
typing, and spelling with anagram letters. The major
subtypes of peripheral agraphia include allographic
disorders, apraxic agraphia, nonapraxic disorders of
motor execution, and afferent dysgraphia.

1. Allographic Disorders: Impairments of Letter
Shape Assignment

In allographic writing disorders the main difficulty
involves the activation or selection of letter shapes
appropriate for the abstract graphemic representa-
tions held in the graphemic buffer. As noted earlier, it
is not clear whether the underlying deficit reflects a
failure to access visuospatial letter shape information
from an independent allographic memory store or

whether it is caused by a functional impairment of the
procedures necessary for activating the correct letter-
specific graphic motor programs (Fig. 2).

The breakdown of the allographic conversion
process can take different clinical forms. In some cases
it may result in partial or complete inability to write the
intended letters, apparently because of a failure to
remember how to create the appropriate physical letter
shapes. The letter production deficit may be specific to
certain allographic forms. For instance, patients have
been described who could write uppercase letters
significantly better than lowercase letters, whereas
others showed the opposite dissociation. These find-
ings imply independent neural representations for
upper- versus lowercase letters that can be selectively
disrupted by brain damage. Allographs for different
lowercase writing styles may also be organized sepa-
rately, as suggested by the reported dissociation
between printing lowercase letters versus writing the
same letters in a cursive style.

Other patients with allographic disorders have no
difficulty in producing individual letters but they seem
to have trouble specifying the contextually appropriate
allographic repertoire, resulting in an uncontrollable
mixing of upper- and lowercase letters in handwriting.
In still other patients, case and style specification
procedures are intact, but written spelling is charac-
terized by numerous well-formed letter substitution
errors. Substitution errors typically involve the pro-
duction of letter shapes physically similar to the
intended target, and the occurrence of these errors
may be influenced by letter frequency (i.e., more errors
on letters used less frequently in the English language).
Whether the documented physical similarity effects in
letter substitution errors are based on shared visuos-
patial features or whether they reflect the fact that
graphic motor programs containing similar stroke
sequences are more likely to be confused has not been
established conclusively.

In the majority of reported cases, allographic
writing disorders were associated with left temporo-
parieto-occipital damage. Therefore, this posterior
cortical region may play an important role in activat-
ing and selecting the appropriate letter shapes for
written output.

2. Apraxic Agraphia: Defective Motor
Programming of Writing Movements

Apraxic agraphia is characterized by poor motor
execution of the stroke patterns necessary to produce
letters. In order to classify the writing disorder as
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“apraxic,” it is important to demonstrate that the
letter production deficit is not caused by more
elementary sensorimotor (i.e., weakness or deafferen-
tation), basal ganglia (i.e., tremor or rigidity), or
cerebellar (i.e., dysmetria or ataxia) dysfunction
affecting the writing limb.

Although patients with apraxic agraphia may be
able to grasp the pen correctly, the spatiotemporal
attributes of handwriting are severely disturbed and
the facile strokes normally used to produce the
required spatial trajectory are replaced by slow,
effortful, and imprecise movements. In severe cases,
all attempts at writing may result in an illegible scrawl.
When the writing disorder is less severe, it may be
possible to distinguish between various writing styles
and between upper- and lowercase forms, although

o

individual letters may be difficult to recognize. Typical
errors of letter morphology include spatial distortions,
stroke omissions, and the insertion of anomalous
strokes resulting in nonletters (Fig. 3A). When letters
are more legible, it may be possible to demonstrate that
written spelling is actually preserved. The writing
difficulty may be specific to letter formation since in
some cases numbers could be produced correctly.
Patients with apraxic agraphia can sometimes copy
letters better than they can write them spontaneously
or to dictation. However, copying is slow and frag-
mented, and it is usually accomplished in a “‘stroke-by-
stroke” fashion relying heavily on visual feedback.
These production features are characteristic of un-
skilled graphomotor performance and are reminiscent
of the way children first learn to write.
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Figure 3 (A) Errors of letter morphology in the writing produced by a patient with apraxic agraphia following left parietal lobe damage. (B)
Micrographia in Parkinson’s disease. Note overall reduction of letter size. Progressive reduction of writing amplitude is seen with repeated
attempts to write the same word or letter. (C) Afferent dysgraphia in a patient with right parietal lobe damage. Duplications occur mostly in
words with double letters and when writing letters that contain repeated stroke cycles.
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Within the framework of our model, apraxic
agraphia can be explained by postulating damage to
processing components involved in the programming
of handwriting movements. Possible neuropsycholo-
gical mechanisms include the destruction or discon-
nection of graphic motor programs or damage to
systems involved in translating the information con-
tained in graphic motor programs into graphic in-
nervatory patterns (Fig. 2). Apraxic agraphia is
dissociable from limb apraxia, suggesting that motor
programs for writing are distinct from programs for
other types of purposeful skilled movements.

Apraxic agraphia has specific clinicoanatomical
correlations. In right-handers, the responsible lesions
typically involve the left posterior—superior parietal
region. In particular, damage to cortical areas sur-
rounding the intraparietal sulcus (i.e., superior parietal
lobule and the superior portions of the angular and
supramarginal gyri) is a common finding. In other
cases, the lesions involve dorsolateral frontal cortex,
including the premotor area at the foot of the second
frontal convolution known as Exner’s writing center.
Finally, apraxic agraphia has been described following
damage to the supplementary motor area (SMA).
Taken together, these neuroanatomical observations
suggest that the motor programming of handwriting is
controlled by a distributed neural system that includes
parietal and frontal cortical components with distinct
functional roles. Specifically, posterior—superior par-
ietal cortex may contain abstract spatiotemporal codes
for writing movements (i.e., graphic motor programs),
whereas the frontal components of the network
(dorsolateral premotor cortex and SMA) may be
responsible for generating the appropriate motor
commands to specific muscle effector systems. Parietal
lesions may cause apraxic agraphia by damaging or
destroying graphic motor programs, whereas frontal
premotor lesions may interfere with the process of
translating these programs into graphic innervatory
patterns specifying the proper sequence of muscle
activations necessary for producing the appropriate
stroke patterns. White matter lesions located deep to
these cortical areas may cause apraxic agraphia by
disconnecting the parietal and frontal components of
the network.

The existence of a distributed frontoparietal cortical
system responsible for controlling handwriting move-
ments receives additional support from functional
neuroimaging studies in normal subjects (Fig. 4).
These studies have consistently demonstrated activa-
tion in posterior—superior parietal cortex, dorsolateral
premotor cortex, and the SMA during the perfor-

Figure 4 Functional MRI scan in a normal right-handed subject
demonstrating the cortical network involved in the production of
handwriting movements. Regions of activation correlate with
writing to dictation minus a control task of drawing circles. SMA,
supplementary motor area; PMC, premotor cortex (including
Exner’s area); IPL, inferior parietal lobule (angular and supramar-
ginal gyri); IPS, intra parietal sulcus; SPL, superior parietal lobule;
CS, central sulcus.

mance of various writing tasks. Similar brain regions
are activated during imagined writing movements,
suggesting that mentally executed and real graphomo-
tor gestures are subserved by partially overlapping
neural systems. Frontoparietal cortical networks are
also implicated in other types of skilled hand move-
ments typically performed under visual guidance,
including reaching, grasping, and object manipula-
tion. These observations suggest that distinct fronto-
parietal cortical systems may form the neural substrate
of specific object-oriented motor behaviors.

In most right-handed persons the left hemisphere is
dominant for writing. Consequently, writing with the
left hand in these individuals must involve transfer of
linguistic and motor information from the left to the
right hemisphere across the corpus callosum. Consis-
tent with this hypothesis, damage to the corpus
callosum in right-handers produces unilateral agra-
phia of the left hand. Neuroanatomical observations in
patients with callosal agraphia suggest that informa-
tion critical for programming the skilled movements of
writing is transferred through the body of the corpus
callosum, whereas linguistic information is transferred
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more posteriorly through the fibers of the splenium.
Furthermore, the fact that unilateral apraxic agraphia
and ideomotor apraxia are occasionally dissociable
following callosal damage implies that motor pro-
grams for writing and programs for other types of
skilled limb movements are transferred through ana-
tomically distinct callosal pathways.

3. Impaired Selection and Control of Movement
Parameters: Nonapraxic Disorders of Writing
Force, Speed, and Amplitude

In addition to determining the correct sequence of
muscle activations, the neural systems responsible for
generating graphic innervatory patterns must also
select the appropriate kinematic parameters for the
writing task. The breakdown of these operations may
result in the insertion of incorrect movement para-
meters into otherwise intact graphic motor programs,
leading to defective control of writing force, speed, and
amplitude.

A typical example of this type of motor production
deficit is the micrographia of patients with Parkinson’s
disease. As its name implies, micrographia is char-
acterized by a striking reduction in handwriting size
(Fig. 3B). Letters may get progressively smaller during
the writing process. Even though letter size is dimin-
ished, writing remains legible in milder cases and there
are no stroke-level errors of the type seen in apraxic
agraphia. These findings indicate that the control of
writing movements at the level of graphic motor
programs is preserved. Although patients with micro-
graphia can activate the correct muscles in the
appropriate sequence, they cannot generate the forces
necessary to maintain proper letter size. Writing speed
is also significantly reduced. These production features
are consistent with the general reduction of movement
amplitude and speed in Parkinson’s disease.

Micrographia in Parkinson’s disease reflects basal
ganglia dysfunction caused by the loss of striatal
dopamine. Dopaminergic projections to the striatum
originate in the substantia nigra of the midbrain. It has
been demonstrated that focal lesions of the substantia
nigra or the striatum can produce micrographia of the
contralateral hand. Basal ganglia structures exert their
influence on motor behavior through reciprocal con-
nections to cortical motor areas, including dorsolat-
eral premotor cortex and SMA. Operating as a
functional unit, the cortical and subcortical compo-
nents of the basal ganglia—thalamocortical motor loop
play an important role in the control of movement
force, speed, and amplitude. Consistent with this

hypothesis, micrographia has been observed not only
in patients with basal ganglia lesions but also following
damage to the SMA.

Poor penmanship is also typical of the writing
produced by patients with cerebellar dysfunction.
Cerebellar lesions interfere with the smooth and
automatic execution of the rapid alternating move-
ment sequences that characterize normal handwriting.
Writing movements are slow, effortful, and disjointed.
Precise control over movement direction, force, speed,
and amplitude is no longer possible. As a result, the
writing trajectory becomes irregular and may be
subject to unpredictable perturbations that the patient
is unable to correct. Letters with curved shapes tend to
be decomposed into straight lines, reflecting abrupt
transitions in movement direction.

Similar to the basal ganglia, the cerebellum is
connected to frontal premotor areas via re-entrant
neuronal circuitry. Clinical observations in patients
with cerebellar lesions suggest that the corticocerebel-
lar motor loops are involved in the selection and
control of kinematic parameters for skilled move-
ments. The cerebellum also plays an important role in
monitoring motor performance by comparing premo-
tor commands for the intended movement with
sensory feedback about the actual movement taking
place. This comparator function is critical for error
detection and for adjusting the evolving movement to
changing contextual requirements.

In summary, basal ganglia—thalamocortical and
cerebellocortical motor networks are possible neural
substrates of the system responsible for generating the
graphic innervatory patterns that guide the execution
of handwriting movements. This conclusion is sup-
ported by functional neuroimaging studies that de-
monstrated activation of premotor cortex, basal
ganglia, and cerebellum during the performance of
various writing tasks.

4. Afferent Dysgraphia: The Role of Sensory
Feedback in Handwriting

Patients with afferent dysgraphia have difficulty using
sensory feedback to monitor and control the execution
of handwriting movements. The writing errors pro-
duced by these patients are similar to those observed in
normal subjects under experimental conditions that
interfere with the efficient use of visual or kinesthetic
feedback. Typical findings include duplications and
omissions that are especially common when writing
sequences of similar letters or strokes (e.g., “‘shampoo”
written as “‘shampo” or ‘“‘shampooo,” or the addition
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of extra loops in writing letters containing repeated
stroke cycles) (Fig. 3C). Writing errors are usually not
detected by the patients and therefore remain uncor-
rected. Cursive handwriting tends to be more severely
affected than writing in uppercase print. In addition to
letter/stroke duplications and omissions, patients may
have difficulty keeping the correct spacing between
letters and words and may not be able to write in a
straight, horizontal line.

Afferent dysgraphia is typically seen following right
parictal lobe damage, although features of the syn-
drome can occasionally be observed in patients with
left parietal lesions. These findings suggest that the
parietal lobes in general, and the right parietal lobe in
particular, play an important role in monitoring visual
and kinesthetic feedback for the proper control of
writing movements. Writing produced by patients with
right parietal damage also frequently shows evidence
of left-sided spatial neglect. However, neglect-related
errors (e.g., the tendency to write on the right side of
the page or the failure to cross t’s and dot i’s at the
beginning of the word) and feedback-related errors
(e.g., letter/stroke repetitions and omissions) are
dissociable. Furthermore, the type of neglect that
affects the peripheral aspects of writing is distinct from
the type of neglect that affects the internal graphemic
representations of words and leads to unilateral
spelling errors during the readout process from the
graphemic buffer. These observations suggest that
attention interacts with the writing process at several
different levels. Thus, we must distinguish between
attentional resources directed toward spatially coded
internal graphemic representations computed by cen-
tral spelling routes and attentional resources directed
toward stimuli located in external visual space, includ-
ing the letters and words produced on the page during
writing.

In addition to being mediated by neural systems
distinct from those involved in spatial attention,
afferent control of stroke and letter production may
also be separate from control over the more general
(i.e., nonlateralized) visuospatial aspects of writing,
such as maintaining the proper horizontal orientation
and keeping the correct spacing between letters and
words. According to this hypothesis, the core deficit in
afferent dysgraphia is the inability to use sensory
feedback to keep track of the number of letters and
strokes produced in handwriting, whereas the other
features of the syndrome may reflect simultaneous
damage to functionally independent visuoperceptual
and spatial attention modules located in close anato-
mical proximity within parietal cortex.

Letter/stroke duplications have also been observed
in the writing produced by patients with right frontal
lobe lesions, and it has been proposed that these errors
may represent a form of motor perseveration. In
addition, features of afferent dysgraphia have been
documented following cerebellar damage. This finding
is consistent with the view that the cerebellum is
normally involved in the monitoring of sensory feed-
back during the execution of handwriting movements.

IV. CONCLUSIONS

Writing is a complex cognitive activity that requires
the interaction of linguistic, motor, spatial, and
perceptual systems for normal performance. For these
reasons, and perhaps also because it is the least
frequently used language modality, writing remains a
fragile skill that is highly vulnerable to disruption by
brain damage.

In this article, we provided evidence that the various
agraphia syndromes observed in neurological patients
are interpretable within the framework of a cognitive
model of normal spelling and writing. It is anticipated
that the functional architecture of the model will
undergo further modifications and refinements not
only as a result of neuropsychological case studies but
also on the basis of relevant observations in normal
subjects and insights gained from computational
models of spelling and writing.

Most of our knowledge concerning the neural
substrates of writing comes from clinicoanatomical
observations in patients with focal brain damage.
Currently, there are only a few neuroimaging studies of
writing in normal subjects, but it is clear that this
methodology holds tremendous promise for function-
al localization. By combining patient lesion data with
neuroimaging studies in normal individuals, it will be
possible to map the cognitive operations involved in
writing onto specific brain regions with much greater
precision than either technique alone would permit.
We are confident that future research in the related
fields of cognitive neuropsychology, neurolingustics,
and functional neuroimaging will lead to exciting new
insights into the neural mechanisms underlying this
unique cognitive skill, the development of which had
the revolutionary impact of allowing human beings to
communicate their ideas across space and time.
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GLOSSARY

alcoholic hallucinosis Auditory hallucinations and accompany-
ing delusions, often of a paranoid type, occurring in a patient who is
not withdrawing from ethanol but rather is engaged in ongoing
drinking.

blackout A phenomenon in which an individual who is intoxicated
with ethanol behaves as if he or she is in command of his or her
faculties and is aware of the acts he or she is performing but upon
sobering up has no recollection of having performed these acts.

delerium tremens A toxic psychosis featuring vivid and often
frightening visual hallucinations and tremulousness that typically
develops in chronic alcoholics 24-96 hr after cessation of ethanol
intake.

fetal alcohol effects A syndrome observed in children who were
exposed to ethanol in utero consisting of some but not all of the
components of the fetal alcohol syndrome. A term currently
recommended for partial syndromes primarily featuring central
nervous system disturbances is alcohol-related neurodevelopmental
disorder.

fetal alcohol syndrome A syndrome observed in children who
were exposed to ethanol in utero consisting of growth deficiency,
a pattern of dysmorphic facial features, and neurobehavioral
disturbances.

Korsakoff syndrome A syndrome, first described by Korsakoff in
1887, characterized by peripheral neuropathy, confusion, disorien-
tation, memory loss, and a tendency to confabulate.

Wernicke’s encephalopathy A syndrome, first described by
Wernicke in 1881, in which neurodegenerative changes occur in the
thalamus, hypothalamus, periaqueductal region, and floor of the
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fourth ventricle. The clinical symptoms consist of ocular abnorm-
alities, ataxia, and alterations in the state of consciousness varying
from mild confusion to coma.

In modern society, we live with an alcohol conundrum:
Alcohol (ethanol) is, and has been for much of
recorded time, the euphoriant of choice for human
adults who perceive ethanol as user-friendly. However,
it has damaged the brains of more human fetuses than
any other agent in the human environment, and today
it continues to damage the brains of human fetuses. In
addition, either directly or indirectly, it has caused
neurodegenerative changes in the brains of countless
human adults, causing them to have cognitive dis-
turbances ranging from mild memory loss to profound
dementia. Medical science has been slow in decipher-
ing the mechanisms underlying ethanol’s deleterious
effects on the brain, but recent findings, particularly
pertaining to fetal alcohol syndrome, are beginning to
shed new light on how ethanol damages the human
brain.

I. CLINICAL SYNDROMES ASSOCIATED WITH
ETHANOL CONSUMPTION

A. Acute Ethanol Intoxication

Ethanolis a simple molecule that freely enters the brain
and interacts with many cellular or subcellular sys-
tems. Ethanol’s well-known ability to cause acute
intoxication qualifies it as a central nervous system
(CNS) intoxicant, a word that implies a toxic action on
the CNS. However, toxic actions can be transient,
reversible, and relatively harmless or long-lasting,

Copyright 2002, Elsevier Science (USA).
All rights reserved.



88 ALCOHOL DAMAGE TO THE BRAIN

irreversible, and very harmful. On the basis of all
available evidence, it appears that acute exposure of
human adult to ethanol, even in large doses, produces
an intoxication syndrome that is transient, reversible,
and not damaging to the brain.

The mechanism(s) by which ethanol transiently
renders an individual intoxicated is not fully under-
stood. However, accumulating evidence suggests that
ethanol interacts with, and alters the status of, several
transmitter systems in the brain, and this provides the
most promising clues to its intoxicating effects. There
is evidence that ethanol, by either a direct or indirect
action, alters the status of the acetylcholine, dopamine,
serotonin, glutamate, and GABA transmitter systems.
Of these systems, the two that are most likely to play a
primary role in ethanol’s intoxicating effects are the
glutamate and GABA systems, which are responsible
for most of the excitatory (glutamate) and inhibitory
(GABA) transmitter activity in the brain. The basis for
this interpretation is that ethanol’s intoxicating effects
are akin to the effects that general anesthetics have on
the brain, and it is becoming increasingly well recog-
nized that all agents currently used as general anes-
thetics act by one of two mechanisms. Either they
block excitatory neurotransmission through NMDA
glutamate receptors or they promote inhibitory neu-
rotransmission through GABA 4 receptors.

In recent years, researchers have shown repeatedly
that ethanol blocks the excitatory functions mediated
by NMDA glutamate receptors and promotes the
inhibitory functions mediated by GABA receptors.
Both of these actions (reduced excitation and increased
inhibition) translate into a suppressant effect on neural
circuits in the brain. Although ethanol has an im-
mediate activating effect on human behavior, its
overall net effect is one of CNS depression. For
example, at excessive doses it produces a comatose
state similar to that induced by general anesthetic
agents. The immediate activating effects may be due to
the NMDA blocking action of ethanol in that other
NMDA blocking drugs are known to have a disin-
hibition effect on certain neural circuits. These are
neural circuits that are ordinarily held under restraint
by a mechanism whereby glutamate, acting at NMDA
receptors on GABAergic inhibitory neurons, tonically
activates these neurons causing them to maintain a
high level of inhibitory tone in the circuit. When
ethanol blocks the NMDA receptors, glutamate ceases
activating the inhibitory neurons and these neurons
cease inhibiting the circuit. In the absence of inhibition
the circuit becomes hyperactive, which would explain
ethanol’s activating effect on human behavior. It

should be noted that in these particular circuits
glutamate is performing an unusual function: It is
serving as a regulator of inhibitory tone and the net
effect of glutamate stimulation of NMDA receptors in
these circuits is inhibitory. The net effect of glutamate
stimulation of NMDA receptors in many other neural
circuits is excitatory so that ethanol blockade of
NMDA receptors in these other circuits would have
a depressant effect on behavior. Similarly, ethanol’s
promotion of GABAergic inhibitory transmission
would have a depressant effect. Thus, the simultaneous
action of ethanol at both GABA, and NMDA
glutamate receptors in neural circuits that are some-
times wired in a paradoxical manner can explain why it
has an immediate activating effect on human behavior
that is transient and soon gives way to a more
prolonged depressant effect.

B. Blackouts

It has been observed that individuals who imbibe large
quantities of ethanol may appear to be in conscious
control of their behavior and may behave as if they
have an intact memory, but on the following day after
they have sobered up they have a blank memory for
important events that they participated in during the
inebriation episode. This phenomenon is referred to as
a “‘blackout.” It is most likely due to the important role
that NMDA glutamate receptors play in memory. It
has been shown that various drugs that block NMDA
glutamate receptors interfere with the acquisition of
memory. While under the influence of an NMDA
receptor blocking drug, laboratory animals lose their
ability to acquire new information and commit it to
memory. However, they are still able to recall and act
on information previously learned and committed to
memory. Moreover, in the future when they are not
under the influence of the drug they are able to acquire
new information and commit it to memory. It has also
been shown that NMDA receptor blocking drugs
interfere with the phenomenon known as long-term
potentiation (LTP), which is a synaptic mechanism
that is thought to mediate memory functions. LTP has
been studied extensively in the hippocampus, a brain
region that is prominently involved in memory func-
tions. It is well established that when NMDA gluta-
mate receptors at synapses in the hippocampus are
stimulated at a high frequency they become condi-
tioned so that subsequent application of glutamate to
the receptor elicits a much more robust (potentiated)
response than if the receptor had not received the
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high-frequency stimulation. This conditioned status is
referred to as LTP. Drugs that block NMDA recep-
tors, including ethanol, interfere with the induction of
LTP at hippocampal synapses. Thus, there is evidence
at both a synaptic level and a behavioral level that
ethanol, by its NMDA receptor blocking action, can
interfere with memory functions in a way that would
explain blackouts associated with heavy ethanol
consumption. It is not known with certainty whether
chronic heavy drinking with repetitive blackouts can
result in permanent damage to memory mechanisms at
a synaptic or molecular level or whether it entails only
reversible effects on neural pathways that mediate
memory function.

C. Alcoholic Hallucinosis

Alcoholic hallucinosis refers to a condition in which a
chronic heavy user of ethanol displays persistent
auditory hallucinations and related delusional beliefs
but remains oriented, with intact memory, and does
not manifest other psychotic behaviors. This is a
relatively rare complication of chronic alcohol use, and
the underlying mechanisms are poorly understood.
However, it is not unlikely that the NMDA antagonist
properties of ethanol play a role because drugs that
block NMDA receptors are notorious for inducing
psychotomimetic symptoms. As discussed later, drugs
that have NMDA antagonist properties have the
potential to cause psychotic symptoms, including
auditory hallucinations and delusions, and also have
the potential to cause physical injury and even death of
cerebrocortical neurons. Phencyclidine (PCP; angel
dust) is a well-known example of a drug that has
powerful psychotomimetic actions that are solely
attributable to its blocking action at a recognition site
within the NMDA receptor ion channel. Another well-
known NMDA antagonist that has psychotomimetic
activity is ketamine, a drug that is used in human
medicine as a general anesthetic. Because of its
psychotomimetic properties, ketamine has recently
become a popular drug of abuse (street name, special
K). The psychotic reactions associated with ketamine
anesthesia have been referred to as ‘“‘emergence”
reactions and it was learned many years ago that these
reactions could be substantially ameliorated by treat-
ment with drugs that activate GABA, receptors,
sometimes called GABAmimetic agents. Recently, it
has been found that PCP, ketamine, and many other
drugs that have NMDA antagonist properties cause
pathomorphological changes in cerebrocortical neu-

rons of the adult rat brain, and it has been clearly
demonstrated that these changes can be completely
prevented if a GABAmimetic drug is administered
together with the NMDA antagonist. In light of this
information, the fact that ethanol has strong GABA-
mimetic activity as well as NMDA antagonist activity
should cause it to behave as if it did not have
psychotomimetic and neurotoxic properties because
ethanol’s potential to cause these adverse effects due to
its blocking action at NMDA receptors would be
cancelled out by its counterbalancing action at GA-
BA, receptors. It is interesting to note that in the
ketamine anesthesia situation the psychotic reactions
were often not completely prevented because it was the
practice to administer the GABAmimetic drug toward
the end of the anesthesia period or in the recovery
room after the brain changes conducive to psychotic
behaviors had already occurred. The door was being
closed after the horse was already out of the barn. In
contrast, in animal experiments, the GABAmimetic
drug has been administered in advance or at the same
time as the NMDA antagonist, and this results in
complete prevention of the neurotoxic effects of the
NMDA antagonist. Thus, since ethanol has the
GABAmimetic property built-in, its user is always
protected against the expression of its psychotomi-
metic or neurotoxic potential.

The psychosis produced by NMDA antagonist
drugs closely resembles a schizophrenic psychosis
and this has given rise to a currently popular hypoth-
esis that hypofunction of the NMDA glutamate
receptor system may contribute to the pathophysiol-
ogy of schizophrenia. Previously, the emphasis in
schizophrenia research was on the dopamine system,
the hypothesis being that hyperactivity of this system
may be responsible for schizophrenic symptomatol-
ogy. These two hypotheses are not mutually exclusive.
There is evidence that dopamine is an inhibitory
regulator of the release of glutamate at NMDA
glutamate receptors. Thus, if the dopamine system
were hyperactive, this would result in hyperinhibition
of glutamate release at NMDA receptors which would
produce an NMDA receptor hypofunctional state that
could explain the symptoms of schizophrenia. Ethanol
hallucinosis occurs in people who are not withdrawing
from alcohol but rather are chronically ingesting
alcohol on a steady basis. Under this condition, the
NMDA transmitter system is being blocked and hence
is hypofunctional, and the dopamine system is believed
to be in a hyperactive state. Thus, it is reasonable to
propose that dopamine hyperactivity, NMDA recep-
tor hypoactivity, or both may be responsible for the
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symptoms of alcoholic hallucinosis. Because alcoholic
hallucinosis is a relatively rare condition, it seems
likely that it occurs only in individuals who harbor a
genetic predisposition to manifest psychotic symp-
toms, perhaps due to dysfunction of one or more of the
transmitter systems with which ethanol interacts. The
genetic predisposition may not be strong enough by
itself to trigger psychotic symptoms, but ethanol’s
interaction with the genetically defective transmitter
system(s) may be enough to tip the balance and cause
the genetic predisposition to be expressed as a clinical
illness. However, in the absence of a genetic predis-
position, the GABAmimetic properties of ethanol may
be strong enough to prevent propsychotic mechanisms
from breaking through.

D. Tolerance, Dependence, and Addiction

Mechanisms underlying tolerance, physical depen-
dence, and addiction are exceedingly complex and are
not very well understood. These topics will be ad-
dressed only briefly because they are only indirectly
related to the topic of alcohol damage to the brain.
This is not to say that they are unimportant in relation
to the brain damage problem. On the contrary, they
are exceedingly important. If ethanol did not have
properties that cause an individual to become psycho-
logically and physically dependent on it, no one would
drink it chronically in large enough amounts to cause
brain damage either directly or indirectly. If ethanol
did not have these properties, large segments of society
would not habitually imbibe ethanol, and if large
segments of society were not imbibing ethanol, many
fewer fetuses would be exposed during critical periods
when the developing brain is particularly vulnerable to
damage from ethanol. It is likely that ethanol induces
long-term (but not necessarily permanent) changes in
transmitter systems, and such changes may be largely
responsible for physical and psychological dependence
and addiction. However, it has not been demonstrated
that such changes represent a permanent alteration in
the brain that could be considered irreversible damage.

E. Withdrawal Phenomena

1. Delirium Tremens

The withdrawal syndrome experienced by an indivi-
dual who is physically dependent on ethanol is called
delirium tremens because its most prominent manifes-
tations are tremors of the extremities and a delirious
mental state. The picture is one of a toxic psychosis

consisting of agitation, distractability, sleeplessness,
visual hallucinations, disorientation, and confusion.
Although, the mechanisms are not completely under-
stood, the symptoms reflect CNS hyperactivation, and
it is very likely that an imbalance between excitatory
and inhibitory transmitter systems in various brain
regions is responsible. Transmitter systems that have
been primarily implicated are the NMDA glutamate
excitatory system, the GABA 4 inhibitory system, and
the dopamine inhibitory system. There is good agree-
ment among investigators that chronic heavy alcohol
intake causes an upregulation of the NMDA gluta-
mate excitatory system, a condition that develops
presumably as a compensatory effort of the NMDA
receptor system to overcome the persistent blockade of
NMDA receptors by ethanol. The upregulation con-
sists of an increased amount of NMDA receptor
protein, an increased expression of mRNA for synth-
esis of NMDA receptor subunits, and an enhanced
capacity of this receptor system to mediate excitatory
activity. In addition, chronic ethanol intake is asso-
ciated with increased extracellular concentrations of
glutamate presumably reflecting increased release of
glutamate at both NMDA and other glutamate
receptors. In the withdrawal state, the absence of
ethanol leaves the upregulated and overly responsive
NMDA receptor system unblocked and free to re-
spond in an exaggerated way to glutamate that is
present in excessive concentrations in the synaptic
cleft. Chronic exposure to ethanol also produces
changes in the GABA transmitter system but there
is less agreement among investigators regarding the
nature of these changes, one problem being that the
changes are apparently different in different brain
regions. The consensus appears to be that the GABA 5
system becomes downregulated and less capable of
performing its inhibitory functions. In the withdrawal
state, the dopamine system shows a marked decrease in
functional activity, which apparently is fostered by
hyperactivity of the NMDA glutamate system. It
seems likely that the tremors associated with alcohol
withdrawal are a reflection of the combined distur-
bances in the dopamine and NMDA receptor systems,
and the psychotic manifestations, including vivid
visual hallucinations, may also relate to disturbances
in one or both of these systems.

2. Convulsions

Patients who are undergoing withdrawal from chronic
heavy alcohol use are prone to epileptiform seizures.
The seizure activity may be quite severe and can be
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injurious to the brain or even life threatening. Years
ago, the tendency of chronic alcoholics to have seizures
was recognized but it was assumed that it was the
excessive, continuous exposure to ethanol that trig-
gered the seizures. Thus, the condition was referred to
as rum fits. Today, it is recognized that chronic heavy
ethanol intake per se does not typically trigger seizure
activity; rather, it causes changes in the brain that set
the stage for seizures to occur whenever there is an
abrupt decrease in ethanol intake. In ordinary circum-
stances, brain circuits are not subject to epileptiform
activity because a stable balance is maintained between
glutamatergic excitatory activity and GABAergic
inhibitory activity. However, any substantial decrease
in inhibitory activity or increase in excitatory activity
alters the balance in favor of excitation and increases
the chances that seizures (runaway excitatory activity)
can occur. As described previously, chronic heavy
ethanol intake causes chronic blockade of NMDA
glutamate receptors and a compensatory upregulation
of the NMDA glutamate transmitter system. At the
same time, it causes chronic overactivation of the
GABA 4 receptor system, which produces a compen-
satory downregulation of the GABAergic system.
Upregulation of glutamatergic excitation coupled with
downregulation of GABAergic inhibition sets the
stage for seizure activity, but seizures do not occur as
long as steady ethanol intake continues because
ethanol prevents runaway excitation by blocking
NMDA excitatory receptors and activating GABA 5
inhibitory receptors. In the interval from 12 to 48 hr
after chronic alcohol intake has been abruptly discon-
tinued, brain circuits are in a seizure-prone hyper-
irritable state in which stimuli that would ordinarily be
innocuous can trigger seizure activity that may be
difficult to control with a standard anticonvulsant
drug such as dilantin. If seizure activity in limbic
circuits is not promptly brought under control it feeds
on itself in a reverberating manner and can cause
neurons that have NM DA receptors on their surface to
undergo excitotoxic degeneration, which entails a
cascade of events initiated by excessive influx of
sodium and calcium through NMDA receptor ion
channels. Some anticonvulsant drugs, such as barbi-
turates and benzodiazepines, are more effective than
others in the clinical management of rum fits which is
consistent with the postulated role of GABA 4 receptor
down regulation as a causative mechanism, in that
these drugs act at GABA, receptors to restore
GABAergic inhibition to more normal levels.

In addition to seizures associated with ethanol
withdrawal, there are individuals who have an epilep-

tic diathesis, which implies that a state of excitatory/
inhibitory imbalance already exists. In this case, even
isolated episodes of acute alcohol intake may upset the
balance further and trigger seizure activity.

F. Wernicke’s Encephalopathy

Neuropathologists have recognized for many years
that chronic heavy ethanol intake can result in a
syndrome first described by Wernicke in 1881, in which
neurodegenerative changes occur in the thalamus,
periaqueductal region, and floor of the fourth ven-
tricle. Individuals with Wernicke’s encephalopathy
typically manifest a triad of clinical symptoms con-
sisting of ocular abnormalities, ataxia, and a distur-
bance in consciousness varying from mild confusion to
a profound comatose state. Whether a direct action of
ethanol in the brain contributes to this neuropatholo-
gical syndrome is unclear. A very similar syndrome is
known to occur in individuals who have severe
nutritional deficiencies, especially thiamine deficiency,
and the Wernicke pattern and type of brain damage
can be induced in experimental animals by rendering
them severely thiamine deficient. Chronic alcoholics
are typically deficient in thiamine because they tend to
substitute ethanol for other more nutritional sources
of calories, and because ethanol intereferes with the
gastrointestinal absorption of thiamine. Also strongly
implicating thiamine deficiency in Wernicke’s ence-
phalopathy is evidence that treatment of patients
manifesting early signs of a Wernicke syndrome with
massive doses of intramuscular thiamine prevents the
Wernicke pattern of brain damage and markedly
diminishes its symptomatic manifestations. In fact,
there has been a striking reduction in the incidence of
Wernicke’s encephalopathy since clinicians have
adopted the practice of treating chronic alcoholics
with large doses of thiamine as a prophylactic measure.
Thus, it is generally believed that nutritional deficiency
is primarily responsible for Wernicke’s encephalopa-
thy, and that ethanol contributes only indirectly by
promoting thiamine and other nutritional deficiencies.

G. Korsakoff Syndrome

In 1887, Korsakoff described a clinical syndrome
associated with chronic ethanol intake featuring
amnesia, confabulation, disorientation in time and
place, and peripheral neuropathy. The tendency of
chronic alcoholics to suffer from nutritional deficiency
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and to display a mixed clinical picture, including
symptoms of both the Wernicke and Korsakoff type,
has led some investigators to categorize the two
syndromes together under the heading Wernicke—
Korsakoff syndrome and to ascribe the overall syn-
drome to a multivitamin-deficiency state. Reinforcing
this tendency is the observation that both syndromes
tend to occur initially in an acute alcohol withdrawal
context as part of a delirum tremens episode. However,
the Korsakoff syndrome reportedly can occur in
individuals who have no history of delirium tremens
and who lack the typical symptoms of Wernicke’s
encephalopathy. Moreover, the pattern of brain
damage in the Korsakoff syndrome, although some-
times overlapping with the Wernicke pattern, tends to
involve other brain regions, including the cerebral
cortex, not typically affected in the Wernicke syn-
drome. Therefore, it must be assumed that the
Wernicke and Korsakoff syndromes are two separate
conditions, but the role of ethanol vs vitamin deficien-
cies or other contributing causes in producing the
Korsakoff syndrome remains to be clarified.

H. Alcoholic Deterioration

Progressive ataxia, degeneration of cerebellar Purkinje
neurons, cerebral atrophy, and mild to severe dementia
have been described by many authors as findings
typically associated with chronic heavy alcohol use. In
one study, loss of Purkinje neurons from the cerebellar
vermis correlated with long-term daily ingestion of
moderate doses of ethanol, but in other studies a
definite correlation could not be established between
either cerebrocortical or cerebellar atrophy and the
long-term pattern or amount of ecthanol intake.
Dementia syndromes of mild to moderate degree have
been described in chronic alcoholics, with stabilization
or improvement occurring if ethanol ingestion is
discontinued. Thus, there is suggestive evidence that
ethanol can have deleterious effects on the adult brain
which may be separate and distinct from the Wernicke
and Korsakoff syndromes, but it remains to be
determined whether or how ethanol directly contri-
butes to these brain damage syndromes.

l. Fetal Alcohol Syndrome

For many centuries, perhaps several millennia, ethanol
has served as the euphoriant of choice by human adults

throughout the world. Undoubtedly, over that period
of time countless human fetuses have been exposed in
utero to ethanol, but it was less than 30 years ago that
P. Lemoine and colleagues in France and K.L. Jones
and D.W. Smith in the United States reported the first
evidence that ethanol can have deleterious effects on
the human fetus. For several years after these authors
described the fetal alcohol syndrome there was a
tendency to disbelieve that ethanol could cause such
dramatic changes in the human fetus. Their descrip-
tion of the syndrome focused on craniofacial mal-
formations and severe neurobehavioral disturbances,
including frank mental retardation, as the primary
clinical manifestations. In subsequent research it was
determined that all fetuses affected by ethanol do not
show all features of the syndrome. For example, some
may show either craniofacial malformations or CNS
effects, but not both. Moreover, sometimes the CNS
effects were limited to relatively mild degrees of
learning impairment and/or hyperactivity/attention
deficit disorder. By convention, the term fetal alcohol
syndrome (FAS) has been used to refer to the full
syndrome featuring both dysmorphogenic and neuro-
behavioral aspects, and an alternate term, fetal alcohol
effects (FAE), has sometimes been used to refer to
partial or less severe syndromes that tend to feature
primarily neurobehavioral aspects. A Committee of
the Institute of Medicine, National Academy of
Sciences proposed in 1996 that partial syndromes
affecting primarily the CNS be termed alcohol-related
neurodevelopmental disorder (ARND). Regardless of
terminology, it is generally recognized that the CNS
effects are the most debilitating component of the
syndrome. It is not known what percentage of births
currently or in the past qualify for a diagnosis of
ARND, but there is little doubt that ethanol has
contributed to more cases of developmental neuro-
psychiatric impairment than any other substance in the
human environment and perhaps more than all other
substances combined.

FAS research initially focused on efforts to identify
the critical period when the developing fetus is
vulnerable to the toxic effects of ethanol. Initially,
there was a tendency to assume that there was only one
window of vulnerability during which all aspects of the
syndrome were caused. However, when it was realized
that some fetuses may have predominantly craniofa-
cial malformations and others subtle neurobehavioral
disturbances, it became evident that ethanol may act
by more than one mechanism and each mechanism
may have its own critical period of vulnerability.
Because the progenitor cells that form the skull and
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bony skeleton differentiate much earlier than those
that give rise to neurons in the brain, it was logical to
assume that the vulnerability time window for produ-
cing the craniofacial malformations must be early,
within the first trimester, whereas the vulnerable
period for causing neurobehavioral disturbances
would have to be later, perhaps in the second or third
trimester, when neuronal progenitor cells are differ-
entiating, migrating, and undergoing maturation.
While mechanisms giving rise in the first trimester to
the craniofacial malformations remain largely un-
known, insights described below have been gained into
third trimester mechanisms responsible for the dele-
terious effects of ethanol on the developing brain.

IIl. MECHANISTIC CONSIDERATIONS

A. Mechanisms Operative in the Adult Brain

It is generally agreed that chronic heavy use of ethanol
by human adults results in a substantially higher
incidence of neurodegenerative disorders than is
encountered in a comparable population of indivi-
duals who are not chronic heavy users of ethanol.
However, in a high percentage of cases, nutritional
deficiency, uncontrolled seizure activity, head trauma,
or factors other than direct impingement of ethanol on
CNS neurons can account for the damage to the brain.
The question that remains unanswered is whether
ethanol, by a more direct toxic action on neurons, can
trigger neurodegeneration in the adult brain. To
address this question it may be useful to examine the
known mechanisms by which ethanol interacts with
neurons and consider whether ethanol, acting through
any of these mechanisms, might have an injurious
effect on neurons.

Of the known mechanism by which ethanol interacts
with CNS neurons, there is only one mechanism that is
known to have neurotoxic potential—the NMDA
receptor blocking action of ethanol. In several studies,
ethanol has been shown to have NMDA antagonist
properties when applied to neurons in concentrations
comparable to those attained in the ethanol-intoxi-
cated human brain. It is well established that systemic
administration of drugs that block NMDA glutamate
receptors causes acute pathomorphological changes in
cerebrocortical neurons of the adult rat brain. Low
doses of NMDA antagonist drugs produce reversible
pathomorphological changes in restricted cerebrocor-
tical brain regions, whereas higher doses induce
irreversible neuronal degeneration, not only in these

restricted regions but also in many other corticolimbic
brain regions and in the cerebellum. Most experiments
demonstrating the neurotoxic properties of NMDA
antagonist drugs have involved acute administration.
However, it has also been shown that continuous
infusion of low to moderate doses of an NMDA
antagonist drug to adult rats over a 4-day period
results in widespread irreversible degeneration of
corticolimbic neurons. Therefore, because of its
NMDA antagonist properties, ethanol would be
expected, following either acute high-dose intake or
chronic lower-dose intake, to be damaging to the
brain, and the logical question to be addressed is how
adult humans have been able to use ethanol in high
doses either acutely or chronically without routinely
incurring damage to the brain.

It might be argued that the neurotoxic action of
NMDA antagonist drugs is a species-specific effect to
which rats are vulnerable but humans are not.
However, it is well-known that human adults are
vulnerable to another type of toxic effect caused by
NMDA antagonist drugs, namely, a psychotoxic
effect. Phencyclidine is an NMDA antagonist that
was introduced into human medicine as a general
anesthetic in the 1950s and was soon withdrawn
because of the severe psychotic reactions it produced.
Subsequently, it has become notorious as a psychoto-
mimetic drug of abuse. Ketamine, an NMDA antago-
nist that is less potent than PCP, has been used in
human medicine as an anesthetic for several decades
and is well-known to produce psychotomimetic reac-
tions that are termed emergence reactions. In recent
years, many newly developed NMDA antagonist
drugs have undergone clinical trials for certain neu-
rotherapeutic indications, and all such trials have been
prematurely stopped because of the psychotomimetic
side effects of these drugs. Given this clear-cut evidence
that NMDA antagonist drugs cause psychotic reac-
tions in adult humans, how is it possible for adult
humans to use ethanol in high doses either acutely or
chronically without its NMDA antagonist action
triggering psychotic symptoms?

The most likely answer is that ethanol has a built-in
mechanism that serves as an antidote to counteract
and cancel out the neurotoxic and psychotoxic effects
that would otherwise occur due to its NMDA antago-
nist properties. In support of this interpretation,
ethanol has been shown to have GABAmimetic
activity and it is well established that GABAmimetic
drugs prevent either the neurotoxic action of NMDA
antagonist drugs in adult rats or the psychotomimetic
actions of these drugs in adult humans. Therefore, a
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logical explanation for the observation that in human
experience ethanol triggers neither acute psychotoxic
nor neurotoxic reactions is that in the same circuits
through which the NMDA antagonist action of
ethanol would be expected to trigger psychoneurotoxic
effects it exerts an action at GABA, receptors that
nullifies these effects. In other circuits, ethanol may
exert both NMDA antagonist and GABAmimetic
actions, which combine in an additive manner to
produce relaxation and a sense of euphoria. This
would explain why ethanol has been perceived by
human adults for many centuries as a user-friendly and
relatively innocuous nectar from the gods.

From this information, an interesting question
arises: Is the postulated GABA protective mechanism
a totally fail-safe mechanism? A working hypothesis
currently being entertained is that the GABAmimetic
action of ethanol may effectively counterbalance and
nullify its toxic potential in acute situations and in the
context of intermittent or long-term moderate use, but
under conditions of heavy chronic intake the GABA
protective mechanism may gradually weaken (e.g.,
through receptor downregulation) and lose its ability
to prevent the NMDA antagonist psychotomimetic or
neurotoxic actions from being expressed. This might
explain why alcoholic hallucinosis occurs in some
chronic alcoholics and why a pattern of corticolimbic
and cerebellar neurodegeneration occurs in others. Itis
noteworthy that the Wernicke pattern of neurodegen-
eration that can be attributed to thiamine deficiency is
a pattern involving the thalamus, hypothalamus,
midbrain, and brain stem, whereas another pattern
of damage frequently seen in alcoholics which is not
explained by thiamine deficiency involves corticolim-
bic and cerebellar neurons. Consistent with this
hypothesis are recent reports that a single high dose
of ethanol does not induce brain damage, but a steady
infusion of ethanol at a dose that maintains a state of
constant inebriation for 4 days results in degeneration
of corticolimbic neurons in certain regions of the adult
rat brain in which the NMDA antagonist mechanism
would be expected to be operative.

Although this proposal is speculative, it is built on a
foundation of evidence pertaining to the known
properties of ethanol and is the most promising
hypothesis that has been generated to date to explain
how ethanol can appear to be relatively harmless for
human adults but be associated with deterioration of
neurological or cognitive function in more cases than
can be easily explained by obvious mechanisms such as
nutritional deficiency, head trauma, or uncontrolled
seizure activity.

B. Mechanisms Operative in the Developing Brain

Many efforts during the past two decades to develop a
suitable animal model for studying FAS met with only
limited success. Microencephaly (reduced brain mass)
is a characteristic finding in FAE/FAS victims, and it
was demonstrated that exposure of immature rodents
to ethanol in late gestation or during the first two
postnatal weeks caused a reduction in brain mass.
However, numerous additional animal studies failed
to provide an explanation for the reduced brain mass.
A modest loss of neurons from the cerebellum was
described, but this cannot explain an overall reduction
in brain mass, nor can it explain the types of
neurobehavioral disturbances observed in FAE/FAS
victims. The fact that treatment during the neonatal
period (the first 2 weeks after birth) caused cerebellar
neuronal loss and a reduced brain mass helped to
narrow the period of peak vulnerability to the early
neonatal period, which in the rodent is a time of rapid
brain growth, sometimes called the brain growth spurt
period. These findings have potential relevance to the
human FAS because in humans the comparable
developmental period when the brain growth spurt
occurs is in the third trimester of gestation.

In the year 2000, three decades after FAS was first
described, Tkonomidou and colleagues demonstrated
that administration of ethanol to infant rodents during
the brain growth spurt period triggers widespread
apoptotic degeneration of neurons in many regions of
the developing brain. The degeneration pattern they
observed (Fig. 1) was so extensive that it could readily
explain the reduced brain mass and also the myriad
neurobehavioral disturbances associated with FAE/
FAS. Numerous prior studies had failed to detect this
dramatic pattern of neurodegeneration because opti-
mal methods were not applied at the optimal time for
detecting this type of damage, the acute period when
the degenerating neuronal profiles are conspicuously
evident. Examining the brains of ethanol-treated
animals after a long delay interval is not optimal
because at late intervals there is nothing to detect
except a scattered pattern of missing neurons. If
the pattern of neuronal dropout is diffusely distri-
buted over many brain regions, tens of millions of
neurons can be deleted without gross or conspicuous
alteration in any given brain region. In addition, when
neuronal dropout occurs during development by an
apoptotic mechanism, it does not elicit a scarring
response which the neuropathologists often rely on for
detecting a site of brain injury long after the injury
has occurred.
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Figure 1 Ethanol-induced apoptotic neurodegeneration in the C57BL/6 mouse brain. (A) Photomicrograph of a silver-stained brain section
from an 8-day-old mouse 24 hr after saline treatment. In this normal control brain, as in any normal brain during development, a few neurons in
scattered distribution are undergoing degeneration. However, because the concentration of degenerating neurons in any given region is so low,
the degenerating profiles are barely visible at this low magnification. (B) Photomicrograph of a silver-stained brain section from an 8-day-old
mouse 24 hr after ethanol administration. Degenerating neurons (small black dots) are so abundant that they make various brain regions
containing a high density of vulnerable neurons stand out in relief. Regions that are heavily affected at this brain level include the caudate
nucleus, globus pallidus, hippocampus, hypothalamus, cingulate and parietal cortices, and various anterior thalamic nuclei. [From Olney, J.
W., et al. (2000). Ethanol-induced apoptotic neurodegeneration in the developing brain. Apoptosis 5, 515-521.]

In a recent neuroimaging study of the brains of
living FAE/FAS subjects, there was evidence for a
generalized reduction in brain mass, especially in the
thalamus and basal ganglia, but no sign of a gross or
conspicuous defect in any given brain region. It was
concluded that the deleterious effects of ethanol on the

developing brain must occur by a mechanism that
reduces brain mass at a cellular or molecular level in an
evenly distributed manner. The findings of Tkonomi-
dou et al. in infant rodents treated with ethanol fit this
description very well. The pattern of neuronal deletion
was very diffuse but with the most dense degeneration
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occurring in specific structures such as the thalamus
and basal ganglia.

Ikonomidou et al. demonstrated that the cell death
process induced by ethanol is an apoptotic process in
which the developing neurons commit suicide. They
concluded that ethanol drives neurons to commit
suicide by a dual mechanism—Dblockade of NMDA
receptors and excessive activation of GABA, recep-
tors. They determined that the time window of
vulnerability to this brain damage mechanism coin-
cides with the brain growth spurt period. The brain
growth spurt period is a period when synaptogenesis is
occurring at a rapid rate, and neurons are expanding
their dendritic arbors extensively to provide additional
surface area for receiving newly formed synaptic
connections. During this period neurons depend on a
balanced level of excitatory and inhibitory input
through NMDA glutamate and GABA, receptors,
respectively. Either blockade of NMDA receptors or
hyperactivation of GABA, receptors abnormally
suppresses neuronal activity. By mechanisms that
remain to be deciphered, suppressed activity during
synaptogenesis translates into a message for the
neuron to commit suicide. The role of the NMDA
and GABA receptor systems in this neurodegenera-
tive syndrome was established by treating infant
rodents with various agents that block NMDA
receptors or agents that promote GABA 5 neurotrans-
mission and showing that all such agents trigger
massive apoptotic neurodegeneration during synapto-
genesis. Treating infant rodents with agents that
interact as either agonists or antagonists of other
transmitter receptor systems did not elicit a neurode-
generative response.

An important feature of these new findings is that
only a transient exposure to ethanol—a single episode
of ethanol intoxication—was required to trigger
extensive apoptotic neurodegeneration. In terms of
blood ethanol concentrations, it required elevations in
the range of 180 mg/dl, lasting for approximately 2—4
hr, to produce a robust neurodegenerative response. If
blood ethanol concentrations remained at this elevated
level for longer than 4 hr, the severity of degeneration
escalated rapidly. Extrapolating to the human situa-
tion, it seems unlikely that maternal ingestion of a
single glass of wine with dinner during the third
trimester would cause neurons to degenerate in the
fetal brain, but if on a single occasion several alcoholic
beverages are imbibed within a period of a few hours,
this might approach or exceed the threshold for
causing neurons in the fetal brain to commit suicide.
A major problem in assessing risk is that there is no

way to know precisely how to extrapolate from rodents
to humans, but prudence dictates that the extrapola-
tion be made conservatively because of unknown
variables that might cause the human fetus to be
substantially more sensitive than the rodent fetus to
this brain damage mechanism.

Another important point is that within the brain
growth spurt period different neuronal populations
were found to have different temporal patterns for
responding to the apoptosis-inducing effects of etha-
nol. Thus, depending on the timing of exposure,
different combinations of neuronal groups were de-
leted, which signifies that this is a neurodevelopmental
mechanism that can contribute to a wide spectrum of
neuropsychiatric disturbances. Consistent with this
observation are recent findings by Famy and collea-
gues pertaining to FAE/FAS subjects who were
studied in adulthood. In addition to a history of
childhood hyperactivity/attention deficit disorder and
varying degrees of learning impairment, a high per-
centage of these individuals were found to have adult-
onset neuropsychiatric disturbances, including a 44%
incidence of major depressive disorder and 40%
incidence of psychosis. This is an important study that
used a longitudinal research design to assess for the
first time the full range of neuropsychiatric distur-
bances that human fetal exposure to ethanol can cause.
Because ethanol effects on the fetus were not even
suspected until 27 years ago, a prospective longitudinal
study could not be completed until a cohort of
individuals bearing the FAE/FAS diagnosis had
grown to adulthood and begun manifesting adult-
onset disturbances.

It is interesting to consider how mechanisms by
which ethanol damages the immature brain compare
with mechanisms by which ethanol might be damaging
to the adult brain. The first important consideration is
that ethanol has NMDA antagonist properties and it is
known that NMDA antagonist drugs typically cause a
specific type of neurodegenerative reaction in the adult
brain to which the immature brain is not sensitive. The
adult neurodegenerative reaction occurs by an excito-
toxic mechanism and is detectable in the neuronal
cytoplasm as a vacuolization reaction within 2—4 hr
after drug treatment, and it has been shown that
immature animals are totally insensitive to this neuro-
toxic mechanism. However, if immature animals
during the synaptogenesis period are treated with an
NMDA antagonist drug, it causes a different type of
neurodegenerative response—a response that is apo-
ptotic rather than excitotoxic and causes neurodegen-
eration that becomes detectable at 16-24 hr and
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distributes in a pattern different from the adult pattern
of degeneration. Thus, it is clear that drugs with
NMDA antagonist properties have two different
mechanisms by which they are damaging to the brain;
one mechanism is operative only during a certain
period in development, whereas the other is operative
only in adulthood.

Given that ethanol has NMDA antagonist proper-
ties, it would be expected to cause one type of
degeneration in the immature brain and another type
of degeneration in the adult brain. However, empirical
findings in animal studies indicate that ethanol pro-
duces a robust neurodegenerative reaction in the
immature brain but does not, even at very high doses
given acutely, produce the expected neurodegenerative
reaction in the adult brain. To understand this
paradox, it is necessary to analyze another major
property of ethanol—its GABAmimetic property.
During the period of synaptogenesis, GABAmimetic
drugs are very toxic to the developing brain. They
trigger massive apoptotic neurodegeneration in many
regions of the developing brain. However, GABAmi-
metic drugs are not toxic to the adult brain. Instead,
they are neuroprotective. They do not produce any
neurotoxic effects when administered by themselves;
when administered together with an NMDA antago-
nist drug, they protect against the mechanism by which
NMDA antagonists damage the adult brain. Since
ethanol has both NMDA antagonist and GABAmi-
metic properties, the logical conclusion, based on all
available evidence, is that the NMDA antagonist and
GABAmimetic properties of ethanol act in concert to
produce a “double-whammy” type of damage in the
developing brain, whereas in the adult brain these two
properties are subtractive—one property is neurotoxic
and the other is neuroprotective—with the end result
being that the neurotoxic potential is there but is not
expressed, except perhaps under conditions of heavy
chronic ethanol abuse.

lll. SUMMARY AND CONCLUSIONS

Ethanolis a simple molecule that freely enters the brain
and interacts with many cellular or subcellular sys-
tems. Recent research suggests that its acute intoxicat-
ing effects and its ability to induce more permanent
deleterious effects in the brain may be due to its
interaction with ion channels through which many of
the brain’s normal functions are mediated. Of parti-
cular importance are ion channels associated with
neurotransmitter function, especially channels that

mediate the excitatory actions of glutamate and those
that mediate the inhibitory actions of GABA. Recent
evidence indicates that ethanol, by a dual mechanism
(blockade of NMDA glutamate receptor ion channels
and excessive activation of GABA, channels), can
trigger widespread apoptotic neurodegeneration in
many regions of the developing brain. This is a
mechanism that can explain the reduced brain mass
and lifelong neurobehavioral disturbances associated
with the human fetal alcohol syndrome.

Mechanisms operative in the adult brain are differ-
ent from those operative in the developing brain
Wernicke’s encepalopathy, a well-recognized ethanol-
related adult syndrome involving neurodegenerative
changes in the thalamus, midbrain, and brain stem, is
believed to be due to thiamine deficiency that typically
accompanies heavy chronic ethanol intake. Several
lines of evidence suggest that ethanol can cause
neurodegenerative changes in other regions of the
adult brain by other mechanisms, but the nature of the
other mechanisms remains largely a matter of spec-
ulation. Promising for its explanatory potential is a
hypothesis involving the same transmitter systems
(NMDA and GABA) that have been implicated in
FAS. It is known that drugs that block NMDA
receptors trigger a disinhibition syndrome in the adult
brain that can injure or kill neurons by an excitotoxic
mechanism (as opposed to the apoptotic mechanism
operative during development). It is also known that
drugs that activate GABA, receptors reverse this
disinhibition syndrome and prevent it from injuring
neurons in the adult brain. Thus, in the adult brain
ethanol has neurotoxic potential because of its NMDA
blocking property, but it is prevented from expressing
neurotoxicity by its GABA, activating property.
Recent evidence supports this concept and suggests
that the protective mechanism is more than adequate
to prevent expression of ethanol’s neurotoxic potential
in circumstances of acute heavy intake or intermittent
chronic intake, but the protective mechanism may
weaken and be overcome under conditions of heavy,
steady chronic intake.

This proposed concept is appealing because it can
readily explain the historical reality that ethanol has
been used by human adults throughout the world for
many centuries without apparent harm to most users,
but with a subpopulation of chronic heavy abusers
developing alcoholic hallucinosis and/or an irreversi-
ble neurodegenerative dementia syndrome. The other
notable aspect of this historical reality is that because
adult society has tended to perceive ethanol as user-
friendly, countless human fetuses have been exposed
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in utero by mothers who were unaware that ethanol can
act in the fetal brain by a dual neurotoxic mechanism
(and no counteractive protective mechanism) to drive
millions of neurons to commit suicide—neurons that
would otherwise have developed normally and made a
positive contribution to the brain’s intellectual poten-
tial. Deletion of these neurons from the developing
brain results in a variety of neurobehavioral distur-
bances, ranging from hyperactivity/attention deficit
and learning disorders in childhood to major depres-
sive and psychotic disturbances in adulthood.
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GLOSSARY

ascending reticular activating system The collection of fore-
brain projections, arising in the brain stem reticular formation, that
were traditionally regarded as a single arousal system.

attention A variety of cognitive processes that enable selectivity of
information processing.

readiness A state of premotor activation in preparation for action.

reticular formation Tissue in the central brain stem, from the
spinal cord to the diencephalon, having a net-like appearance in
histological section due to the arrangement of fiber bundles.

vigilance A form of attention involving a state of expectation or
preparedness for the receipt and processing of specific information.

Alertness refers to a state of enhanced readiness to receive
and process information and to respond. When a
subject is alert, stimuli are processed more efficiently
(indicated by improved response accuracy) and re-
sponses are initiated more rapidly (indicated by short-
er response latencies). Alertness carries connotations
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of arousal, vigilance, and readiness, although it may be
distinguished from all of these.

I. FUNCTIONAL CONSIDERATIONS

A. Arousal and Alertness

Alertness differs from arousal in that alertness refers
specifically to a cognitive state, whereas arousal is a
more general term that includes peripheral physiolo-
gical states as well as forebrain activation and cogni-
tive state. Arousal and alertness are related in that a
state of cognitive alertness often accompanies a state of
high physiological arousal. Nevertheless, physiologi-
cal arousal is associated with activity of the sympa-
thetic nervous system, which is manifest in various
measures (including increased heart rate and pupil
dilation) that do not necessarily correlate with sub-
jective mental alertness. The converse is also the case:
Alertness indicated by forebrain cortical activation, as
when directed to the processing of task relevant
stimuli, is not necessarily associated with an increase
in arousal. Thus, a state of high alertness is an attentive
state, whereas a state of high physiological arousal
may or may not be associated with a particular
attentive state. Factors that increase alertness may
also increase arousal and vice versa, but the two
processes are psychologically, physiologically, and
neuroanatomically distinct.

In 1909, Yerkes and Dodson proposed that an
inverted U-shaped function described the relationship
between arousal and performance. The Yerkes—Dodson

Copyright 2002, Elsevier Science (USA).
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law states that (i) increasing arousal is associated with
improved task performance to a certain (task-specific)
optimum and thereafter further increases in arousal
impair performance and (ii) the optimum level of
arousal for a given task is inversely related to task
difficulty. Although this idea has been hugely influen-
tial and seems to apply to many situations, there are
problems with it, not the least being the assumption of
a unitary process of arousal. However, by regarding
arousal and alertness as distinct processes, the Yerkes—
Dodson inverted-U function can be seen to be a
product of both of these processes. Optimal perfor-
mance of any task is likely to be achieved in a state of
high alertness rather than high arousal per se. The
rising portion of the Yerkes—Dodson function can be
accounted for to the extent to which arousal and
alertness correlate; increasing arousal improves alert-
ness, which improves performance. However, a state of
high physiological arousal can result in physiological
reactions that interfere with cognitive processes, which
could account for the falling portion of the Yerkes—
Dodson function.

The second part of the Yerkes—Dodson law states
that the optimum level of arousal decreases with
increasing task difficulty. Tasks that are cognitively
more challenging would almost certainly be improved
by higher levels of alertness. One way to achieve higher
alertness is by increasing arousal. Nevertheless, arou-
sal also increases the probability of physiological
effects that might be distracting, such as a racing heart
rate, sweating, and an increase in respiratory rate.
There might also be distracting cognitive factors, such
as anxiety if arousal is induced by aversive stimuli. It is
possible that tasks that are more cognitively demand-
ing might also be more susceptible to disruption by
such factors. In these circumstances, arousal and
alertness conflict: Arousal can increase cognitive
alertness but, as a side effect, cognitive performance
suffers from sympathetic nervous system activation.
Thus, the relationship between task difficulty and
arousal might depend on the extent to which the side
effects of arousal compromise cognitive function.

B. Vigilance and Alertness

Just as alertness can be distinguished from arousal, it
can also be distinguished from vigilance. Vigilance has
also been described as the focused readiness to detect
and respond to a given stimulus. When a warning is
given prior to a stimulus, the response to the stimulus is

improved—the warning is said to ““alert” the subject to
a forthcoming event. This “‘alerting” effect of cues
actually refers to an increase in the state of vigilance.
Vigilance, therefore, refers to directed alertness—one
can be vigilant for a specific event, whereas alertness is
a state of more generalized readiness.

Vigilance also carries connotations of effort, in
contrast with alertness, which does not carry such
connotations. Thomas Jefferson did not say the price
of freedom 1is eternal alertness but rather, eternal
vigilance. With vigilance, one is alert to particular
possibilities, threats or dangers, and signs or signals.
Eternal vigilance is possible to imagine, whereas
eternal alertness is impossible. However, eternal
vigilance is not easy because vigilance requires effort.
The cost of vigilance is clearly seen in the laboratory as
the ““vigilance decrement” —a decline in performance
over time. In a classic vigilance task, the target stimuli
to which the subject must respond are temporally
unpredictable. They may also be spatially unpredict-
able or of low intensity. When a subject performs such
a task, over time the detection rate of targets decreases
and the reaction time to targets increases. This is the
vigilance decrement and it is greatest under conditions
in which the targets are most difficult to detect and the
requirement for vigilance is greatest. Not only is
adequate performance of a target detection task
difficult to maintain over time but also the effort
involved is tiring.

Motor readiness is also called phasic alertness. This
refers to the short duration (typically measured within
a second rather than over minutes or even hours)
performance enhancement, which is related to tem-
poral expectation of targets. Reaction times to targets
are faster as the temporal probability of the target
increases. Phasic alertness is related to vigilance and
may indeed reflect operation of similar processes.

C. The Orienting Response

Orienting refers to the movement of the head and eyes
to foveate a target of interest. Bringing the most
sensitive region of the retina to a target of interest
improves the visual processing of that target. Covert
orienting refers to attentional orienting (the movement
of the mind’s eye), which may occur in the absence of
an overt orienting response. When a subject is alert,
orienting responses are more rapid. Orienting is so
fundamental to information processing that it might
be regarded as a manifestation of alertness, with no
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possibility of making an operational distinction be-
tween the state of alertness and the orienting response.
Alternatively, the orienting response might be im-
proved by increased alertness in the same way that
vigilance performance is improved by increased alert-
ness, although neither one is synonymous with alert-
ness. This is perhaps most obvious when one considers
disorders of consciousness in which there may be
evidence of visual tracking and smooth pursuit eye
movements in a subject who is otherwise unresponsive.
The patient is unconscious but is regarded as alert
solely because of the presence of such orienting
responses.

Thus, alertness is defined here as a general state of
cognitive readiness, reflected in cortical arousal. It is
distinct from physiological arousal and from the
demanding and costly processes of vigilance and
phasic motor readiness. The processes are related in
that high arousal may be accompanied by increases in
alertness and increased overall alertness will benefit
specific cognitive functions, including vigilance per-
formance.

Il. SUBJECTIVE ALERTNESS

The most common method of measuring alertness is to
ask subjects how they feel, often employing a checklist
of adjectives or paired adjectives (e.g., sleepy—awake,
anxious—relaxed, and lethargic—energetic). The pro-
blem with this approach is that subjective measures do
not always correspond to performance measures, such
as measures of reaction time or problem-solving tasks.
This may be because the relationship between alertness
and performance is not necessarily linear (see Section
I.A). Alternatively, it may be because the performance
measures commonly used do not measure alertness
directly but another function, such as vigilance.
Finally, it could be because responses to such adjective
checklists are contaminated by arousal level and
therefore they are not good indicators of alertness.
Whatever the difficulty, it is clear that resorting to
adjective checklists is less than satisfactory.

lll. CORTICAL ELECTROENCEPHALOGRAM

An alternative method to assess alertness is to measure
neural activity using an electroencephalogram (EEG).
The EEG is the summed electrical activity (postsynap-
tic potentials) of many thousands of neurons. It is

recorded noninvasively using scalp electrodes. Because
the site of recording is on the scalp, much of the
recorded signal emanates from cortical neurons. When
neurons fire in synchrony, the EEG has a pattern of
high amplitude and low frequency. Desynchrony,
when the neurons fire independently, is reflected as
low amplitude and high frequency in the EEG. The
amplitude and frequency of the neural activity corre-
late with sleeping and waking states. Four different
patterns of neural activity may be identified: alpha,
beta, theta, and delta activity. Theta waves are high-
amplitude, low-frequency (4—7 cycles per second)
waves that characterize the period of drowsiness
before the delta waves (fewer than 3 cycles per second)
of deep, so-called “‘slow-wave” sleep are seen. When
subjects are awake, two patterns of neural activity are
recorded in the EEG—alpha waves and beta waves. In
quiet resting, particularly when the eyes are closed,
alpha waves are recorded with a frequency of about 10
cycles per second. The higher amplitude, lower fre-
quency pattern that defines alpha waves reflects neural
synchrony. When subjects are alert, low-amplitude,
high-frequency beta waves (15-30 cycles per second)
dominate the EEG: This is the state of desynchrony.
Desynchrony in the EEG can be elicited by stimulating
the subject with a loud noise or by engaging the subject
in a mental activity such as problem solving. These
different patterns of neural activity recorded in the
EEG represent a continuum of neural states rather
than absolute qualitative differences. Thus, in the EEG
trace, it is possible to identify periods of alpha activity
or synchrony and beta activity or desynchrony, butitis
not necessarily possible to determine when one type of
activity gives way to another. The presence and
proportion of beta activity in the EEG are correlated
with a subjective sense and behavioral evidence of
alertness in the subject.

The EEG also has features that may be related to
vigilance and motor readiness; therefore, this techni-
que might be a useful method to distinguish alertness
from vigilance and motor readiness. The noise in the
EEG signalis such that itis not easy to identify changes
in the raw electrical signal evoked by stimuli. However,
if the signals are averaged over many occurrences of an
event, it is possible to extract an event-related potential
from the background noise. In vigilance tasks, sus-
tained negativity in the EEG reliably follows a warning
signal that precedes a stimulus event. This particular
scalp potential, with increasing negativity in the period
preceding the expected target, is referred to as the N1.
It is also called the expectancy wave or contingent
negative variation (CNV) because it is elicited by
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neither the warning signal nor the stimulus event alone
but by the expectancy of the target following the
warning signal due to the contingency between them. It
is not possible to conclude with certainty that the CNV
does indeed reflect a single psychological process (by
implication, the warning-target contingency) rather
than the totality of multiple processes, which might
include orientation to the warning signal and expec-
tancy of the target stimulus. Nevertheless, the CNV
appears to be a correlate of vigilance and the issue of
whether the CNV reflects a single process informs the
debate about whether vigilance is a single process.
Another negativity in the EEG, the N2, is recorded
over secondary motor cortex, preceding the onset of
movement. This is called the readiness (or Be-
reitschafts) potential. This negative potential reflects
movement preparation or motor readiness. The “‘vig-
ilance decrement” is reflected in the overall amplitude
of the CNV and the motor readiness potentials;
therefore, there is support for the contention that
these negative brain potentials reflect the operation of
effortful attentional vigilance.

IV. MODULATION OF ALERTNESS

Knowing the determinants of alertness has implica-
tions for the ability to control levels of alertness, which
in turn has economic implications. We live in a 24-hr-
day society, in which many industries and services
operate in shifts. Shift workers want to feel alert and
are expected to maintain optimal performance even
when working during the night. Nevertheless, mistakes
of all kinds are more likely during the early morning
hours, particularly when body temperature is at its
minimum, indicating the low point in the circadian
cycle. Therefore, there is considerable interest in
methods to improve alertness, with implications for
health and safety.

Alertness shows diurnal variation. There are indivi-
dual differences in cycles of alertness, but generally
after a normal night of sleep people are most alert
during the morning and experience a “‘low point” in
alertness in the mid-afternoon, which rises again in the
early evening. It is most difficult to maintain alertness
if one is awake during the early morning hours,
between 2 and 6 AM. Alertness is also modulated by
time since sleep; that is, with an increasing sleep deficit,
there is decreasing alertness.

Alertness is altered by ingested substances. Apart
from drugs, food can modulate alertness. Some food
items have psychoactive effects. For example, certain

foods, such as warm milk, turkey, or bananas,
facilitate sleep. Turkey and bananas have a known
direct physiological effect: They are good dietary
sources of tryptophan, which is a precursor chemical
for serotonin. Milk also contains tryptophan, but the
quantities are lower: The value of milk, particularly,
warm milk, could well have more to do with stimulus-
induced expectations (the warm milk might be a
conditioned stimulus, associated with a bedtime
routine). Nevertheless, although a banana at bedtime
might improve sleep quality (which might perhaps
impact alertness the following day), it is not obvious
that a banana at breakfast would make a person less
alert. Indeed, there is evidence that it might improve
alertness. Dictary supplements of tryptophan are
reported to be useful to reduce the symptoms of
depression, including psychomotor retardation. Glu-
cose is an important substance for neural functioning.
Because there are no stores of glucose in the brain,
availability in the blood is critical. Hunger, or, more
specifically, low blood glucose, is associated with
feelings of mental and physical fatigue. Conversely,
reaction times are faster (both during a baseline period
and after a glucose drink) if the blood glucose values
are high or increasing. Epinephrine does not cross the
blood—brain barrier, but when administered periph-
erally it improves alertness and enhances performance
on cognitive tests. One of its actions is to cause the
release of stores of glucose from the liver and thus
increase blood glucose levels. Interestingly, with
increasing age, glucose regulation appears to become
less efficient and this might account for some of the
decrement in mental acuity that accompanies aging.

Alertness varies according to the demands of current
activity, with internal cognitive factors (such as feed-
back following performance errors) or a change in the
task demands (such as an increase in the density of
traffic on the road for a motorist) modulating levels.
An increase in activity or mild exercise are known to
improve alertness. A modern office is often warm, the
chairs are comfortable, and computers generate a
constant soporific hum—the ideal conditions for
sleep. Alertness can be improved by reducing the
temperature and making the inhabitants slightly
uncomfortable. The occurrence of an unpredictable
event or a change in posture and activity are arousing,
improve cardiovascular function, and also improve
alertness.

Alertness is improved by napping. A prophylactic
nap, before a long period without sleep, is beneficial.
Cat-napping is also beneficial, particularly a nap
lasting up to 20 min, which is sufficient to be refreshing
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but not disorienting on awakening. If a sleeper is
awakened from rapid eye movement sleep, a period of
which would be inevitable in a longer nap, he or she
will be less alert and more disoriented than if he or she
had less overall sleep.

Night-shift workers benefit from bright lighting in
their working environment. The beneficial effect of this
is likely to be due to the influence of the circadian
clock, which is reset by environmental light.

V. ANATOMICAL BASIS OF ALERTNESS

The anatomical basis of alertness is likely to be
common to mammals; therefore, in addition to the
information derived from clinical studies of patients
with brain damage, the anatomy of arousal systems
can be investigated in laboratory animals. In the
following sections, brain regions commonly agreed to
be involved in cortical arousal and attention are
discussed with regard to how these functions relate to
alertness.

A. The Mesencephalic Reticular Formation

Work in the 1930s and 1940s established the impor-
tance of the brain stem reticular formation and its
ascending projections in the sleep—wake cycle and
arousal. In experimentsin the cat, Frédéric Bremer had
shown that knife cuts at different levels of the neuraxis
had different effects on the patterns of sleep and
wakefulness. A knife cut made between the inferior
and superior colliculi (which Bremer called the “cer-
veau isolé” preparation) resulted in a persistent sleep-
like state from which the animal did not recover. The
pupils were constricted and the EEG showed only
synchronized activity. If a posterior cut was made
severing the spinal cord from the brain (which Bremer
called the “‘encephalé isolé” preparation), the cat,
although paralyzed, showed sleep—wake cycles with
normal EEG signs of alternating synchrony and
desynchrony.

In the 1940s, the research of Guiseppe Moruzzi and
Horace Magoun firmly established the functional
significance of these ascending projections using
electrophysiological techniques: recording of single
neurons and electrical stimulation. In their classic 1949
paper, they reported that stimulation of the reticular
core of cats (particularly of the rostral mesencephalon)

results in cortical EEG desynchrony and a change in
behavior to alert wakefulness.

The reticular formation-to-forebrain projections,
severed by Bremer’s knife cuts and stimulated by
Moruzzi and Magoun, became known collectively as
the ascending reticular activating system, reflecting
their supposed importance in arousal and activation.
The ascending reticular projections are to thalamic
nuclei, the hypothalamus, and basal forebrain. Integ-
rity of the ascending reticular activating system is
essential for an animal to be alert and awake. If these
pathways are severed, the animal is in a state of coma;
if stimulated, the animal shows EEG desynchroniza-
tion and behavioral activation.

The reticular formation continues to be regarded as
an important structure in alerting processes. However,
it is now accepted that the reticular formation is not
merely a single ‘““wakefulness center,” the loss of which
results in sleep and the stimulation of which results in
arousal. Rather, the reticular formation is composed
of multiple areas, with distinct functional and neuro-
chemical contributions, that collectively are able to
gate sensory information as well as modulate cortical
excitability and motor output. In particular, it was
ascertained that a midpontine transection (between
Bremer’s cerveau isolé and encephalé isolé prepara-
tions) resulted in a large reduction in sleep. Bremer
interpreted the effects of the midcollicular section as
due to a loss of forebrain activation and arousal
because sensory information was no longer passed to
the cortex. The midpontine section also severed
sensory input to the forebrain but resulted in a cat
that showed very little sleep. This suggested that the
coma resulting from Bremer’s midcollicular section
was due to damage to an arousal mechanism, but that
there were also complementary sleep-producing me-
chanisms, which were isolated by the more posterior
knife cut. Following the midpontine section, there
are cycles of synchrony and desynchrony in the
EEG. During the periods of desynchrony, pupil
dilation and visual tracking (with pursuit eye move-
ments, vergence, and accommodation) are seen in
response to visual stimuli, suggesting normal arousal
mechanisms.

Just as the concepts of arousal, activation, alertness,
and attention have been distinguished and dissociated,
so to have the functions of the reticular formation. In
particular, the wvariety of neurochemical systems
arising in the mesencephalon necessitates that the
traditional view of the reticular formation be replaced
by consideration of the function of a multiplicity of
brain stem neurochemical systems.
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B. Thalamus

The thalamus, located in the diencephalon, is func-
tionally interposed in the sensory and motor pathways
from the brain stem to the basal ganglia and cortex.
The thalamus is subdivided according to functional
criterion, with the principal component being sensory
and motor relay nuclei and the intralaminar nuclei.

1. Thalamic Relay Nuclei

Each of the relay nuclei may be distinguished and
defined by their cortical connectivity. For example, the
medial and lateral geniculate nuclei are auditory and
visual, respectively. The anterior group is connected to
cingulate cortex and has ‘“limbic” functions, the
medial group is connected to prefrontal cortex,
presumably mediating cognitive, or so-called execu-
tive, functions, whereas the lateral group (which
includes the pulvinar) is associated with visual and
somatosensory association cortices and premotor
cortex and mediates higher order sensorimotor inte-
grative functions. The relay nuclei are not connected to
each other but, rather, might be regarded as indepen-
dent channels of information.

The oscillation of thalamic cells is the origin of the
synchronous activity measured in the cortical EEG.
Release of acetylcholine in the thalamus, which
precedes EEG desynchrony and wakefulness, returns
the thalamic cells to the mode in which information
can be relayed to cortex. Release of acetylcholine in the
thalamic relay nuclei depolarizes the relay cells,
increasing their excitability. There is a simultaneous
hyperpolarization of the local inhibitory interneurons:
Because this releases the relay cells from local circuit
inhibition, the likelihood of the relay cell firing is
further increased. Thus, acetylcholine release in tha-
lamic relay nuclei influences the speed, likelihood, and
veracity of information transmission to cortex.

2. Intralaminar Nuclei

The intralaminar nuclei comprise cell groups located in
the paramedian thalamus, within the white matter
called the internal medullary lamina. The mesence-
phalic reticular formation provides noradrenergic and
cholinergic input to the intralaminar nuclei. There are
also inputs to the intralaminar nuclei from cortex,
globus pallidus, cerebellum, and spinal cord. Output is
to the dorsal (caudate nucleus and putamen) and

ventral (nucleus accumbens) striatum of the basal
ganglia and to widespread areas of cortex. The anterior
intralaminar nuclei project to prefrontal cortex, par-
ietal cortex, and primary sensory areas. The posterior
nuclei project to the parietal cortex and premotor
(including the frontal eye fields) cortex. These intrala-
minar—cortical projections are likely to provide the
route by which thalamus directly influences cortical
arousal. Whereas the cortical projections of the relay
nuclei transmit specific sensory and motor information
to the relevant areas of cortex, the cortical projections
of the intralaminar nuclei do not follow the boundaries
of cortical areas. Electrical stimulation of the intrala-
minar nuclei results in eye movements. When neurons
in the intralaminar nuclei are driven by input from the
mesencephalic reticular formation, EEG desynchrony
results. Thus, the intralaminar nuclei can mediate the
effects of mesencephalic influence on the activity of
frontal cortical-basal ganglia—thalamic circuits carry-
ing complex sensory and motor information as well as
directly influencing cortical tone.

3. The Thalamic Reticular Nucleus

Reflecting the organization of the relay nuclei, the
thalamus is often referred to as the “gateway” to
cortex. Surrounding the thalamus on its anterior,
ventral, and lateral surfaces is the thalamic reticular
nucleus, which is a sheet of GABAergic cells. Corti-
cothalamic and thalamocortical fibers pass through
the thalamic reticular nucleus and fibers passing in
both directions have axon collaterals that synapse in
the reticular nucleus. Within the thalamic reticular
nucleus, signals are segregated by sensory modality,
maintaining the topography accorded by their thala-
mic and cortical origins. The cells of the thalamic
reticular nucleus do not project to cortex but rather to
the thalamus (including to nuclei other than those
from which they received signals) and to other sectors
of the thalamic reticular nucleus. These connections
imply that the reticular formation is privy to informa-
tion passing between thalamus and cortex and can
moderate that flow of information. Activity in the
thalamic reticular nucleus may gate the flow of
information from thalamus to cortex by sharpening
receptive fields and response times of thalamic neurons
and by modulating cortical arousal.

The thalamic reticular nucleus also receives choli-
nergic input from the reticular formation, specifically
from the cholinergic cells of the laterodorsal and
pedunculopontine tegmental nuclei, as well as from the
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basal forebrain nucleus basalis of Meynert. The
reticular nucleus also plays a role in the origin of
EEG desynchrony by hyperpolarizing the thalamic
relay cells, increasing the probability of burst firing
and oscillatory activity. Because of the topography of
cortical connections, the thalamic reticular nucleus is
able to control the functional state (synchronous
oscillatory activity as opposed to desynchronous
activity compatible with information transmission)
of individual specific channels to cortex.

In a series of studies in the 1970s, Skinner and
Yingling examined the role of the system comprising
the reticular formation, the thalamic reticular nucleus,
and the corticothalamic circuits. Yingling and Skinner
proposed that the circuits linking cortex and thalamus
control the implementation of intention. The input
from the mesencephalic reticular formation to the
thalamic reticular nucleus is able to interrupt this
pathway by controlling the inhibition by thalamic
reticular nucleus of specific thalamic relay nuclei.
Position emission tomography and functional mag-
netic resonance imaging and functional magnetic
resonance imaging scans in human subjects have
confirmed the role of thalamus and the mesencephalic
reticular formation when subjects are mentally en-
gaged and performing a task compared to resting
scans.

VI. NEUROCHEMICAL BASIS OF ALERTNESS

A. Norephinephrine

The principal noradrenergic cell groups are found in
the locus coeruleus, the lateral tegmentum, and the
dorsal medulla. The most important of these for the
processes discussed here, being implicated in processes
of arousal and attention, are the neurons of the locus
coeruleus. These neurons project widely to the fore-
brain, including thalamus and hypothalamus, cerebel-
lum, basal forebrain, hippocampus, and throughout
the neocortex. They also have descending projections
to the sensory nuclei of the brain stem and to the spinal
cord. Inputs to the locus coeruleus contrast with these
widely distributed outputs because they are restricted
to two nuclei of the rostral medulla—the nucleus
paragigantocellularis and the nucleus hypoglossi pre-
positus. The locus coeruleus does not receive direct
sensory input, or indeed any direct input from the
forebrain, but rather excitatory sensory input is
relayed through these medullary nuclei.

The activity of the locus coeruleus varies with the
sleep-wake cycle. The neurons are most active during
alert waking and least active during rapid eye move-
ment sleep, even though the cortical EEG shows
desynchrony under both of these conditions. Pharma-
cological stimulation of the locus coeruleus in anes-
thetized cats results in desynchrony in the EEG.

Neurons of the locus coeruleus respond to sensory
input, particularly salient-novel or noxious—environ-
mental stimuli. On the other hand, these neurons are
quiet when the subject is awake and behaviorally alert
but merely engaged in activities such as grooming or
eating. This suggests that the neurons are responding
to external stimuli but not to internal stimuli. How-
ever, although the neurons respond to salient, un-
expected events, the response of the locus coeruleus is
not dependent simply on the sensory properties of
stimuli but also on their relevance. For example, in
vigilance tasks the neurons are responsive to targets
but not to nontargets. Furthermore, these neurons
show a vigilance decrement, with a decrease in their
responsivity over time in the task that corresponds to
the behavioral decline in performance. This evidence
suggests that locus coeruleus norepinephrine may play
a role in vigilance.

B. Acetylcholine

Acetylcholine is metabolized from choline and acetyl
coenzyme A by choline acetyltransferase. Choline is
available in food such as egg yolks, or by breakdown of
phosphatidylcholine, more commonly known as leci-
thin, which is used as an emulsifier in foods such as
chocolate. Choline is the rate-limiting step in the
production of acetylcholine, such that insufficiency of
choline in the diet can lead to deficits in acetylcholine,
whereas dietary supplements can increase the produc-
tion of acetylcholine. Acetylcholine is broken down in
the synaptic cleft by acetylcholinesterase; thus, acet-
ylcholinesterase inhibitors, such as physostigmine or
tetrahydroaminoaridine, have the effect of increasing
the availability of acetylcholine in the synapse. There
are two types of cholinergic receptors—nicotinic
(found in striated muscle and in the central nervous
system) and muscarinic (found in smooth muscles and
in the central nervous system).

The two brain stem cholinergic groups (at
the junction of the pons and mesencephalon) are the
pedunculopontine tegmental nucleus, giving rise to
the dorsal tegmental pathway, which innervates the
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thalamus, and the laterodorsal tegmental nucleus,
giving rise to the ventral tegmental cholinergic path-
way, which innervates the thalamus and hypothala-
mus. Brain stem cholinergic neurons are active
when the EEG shows desynchrony (i.e., during alert
waking and during rapid eye movement sleep).
Furthermore, an increase in activity of these neurons
precedes the onset on desynchrony, suggesting a causal
relationship.

In the forebrain, the septal cholinergic cell groups
give rise to projections to the hippocampus, whereas
the basal forebrain nucleus basalis of Meynert projects
to the cortex and the thalamic reticular nucleus. These
basal forebrain cholinergic projections are intimately
related to the brain stem cholinergic system and
represent a functional extension of it. The forebrain
cholinergic cells receive input from the ascending
reticular cholinergic cells. Like brain stem cholinergic
cells, the activity of basal forebrain cholinergic neu-
rons correlates with EEG desynchrony and shows the
same circadian fluctuations related to the sleep—wake
cycle. Cortical cholinergic innervation from the basal
forebrain has been implicated in states of attention,
particularly sustained and selective attention. In the
case of well-practiced performance, with predicable
and expected stimuli, cortical cholinergic input from
the basal forebrain maintains vigilance performance.
As such, this system is involved in attention and does
not determine levels of alertness, although the basal
forebrain is likely to be the substrate in which
attentional performance is modified by changes in
alertness.

It is not possible to be certain where systemic drugs
exert their effects. In the case of cholinergic drugs, it
could be at the level of the relay nuclei of the thalamus,
the thalamic reticular nucleus, or cortex, all of which
are believed to be important in alertness and atten-
tional processes but in different ways. Cholinomi-
metics (e.g., nicotine) are alerting and improve
cognitive performance of normal humans and patients
with Alzheimer’s disease. Conversely, anticholinergics
(e.g., scopolamine) impair the cognitive function of
normals and have sedative effects. The cognitive
deficits of scopolamine most likely reflect specifically
the role of acetylcholine cognitive functions rather
than being due to the sedative effects per se: Amphe-
tamines increase arousal and alertness but exacerbate
the cognitive deficits following scopolamine. The
effects of cholinomimetics in normal humans and
patients with Alzheimer’s disease (who have measur-
able loss of cortical acetylcholine) are more likely due
to facilitation of attention and the efficient allocation

of limited cognitive resources rather than enhance-
ment of memory.

C. Dopamine

Dopamine-containing cells of the mesencephalon are
located in the substantia nigra (A9 cell group), the
ventral tegmental area (A10 cell group), and the
retrorubral nucleus (A8 cell group). The cell projec-
tions are used to define two systems: The mesostriatal
(from the substantia nigra and ventral tegmental area
to the dorsal striatum, as well as other nuclei of the
basal ganglia) and the mesolimbic and mesocortical
(from the ventral tegmental areca to the ventral
striatum and frontal cortex).

Given the specificity of these projections, it is
reasonable to assume that the functions of these
pathways should be easily defined. The mesostriatal
pathway is known to degenerate in Parkinson’s
disease, which results in imbalances of activity in
circuits of the basal ganglia of the forebrain and the
attendant motor impairments of the disease. The
function of dopamine in this pathway can be described
as motor activation: Akinetic patients with Parkin-
son’s disease (with degeneration of the mesostriatal
dopamine pathway) have been reported to declare that
they desire to move but are unable to initiate the
action. Conversely, the drug amphetamine, one of the
actions of which is to stimulate the release of dopamine
in this pathway, is dubbed ‘“‘speed” for its motor
activation effects. The mesolimbic-mesocortical path-
way can also be stimulated by drugs, and the ability of
a drug to stimulate dopamine in this system is
predictive of a drug’s potential for abuse in humans
and self-administration in animals.

The spontaneous activity of dopaminergic neurons
does not correlate with the sleep—wake cycle. Dopa-
minergic neurons respond to environmental stimuli
but not in the same manner that would be expected of a
sensory system. In particular, the neurons are likely to
respond initially to the presentation of a primary
reinforcer such as food when the reinforcer is un-
expected. Over repeated presentations, when the
primary reinforcer is no longer unexpected, the
neuronal response is seen to diminish, while preceding
predictive stimuli come to elicit the neuronal response.
Thus, it is thought that the mesostriatal and the
mesolimbic—mesocortical dopamine systems play a
role in motivation and behavioral activation in the
pursuit of a goal.
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D. Serotonin

The raphe nuclei, running rostro-caudally along the
midline of the pons and medulla, contain the majority
of the serotonergic neurons of the brain. The posterior
groups send descending projections to the cerebellum
and to sensory and motor neurons and also modulate
neuronal excitability. The ascending forebrain projec-
tions arise from the anterior groups. The dorsal raphe
projects to frontal cortex and striatum and the median
raphe projects to the hippocampus and the septum.

Neurons of the raphe nuclei fire tonically during
active alert wakefulness when there is EEG desyn-
chrony, but they fire at very low rates during sleep and
are silent during rapid eye movement sleep when the
EEG is also desynchronized. However, lesions of the
raphe nuclei result in reduction of forebrain serotonin
and a correlated reduction in time spent sleeping.
Furthermore, drugs that acutely reduce forebrain
serotonin also lead to a reduction in sleep. With
chronic inhibition of serotonin synthesis (maintaining
levels of serotonin below 10% of normal), there is
nevertheless a partial recovery of sleep. This evidence
suggests that serotonin is necessary for the expression
of normal sleep—wake cycles, although serotonin does
not appear to be necessary for initiation of sleep.

A role for serotonin in cognitive processes is
suggested by the specificity of the neuronal responses
during alert wakefulness. There is evidence that
serotonin might be involved in processes of behavioral
inhibition, particularly the ability to withhold pun-
ished responses. Such deficits would be manifest as
impulsivity.

E. Combined Effects

The serotonergic, noradrenergic, and cholinergic
transmitter systems show changes in their activity as
a function of the sleep—wake cycle. These transmitter
systems are implicated in setting levels of cortical
excitability, which presumably forms the basis for
variations in alertness. Nevertheless, it is still the case
that very little is understood about how these systems
interact to modulate or mediate alertness and varieties
of attention in the waking state. The role of glutama-
tergic neurons of the mesencephalon, which project
to the thalamus and have similar patterns of activation
as those of the brain stem cholinergic projections
across the sleep—wake cycle, also remains relatively
uninvestigated.

VII. DRUGS THAT CHANGE ALERTNESS

A. Stimulants

Psychomotor stimulants, which include amphetamine
and related compounds, caffeine, and nicotine, in-
crease alertness, whereas sedatives decrease alertness.
The term “psychomotor stimulant” is of interest
because it draws attention to the cognitive effects of
the drugs and emphasizes that they do not merely
stimulate the motor system, although motor stimula-
tion is a feature of many of these drugs.

The methylxanthine derivatives (caffeine, theophyl-
line, and theobromine found in coffee, tea, and
chocolate, respectively) are the most popular and
commonly used stimulants. They increase the release
of dopamine, serotonin, and norepinephrine. Fatigue
is reduced and there is an increase in alertness and
improvement in vigilance performance. However,
caffeine consumption can impair complex motor
tasks. At doses exceeding approximately 250 mg (the
quantity in three fresh-brewed cups), tremor, nervous-
ness, and anxiety can result. Contrary to popular
belief, caffeine does not counteract the effects of
alcohol: Caffeine (or another stimulant) will arouse a
drunk but will not make him or her sober.

Amphetamines are stimulant drugs that cause
euphoria, hyperactivity, increased confidence and
subjective alertness, and reductions in fatigue and
appetite (hence their use for weight control). Response
latency is decreased in a variety of tasks, with increases
in errors generally being due to anticipations (i.e., not
waiting to process a target signal). Amphetamines also
cause sympathetic arousal (increasing heart rate and
blood pressure). The principal pharmacological effect
of amphetamines is to increase the release and decrease
the reuptake of the neurotransmitters dopamine and
norepinephrine throughout the brain.

The stimulants adrafinil and modafinil are agonists
at the noradrenergic postsynaptic (¢;) receptors. At
doses that have alerting effects, these drugs are
reported to have few side effects. Specifically, unlike
other stimulant drugs that inhibit sleep, reports
suggest that these drugs do not impair the ability to
fall asleep and do not alter sleep patterns. Further-
more, they are less likely than amphetamines to result
in rebound hypersomnolence, and the motor effects
(tremors and hyperactivity) are much less pronounced.
In addition, although modafinil increases dopamine
turnover in the striatum, the motor stimulatory effects
of modafinil are not antagonized by drugs that block
dopamine receptors, suggesting that the mechanism of
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the stimulant properties of modafinil is entirely
independent of the motor stimulatory effects of
amphetamines. Reboxetine, an antidepressant nora-
drenegic reuptake inhibitor, is also a stimulant.
Nicotine is an agonist at cholinergic nicotinic
receptors, but by binding at presynaptic cholinergic
receptors it has the indirect effect of causing the release
of dopamine. Nicotine improves performance on a
variety of tests of attention and cognitive function.

B. Sedatives

The narcotic analgesics (or narcotics) belong to the
class of opioid drugs. Opiates (e.g., opium, morphine,
and codeine) are derived from the opium poppy,
whereas the synthetic derivatives (e.g., heroin) and
purely synthetic drugs (e.g., Demerol and methadone)
are called opioids. Heroin crosses the blood—brain
barrier faster than morphine, giving a larger and faster
“high,” but it is converted to morphine once in the
brain. These drugs are sedative analgesics, because
they have pain-relieving properties as well as being
central nervous system depressants. All of the drugs
also have abuse potential because they result in
euphoria. The sedative effects of opioids result from
opiate receptors in the mesencephalic reticular forma-
tion, whereas the reinforcing effects are due to
stimulation of the mesolimbic dopamine system. The
psychoactive effects of opium have been known for
centuries. After the opiate receptor was identified, the
search began for the endogenous chemical that bound
to this receptor. The endorphines (the name is derived
from “endogenous morphine’) were identified. En-
dorphines are released with stress and exercise; they
appear to function as natural painkillers. It is the
release of endorphines that is responsible for “runner’s
high,” the feeling of euphoria and sedation that
follows strenuous exercise.

Central nervous system depressants are similar to
opiates but without the analgesic effect. They include
barbiturates (e.g., pentobarbital, secobarbital, amo-
barbital, and phenobarbital), sedative hypnotics [e.g.,
scopolamine and methaqualone (quaaludes)], and
anxiolytics (e.g., diazepam). Barbiturates are used as
sleeping pills and there is cross tolerance and cross
dependence with alcohol, which has similar depressant
effects on cognitive function. Alcohol is a central
nervous system depressant, which has effects on
membrane excitability.

VIIl. DISORDERS OF ALERTNESS

Fatigue is a deficit in alertness, which is a normal
response following physical or mental exertion and
instructs the body to rest and repair. Fatigue is a
symptom of many illnesses, which reflects in part the
importance of rest in recuperation from illness.
However, there are occasions, such as after resting,
when fatigue is inappropriate and, when alertness is
required, debilitating. If such unexplained fatigue is
persistent and is accompanied by other symptoms
(such as sleeping problems, depression, concentration
or memory problems, headache, sore throat, swelling
of the lymph nodes, and muscle or joint pain) it is likely
to be diagnosed as chronic fatigue syndrome.

Alertness is generally considered a good thing, but it
is worth considering whether there are conditions in
which a patient might complain of hyperalertness.
Insomnia is the most obvious candidate; however, this
is better thought of as a condition of inability to sleep
rather than inability to be “not alert.” Typically, the
insomniac will complain that he or she is drowsy and
fatigued and, in fact, suffers from a lack of alertness
when awake because of an inability to sleep. The best
example of hyperalertness is perhaps mania.

A. Mania

Mania describes a state of high, perhaps frenzied,
psychic and physical energy in which the patient shows
hyperactivity, impulsivity, and disproportionate emo-
tional reactions (often mirth, but also irritability).
Mania, which may be regarded as the converse of
depression, is rarely seen alone without the patient also
experiencing depressive periods, alternating with the
periods of mania. The cycle of mania and depression in
bipolar disorder is many months, with more than four
cycles in a year described as “rapid cycling.”

The neurochemical basis of bipolar disorder is not
known, although serotonin and norepinephrine are
implicated, as they are in unipolar depression. Clues to
the nature of the neurochemical dysfunction, and
therefore clues to the nature of normal neurochemical
function, are often found in the effective treatment
regimes. The most effective treatment for bipolar
disorder is chronic administration of the drug lithium
carbonate. Lithium has a rapid and beneficial effect on
calming mania and once the mania is treated, it seems
that the depression does not follow. The neurochem-
ical effects of lithium are on the noradrenergic and
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serotonergic systems. The biological action of lithium
is complex, with effects seen on membrane excitability,
neurotransmitter receptor density, and modulation of
second messenger systems. The functional conse-
quences of such actions are that reuptake of norepi-
nephrine and serotonin is enhanced and the release of
serotonin is enhanced. One of the current hypotheses
regarding bipolar disorder is that there is a synergy
between these neurotransmitters in the determination
of mood, such that low norepinephrine ‘‘sets the
scene” for affective disorder while the levels of
serotonin determine the form the illness will take. It
is unlikely that the explanation will be as simple as the
relative overall levels of serotonin and norepinephrine,
but understanding the complex action of lithium might
provide important insight into the normal functional
harmony of these brain transmitter systems.

B. Depression

The converse of mania is depression, and psychomotor
retardation is one of the cardinal symptoms of
depressive disorder. Psychomotor retardation is man-
ifest as poverty of movements, generalized lethargy,
and inertia. There appears to be a loss of motivation,
with a consequent decline in productivity, which might
be described as mental and physical fatigue.

Diminished ability to think or concentrate or
indecisiveness nearly every day are depressive symp-
toms of considerable diagnostic and research interest.
In the DSM-IV manual, they are included in the
diagnostic criterion for major depressive episode.

Atypical depression is diagnosed when there is
reactive mood (“mood swings’) plus at least two of
four additional symptoms: a lifetime pathological
sensitivity to rejection, hyperphagia (or overeating),
hypersomnia, and leaden paralysis. The latter two are
of most relevance to the discussion of disorders of
alertness. Hypersomnia describes the tendency to sleep
excessively: Some patients may sleep asmuch as 20 hra
day. Leaden paralysis describes a state in which the
patient suffers extreme psychomotor retardation. All
physical activity ceases and the patient will spend
many hours in apparent stupor.

Depression is treated with drugs, which increase the
availability of serotonin and/or norepinephrine either
by increasing their production or by blocking their
reuptake, thereby making more of the neurochemical
available in the synapse to stimulate receptors.

C. Disorders of Consciousness

At the extreme of disorders of alertness are the so-
called disorders of consciousness, including coma,
persistent vegetative states, and hyperkinetic or aki-
netic mutism. In the case of coma, the patient cannot
be aroused and is unresponsive to internal and external
stimuli. In contrast, the persistent vegetative state is
differentiated from coma by the presence of cyclic
arousal (resembling sleep—wake cycles) but without
cognitive alertness or responsivity. Both coma and
persistent vegetative state are associated with damage
in the brain stem and both conditions are described as
deficits of alertness.

In akinetic and hyperkinetic mutism, the deficit
is less obviously one of alertness, although patients
with either condition are unresponsive and apparently
unconscious. Akinetic mutism resembles the persistent
vegetative state in that the patient is unresponsive
but shows spontaneous eye opening and may show
smooth pursuit tracking of visual stimuli. This state
has been described as ‘“hypervigilant”: The patient
appears to be alert and attentive although he or she
remains unresponsive. This disorder results from
damage to frontal cortical and subcortical areas,
such as that which occurs following rupture of the
anterior communicating artery. The converse condi-
tion appears to be hyperkinetic mutism, in which
the patient displays coordinated motor activity but
without attention and apparent awareness. Hyperki-
netic mutism is seen following damage to posterior
attentional circuits of the parietal and occipital lobe,
leaving frontal cortex intact. In both cases, the brain
stem activating systems are intact: The forebrain
executive systems are compromised. Thus, these
conditions might represent the dissociation of con-
sciousness (which is impaired) and alertness (which is
present).

IX. IS ALERTNESS A USEFUL CONCEPT?

It is both possible and useful to make a distinc-
tion between alertness and processes such as arousal,
attention, and vigilance. Traditionally, arousal was
the term used to encompass all forms of activation,
be it the cognitively and spatially specific arousal
achieved by covert orienting of attention or the general
and nonspecific sympathetic arousal resulting
from the perception of imminent danger. Identifying
the specific functions of the multiple transmitter
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systems, arising in the brain stem to innervate
the forebrain, requires a fractionation of the concept
of arousal into its components. It is not possible
to determine a single neurochemical system that is
responsible for alertness: It is likely that alertness is
the product of the synergistic activation of multiple
transmitter systems. Nevertheless, alertness is a
useful concept because it represents another dimension
along which cognitive processing varies and further
fractionates and refines the traditional concept of
arousal.
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GLOSSARY

affixes Grammatical word endings (e.g., ly, ing, ed).

derivational paralexia A paralexia in which the root morpheme,
but not the part of speech, is retained.

functors Grammatical words, including pronouns, prepositions,
articles, conjunctions, and auxiliary verbs (e.g., him, the, with, and
are).

inflectional paralexia A paralexia in which the root morpheme
and the part of speech are retained, but the form of the word is
incorrect.

orthographic Pertaining to the letters of which a word is composed
and the order in which the letters occur.

orthographic paralexia A paralexia in which the response shares
at least 50% of its letters with the target word.

paralexia The incorrect production of a word in oral reading.

part of speech Syntactic classification of a word (e.g., noun, verb,
adjective, adverb, and functor).

phonologic Pertaining to the pronunciation of the word.
pseudowords Pronounceable nonwords (e.g., zilt and rog).
semantic Pertaining to the word’s meaning.

semantic paralexia A paralexia that consists of a real word that is
related in meaning to the target word.

In this article, alexia is the term used to refer to acquired
disorders of reading, subsequent to brain injury, in
persons who had been literate prior to the injury. This
is distinguished from dyslexia, which refers to devel-
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opmental disorders of reading. In other texts, the term
acquired dyslexiais used synonymously with alexia and
is distinguished from developmental dyslexia.

I. INTRODUCTION

Alexias are common in patients who have sustained
damage to the left hemisphere of the brain and are
present in most patients with aphasia. In recent years,
several different varieties of alexia have been identified.
This is not surprising: Reading is a skill consisting of
many cognitive components. Although there are many
different models of reading, most agree that certain
basic processes must occur: The written symbols are
processed perceptually; letters are segregated and
identified; orthographic units are matched to stored
orthographic representations (knowledge of the letters
that comprise a word and the order in which they
occur); and the activation of orthographic representa-
tions, in turn, leads to activation of phonologic
representations (the word’s pronunciation) and se-
mantic representations (the word’s meaning). Distur-
bances in these various subcomponents of reading
might very well be expected to disturb the process of
reading in different ways. The identification of differ-
ent types of alexia has led to new, more specific,
approaches to treatment as well as to more detailed
assessments of acquired reading disorders.

IIl. SYMPTOMS OF ALEXIA

The different types of alexia are distinguished from one
another on the basis of two basic features: The

Copyright 2002, Elsevier Science (USA).
All rights reserved.
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properties of the words that the patient has difficulty
reading and the types of paralexias, or reading errors,
that are produced.

A. Paralexias

The term paralexia is applied to an error produced in
response to a task requiring the oral reading of a
written word. Ordinarily, this term is used only for
single-word responses and does not include multiword
phrases.

Orthographic paralexias are reading errors in which
the response shares at least 50% of its letters with the
target word, in approximately the same order. Some
examples are shown in Table 1. These paralexias have
sometimes been called “visual paralexias.” This is a
misnomer: The overall visual similarity between target
word and response is often minimal with regard to
overall shape and length (e.g., political — “‘police”).
Another reason not to use the term visual paralexia is
that in most cases, orthographic paralexias are not
caused by visual problems. Orthographic paralexias
are produced by patients with all forms of alexia, but
the reasons these errors are produced differ between
alexias. Therefore, these paralexias are not particularly
useful in the classification of an alexia.

Semantic paralexias are reading errors in which the
meaning of the response word is related to the meaning
of the target word. Semantic paralexias are of many
types. The response word may be a synonym, an
antonym, a subordinate, a superordinate, a coordi-

Table |

Examples of Paralexias

Type Example

Orthographic winter — “water”

badge — “‘bandage”

Semantic river — “‘stream”
play — “game”
Derivational instructive — ““instructor”
strength — “‘strengthen”
Inflectional wished — “wishing”

wants — “‘want”
Orthographic-then-semantic sympathy — “‘orchestra”
favor — “‘taste”
Functor substitutions before — ““into”
his - “our”
bread — “‘breed”

shoe — “show”

Regularization errors

nate, or an associate of the target. Examples of
semantic paralexias are provided in Table I. By
definition, all alexic patients who produce semantic
paralexias as more than 5% of their total reading
errors are classified as having “deep alexia,”” which will
be discussed later.

Inflectional and derivational paralexias are reading
errors in which the root morpheme is retained but the
incorrect form of the word is produced. Inflectional
paralexias refer to errors in which the correct part of
speech is retained (e.g., happiest — ‘“happier” and
buy— “bought’). Derivational paralexias refer to
errors in which the part of speech has been changed
(e.g., applaud — ““applause”). Inflectional and deriva-
tional errors are always seen in patients with deep
alexia. They are often produced by patients with
phonologic alexia as well. They are not characteristic
of pure alexia, surface alexia, or attentional alexia.
Prefix errors may occur in left neglect alexia, and suffix
errors may occur in right neglect alexia.

Function word substitutions are errors in which a
function word such as a preposition, conjunction,
pronoun, or auxiliary verb is incorrectly read as
another, seemingly unrelated, function word. Many
of these paralexias are easily classified as function
word substitutions; there is simply no other way in
which the response word and the target word are
connected (e.g., her — “which’’). On other occasions,
function word substitutions may be related orthogra-
phically (e.g., her — “‘here’’) or semantically (e.g., her
— “‘she”). Although these latter paralexias may indeed
represent instances of orthographic or semantic para-
lexias, they are typically all categorized as function
word substitutions. Function word substitutions are
produced by all patients with deep alexia, and by some
patients with phonologic alexia.

Regularization errors are paralexias that are pro-
duced when an alexic patient reads a word as it would
be pronounced if it were being read via some sort of
spelling-to-sound correspondence rules (e.g., the word
come is read as “‘comb”). These errors are not always
easy to classify because the “rules” that were employed
are not always transparent. Regularization errors may
occur, sometimes with great frequency, in patients with
surface alexia.

Orthographic-then-semantic paralexias are the result
of two processing errors. The target word is first
altered orthographically, then the altered word is
misread semantically. These paralexias may at first
appear to be random, unrelated responses until the
mediating word is deduced (e.g., pivot — [pilot] —
“airplane”).
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B. Word Properties Affecting Reading Accuracy

Written words differ along many dimensions. Some
differences among written words, such as the word’s
initial letter or physical characteristics such as color,
height, or type font, have little relevance to alexia.
Other characteristics of words are extremely important
in diagnosing and understanding alexia. These include
part of speech, concreteness, length, regularity, and
familiarity.

1. Part of Speech

For some alexic patients, the probability of reading a
word correctly is dependent on the word’s syntactic
class. What is remarkable is that when a patient shows
such a part-of-speech effect, the order of difficulty of
the word classes is usually predictable. Nouns and
adjectives are typically read best; verbs are read with
greater difficulty; and functor words, including pre-
positions, conjunctions, pronouns, articles, and aux-
iliary verbs (e.g., have and was), are read most poorly.
Part-of-speech effects are always seen in deep alexia
and often in phonological alexia.

2. Concreteness

Another dimension along which words can be divided
is the degree to which their referents are concrete or
accessible to the senses. This is highly correlated with
imageability, the ease with which a word’s referent can
be imaged. For some alexic patients, words that are
highly concrete or imageable (e.g., chair) are more
likely to be read correctly than words low in image-
ability or concreteness (e.g., truth). Patients with deep
alexia always display a concreteness effect, and
patients with phonological alexia may show this effect
as well.

3. Length

The length of a written word will affect its likelihood of
being read correctly for patients with certain types of
alexia but not for others. For some patients, particu-
larly those with pure alexia, words containing more
letters will be more difficult. For other patients,
especially those with phonologic/deep alexia, the
number of syllables (not letters) might affect the
difficulty of reading the word. For many patients,
however, neither of these measures of length will be
significantly correlated with reading success.

4. Regularity

This refers to the degree to which a word’s pronuncia-
tion can be determined by its spelling—that is, whether
it can be “sounded out” on the basis of spelling-to-
sound correspondences. For some patients, particu-
larly those with surface alexia, words that are highly
regular such as pin and tub are more likely to be read
correctly than irregular (also called ‘“exception”)
words such as pint and touch.

5. Familiarity

Familiarity, whether or not a word is known to the
reader as a real word, affects the reading of some alexic
patients. An unimpaired adult reader can read both
familiar real words and unfamiliar pronounceable
nonwords (pseudowords), such as “‘rithy” or “Mr.
Jamport.” The reading of patients with phonologic/
deep alexia is sensitive to this variable; real words such
as rot may be read better than pseudowords such
as bot.

lll. TYPES OF CENTRAL ALEXIA

A. Pure Alexia

The syndrome of pure alexia was first described in the
19th century. The most striking feature of this reading
disorder is that the patient retains the ability to write
and spell; thus, pure alexia is also known as alexia
without agraphia. Patients who have alexia without
agraphia cannot read that which they have just written.
A characteristic feature of pure alexia is that patients
with this form of alexia retain the ability to recognize
words that are spelled aloud to them. That is, although
patients with pure alexia have difficulty recognizing
written words, they do not have difficulty identifying
those same words upon hearing the names of the letters
in the word in serial order. In fact, many of these
patients discover that they can “‘read” written words if
they name the letters of the words. The use of this
compensatory reading strategy has been termed letter-
by-letter reading. The ability to identify letters may be
impaired early in the course of pure alexia. However,
letter-naming ability often recovers over time, or it can
be successfully retrained in most cases. The error most
likely to be produced is the orthographic paralexia.
These errors may be the result of incorrect letter
naming or failure to hold on to all letter names in a
word while the word is being identified (Table II).
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Table Il

Central Alexias and Their Characteristic Paralexias

Table lll
Central Alexias and Word Properties Affecting Reading

Alexia type Paralexias Alexia Word properties affecting reading
Pure alexia Orthographic Pure alexia Letter length
Surface alexia Orthographic Surface alexia Regularity

Regularization
Phonological alexia Orthographic
Inflectional and derivational
Function word substitutions
Deep alexia Orthographic
Inflectional and derivational
Function word substitutions
Semantic
Phonological text alexia Errors occur only in text reading
Orthographic
Inflectional and derivational

Function word substitutions

Pure alexia is also characterized by a length effect, in
which words with more letters are read more slowly
and are less likely to be read correctly than words with
fewer letters (Table III). The length effect is likely a
consequence of the explicit letter-by-letter reading
strategy: The more letters that must be identified and
named, the longer it must take to do so. There are no
effects of concreteness, part-of-speech, regularity, or
familiarity either when these patients are attempting to
read words or when words are spelled aloud to them.

Patients with pure alexia usually have intact lan-
guage, although there may be some degree of anomia
(difficulty retrieving words), which may be particularly
pronounced for colors (color anomia). They frequent-
ly have a visual field cut called a right homonymous
hemianopia, in which the right side of visual space
cannot be seen.

Both the retained ability to spell and write and the
retained ability to recognize orally spelled words
suggest that orthographic information about words
remains intact in patients with pure alexia. Thus, it has
been suggested that the disorder reflects a disconnec-
tion of visual information from intact language
processing areas of the brain.

The anatomy of pure alexia is consistent with the
notion of a disconnection between visual and language
processing centers of the brain. Pure alexia typically
results from a stroke within the distribution of the left
posterior cerebral artery or from a tumor located in the
posterior left hemisphere of the brain. In most cases,
the left occipital lobe is damaged such that the primary

Phonological alexia Part of speech
Concreteness
Syllable length
Familiarity
Deep alexia Part of speech
Concreteness
Syllable length
Familiarity
Phonological text alexia Errors occur only in text reading,

except PW reading errors

Part of speech

Concreteness

Syllable length

Familiarity

visual cortex is destroyed. This accounts for the right
homonymous hemianopia. All visual input, then, must
be processed initially by the right visual cortex. The
results of this processing must then be transferred to
the left angular gyrus for orthographic processing.
However, this relay of the information is not possible
because the lesion also damages the splenium of the
corpus callosum, which connects the hemispheres in
the posterior part of the brain, or the lesion damages
the fibers adjacent to the angular gyrus within the left
hemisphere. In either case, the visual information
cannot reach the left angular gyrus, and reading fails
(Table IV).

B. Surface Alexia

The cardinal feature of surface alexia is the presence of
a measurable regularity effect in reading. When
presented with a list of words with regular spelling-
to-sound correspondences and a second list of words
matched to the first list in letter length and frequency
but consisting of words with irregular spelling-to-
sound correspondences, patients with surface alexia
have considerably more difficulty reading the second
list. The regularity effect is likely to be even more
pronounced when the words are of low frequency.
Some patients with surface alexia produce regular-
ization errors; that is, an irregular word is pronounced
(incorrectly) as it would be according to the



ALEXIA 115

Table IV

Alexias and Site of Lesion

Alexia

Lesion site

Pure alexia

Surface alexia
Phonological alexia
Deep alexia
Phonological text alexia
Attentional alexia

Neglect alexia

Left occipital lobe and splenium of the corpus callosum

Parietal or temporoparietal, multifocal cortical degeneration, or closed head injury
Variable sites, but usually in the distribution of the left middle cerebal artery

Left frontal extending into the parietal and temporal lobes

Variable sites, but usually in the distribution of the left middle cerebral artery

Left posterior tumor or left parietal infarct

Typically right parietal lesion

spelling-to-sound correspondence rules of the lan-
guage. However, not all surface alexic patients pro-
duce regularization errors in reading. Indeed, some of
these patients produce a large number of errors that
appear to be the result of a misuse of correspondence
rules. Vowels, which typically have more than one
pronunciation, are often mispronounced. One com-
mon error is the production of the short vowel rather
than the long vowel in syllables consisting of vowel—
consonant—e (e.g., reading hate as ““hat’’). Consonants
with multiple pronunciations may be misread as well
(e.g., get — “jet”).

The patient with surface alexia appears to be unable
to access the meanings of written words without first
accessing their pronunciations. Comprehension of
written words appears to depend on the pronunciation
given to the word. Thus, if a written word is read
incorrectly, the meaning attributed to that word will
correspond to the pronunciation given. For example, if
the word come is read according to spelling-to-sound
correspondence rules, and is thus pronounced so as to
rhyme with “home,” then the surface alexic patient
may interpret the word to mean an implement used for
fixing one’s hair.

As might be predicted, homophones are the source
of a great deal of confusion for surface alexic patients.
Intact readers make use of the orthography (spelling)
of words such as for and four to determine that the
former is a preposition and the latter a number. The
surface alexic patient, upon pronouncing them both
identically, may not know which for/four is which.

Indeed, the surface alexic patient frequently relies on
the pronunciation of a written word not just to
determine its meaning but also to determine whether
ornotitisareal word. If the patient reads the word pint
so as to rhyme with mint, then the word will be judged
to be anonword, because there is no English word with

that pronunciation. The patient is unable to rely on the
familiarity of the sequence of letters in a previously
known word to determine that it is a real word.

Similarly, pseudowords are not immediately recog-
nized as being nonwords and must be pronounced
before such a judgment can be made. Pseudowords
that are homophonic with real words (e.g., hoam) may
be accepted as real words by surface alexic patients.

The reading of patients with surface alexia usually
does not show an effect of familiarity. [If anything,
there is a reverse familiarity effect, in that pseudo-
words are read better than many (irregular) real
words.] Likewise, effects of concreteness, part of
speech, and length are not typically seen in surface
alexia. In most reported cases of surface alexia, spelling
is impaired in a manner analogous to the reading
deficit. That is, words with irregular or ambiguous
spellings are likely to be spelled incorrectly more often
than words with predictable spellings (lexical or sur-
face agraphia).

Most patients with surface alexia have lesions in the
parietal or temporoparietal region of the left hemi-
sphere. Surface alexia has also been described in cases
of multifocal cortical degeneration and is frequently
seen following closed head injury.

C. Phonological Alexia

The defining feature of phonological alexia is a strong
familiarity effect (i.e., a marked deficit in reading
pseudowords) in the face of a relatively intact ability to
read real words. Although this may seem to have little
relevance for reading in the real world (we are rarely
called on to read pseudowords), in fact patients with
phonological alexia do complain of difficulty reading,
although their complaints are often nonspecific.
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Some patients with phonological alexia also have
difficulty reading functor words (prepositions, con-
junctions, etc.) and may have a tendency to delete, add,
or substitute affixes (e.g., read faded as ‘“‘fade” or
“fading™).

An explanation of phonological alexia that accounts
for both the primary difficulty reading pseudowords
and the secondary difficulty reading functors is that it
represents a disturbance in connections between
written words (orthography) and their pronunciation
(phonology), forcing reading to proceed via direct
connection between orthography and meaning (se-
mantics). Most functors and affixes serve primarily a
syntactic role and have weak representations within
the semantic network. Pseudowords, of course, have
no semantic value and thus cannot be read via
meaning.

The errors that these patients produce when at-
tempting to read pseudowords often seem to be
derived from the target word in some way. Commonly,
the initial phoneme (sound) is correct. Often, a word
that is orthographically similar to the target word is
produced. Some very short pseudowords may be read
entirely correctly; long pseudowords are rarely read
correctly.

The reading of patients with phonological alexia
does not exhibit a regularity effect. If a length effect is
seen, it is dependent on the number of syllables or
phonologic complexity, not the number of letters. A
part-of-speech effect may be seen, particularly for
functors, as noted previously. A concreteness effect is
occasionally seen in phonological alexia. Patients with
phonological alexia do not always display the analo-
gous deficit in writing (phonological agraphia).

The lesion causing phonological alexia is quite
variable but is normally located within the distribution
of the left middle cerebral artery.

D. Deep Alexia

The reading of patients with deep alexia displays all the
alexia symptoms of phonological alexia, with the
addition of the defining feature of the disorder, the
production of semantic paralexias. When semantic
paralexias are produced at a rate that is greater than
chance, the entire symptom complex is almost guar-
anteed to be seen: poor pseudoword reading, a part-of-
speech effect in which verbs are read more poorly than
nouns, and functors are read more poorly than verbs, a
concreteness effect, and the production of derivational
errors and functor word substitutions. The pseudo-

word reading deficit in deep alexia tends to be more
severe than that seen in phonological alexia. Re-
sponses may be completely dissimilar to the target
pseudoword, or no response at all is produced.

It has been suggested that deep alexia represents the
(most impaired) end point of a continuum that
includes the various manifestations of phonological
alexia. As in phonological alexia, the pronunciation of
written words cannot be accessed directly; reading
proceeds semantically. However, in deep alexia there is
an impairment within the semantic reading route that
results in the semantic paralexias. This impairment
may be within the semantic processing system or in the
ability of that system to access the correct phonologi-
cal code.

The typical lesion that produces deep alexia is a large
one, affecting much of the left frontal lobe and
extending into the parietal and temporal lobes as well.
It has been posited that the symptom complex of deep
alexia is actually a manifestation of right hemipshere
reading in the presence of a left hemisphere that is
greatly damaged. Support for this notion has come
from studies of reading in split-brain patients. It has
been demonstrated that the right hemisphere of some
of these patients can read concrete words but not
abstract words or functors and cannot determine the
pronunciation of nonwords (ascertained with a rhyme
task). This pattern is similar to the reading pattern of
patients with deep alexia.

E. Phonologic Text Alexia

Some patients complain of difficulty reading following
a stroke or head injury, but the examiner may be
unable to find any class of words—or indeed any
words at all—that the patient cannot read correctly.
However, the accurate reading of words presented
singly is not replicated when the words are presented
within the context of text. When reading text, these
patients tend to produce functor word substitutions,
and they make errors on affixed words, as is frequently
observed when phonological/deep alexic patients are
asked to read single words. Also, like phonological
alexic patients, these patients have difficulty reading
pseudowords. It therefore appears that the reading
problems of these patients are related to the problems
seen in patients with phonological alexia. Hence, this
reading disorder has been labeled phonologic text
alexia.

Patients with phonologic text alexia typically have
auditory comprehension deficits as well as reading
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comprehension deficits. They also have impaired
short-term phonologic memory, as demonstrated by
decreased span for recall of digits, words, and pseudo-
words. The combination of all symptoms associated
with phonologic text alexia leads to the proposition
that the reading disorder seen in these patients is in
some way the result of a deficit in phonologic pro-
cessing and/or retention of phonologic information.

The paralexias produced by patients with phonolo-
gic text alexia in text reading (few errors are produced
in single-word reading) are predominantly derivation-
al paralexias and orthographic paralexias; semantic
paralexias are not part of this syndrome, nor are
regularization errors. A length effect may be observed,
but this will be dependent on the number of syllables,
not the number of letters, reflecting the phonologic
processing deficit.

As with phonological alexia, phonological text
alexia is normally the result of a lesion in the
distribution of the left middle cerebral artery.

IV. TYPES OF VISUAL ALEXIA

Some acquired reading disorders are not the result of
deficits within the language/reading processing sys-
tems per se, but rather reflect difficulties at a more
peripheral stage of visual processing. Attentional
alexia and neglect alexia are the most common of
these visual alexias.

A. Attentional Alexia

Attentional alexia, like phonologic text alexia, is seen
only when the patient is attempting to read text; the
reading of words in isolation is basically intact.
However, when viewing a multiword display (typically
normal text), the patient appears to have difficulty
maintaining the separation between words. Letters
from adjacent words somehow infiltrate the word
being read, resulting in errors that appear to be similar
to those of orthographic paralexias. Attentional alexia
does not appear to be a problem specific to reading.
Rather, it is part of a more general problem with
selective attention. The reported etiologies of atten-
tional alexia include left posterior tumor and left
parietal lobe infarct.
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B. Neglect Alexia

The term neglect alexia refers to a pattern of reading in
which one side of each word and/or one side of a page
of text is not read or is misread. Often, although not
always, this is seen within the context of a neglect
syndrome that is not specific to reading. That is, the
patient tends to ignore one side of space, even when not
engaged in reading. Typically, neglect is produced by a
lesion in the right parietal lobe, resulting in neglect of
the left side of space. However, there have been
reported cases of right-sided neglect alexia following
left hemisphere lesions and even some cases of left-
sided neglect alexia following left hemisphere lesions.
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GLOSSARY

divided attention Involves two or more simultaneous trains of
cognitive activity in which the attentional focus has to be split
between these activities either by simultaneously maintaining
attention or rapidly switching between them.

episodic memory A type of memory involving recollection of
specific experiences or episodes or where the context of material is
also remembered. It can be contrasted with semantic memory, which
is knowledge of the world, independent of the context in which it is
acquired.

mental control Processes involved in the control and sequencing of
cognitive activity. The term can be used in a similar fashion as

Encyclopedia of the Human Brain
Volume 1

executive functioning, which in turn encompasses the control
processes relating to cognition.

perseveration The tendency to continue (inappropriately) a
particular pattern of behavior or response. This can either occur
continuously, such as repeating the same motor action, or after a
delay, such as the unintentional repetition of a previously emitted
response or idea.

Alzheimer’s disease (AD) is the most common dementia,
accounting for approximately 65% of cases and
resulting in widespread neurodegenerative brain
changes and accompanying progressive cognitive
decline. The brains of people with AD are atrophic,
with the most pronounced loss of brain tissue in the
parietal and temporal lobes and with relative sparing
of the occipetal, primary motor, and somatosensory
cortices. The main histological changes include the
presence of neuritic plaques, neurofibrillary tangles,
granulovacuolar degeneration, gliosis, and neuronal
cells loss. Accompanying these changes are depleted
neurotransmitter functioning, affecting the main sys-
tems, including cholinergic, noradrenergic, and sero-
tinergic function. A corresponding global reduction in
cognitive function is the main feature of AD, but this
has distinct patterns and can vary between patients.
Cognitive neuropsychological investigations have
helped establish the pattern of cognitive decline,
mainly through studying groups of AD patients.

I. THE PRODROMAL PHASE

The insidious onset of Alzheimer’s disease (AD) means
that there is a significant prodromal phase of varying
length, with research indicating a length of up to 20

Copyright 2002, Elsevier Science (USA).
All rights reserved.
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years. During this period, there is an accumulation of
neuropathological alterations accompanied by subtle
cognitive changes, but not yet detected as AD. The
nature of these changes has been investigated by
following up a random sample of individuals without
dementia in a prospective fashion and determining the
characteristics of those who develop AD. Such studies
indicate that poor performance on tests of episodic
memory are highly predictive of AD. There are also
individuals who develop isolated substantial memory
impairment in the absence of a diagnosis of dementia
who then develop AD. This prodromal phase may last
many years. Studies suggest that subsequent AD in
individuals with isolated memory impairment can be
predicted on the basis of short batteries of neuropsy-
chological tests of episodic memory and mental
control. Allied to this is the finding that atrophy of
the hippocampus is predictive of subsequent conver-
sion to AD. So too are decreased cerebral perfusion
rates in the posterior and anterior cingulate, the
hippocampal-amygdala complex, and the anterior
thalamus, which are structures comprising the net-
work that is thought to support episodic memory
function. The prodromal phase has been studied in
individuals at greater risk for developing AD, speci-
fically those who are at risk for autosomal-dominance
familial AD. This research indicates that the onset of
AD is preceded by measurable decline approximately 2
or 3 years before symptoms are observable and 4 or 5
years before the individual fits the criteria for AD.
Again, memory dysfunction is the best predictor of
subsequent AD.

IIl. COGNITIVE DECLINE IN AD

AD is perhaps the most well-known example of a
progressive dementia. The trajectory of decline, how-
ever, can differ among people. Nevertheless, there is
evidence that the decline is not linear, with the rate of
decline early on being slower than in the middle phase.
It is not clear whether the rate of decline slows again in
the later stages, partly because there is a lack of
measuring instruments that can measure change across
the range of severity of cognitive impairment. Many
factors have been investigated regarding whether they
influence the rate of decline overall. High levels of
education seem to be associated with a lower preva-
lence of AD. Thus, education has been interpreted as
acting as a mitigating factor in relation to the
neuropathological changes that occur in AD. Con-
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versely, a lower level of education may act as a risk
factor in terms of determining the effects of decreased
cerebral functioning. Other factors, such as age of
onset and whether or not the person is in an institution
or receiving community care, do not appear to have
any systematic relationship with severity of dementia.

lll. ATTENTION

Attention has been investigated in AD in four main
areas: phasic, sustained, selective, and divided atten-
tion. Phasic attention involves maintaining a state of
readiness to respond to a stimulus for very short
periods. This appears to be normal in AD, as shown by
the normal facilitatory effect of a warning signal prior
to having to respond to a stimulus. For example, when
a tone precedes having to press one of two keys,
according to the position of a “‘square” on a computer
screen, the speed advantage provided by the tone is
normal in AD. Sustained attention or “‘vigilance” is
the ability to attend to a particular sensory input or set
of sensory inputs for long time periods. Preservation of
vigilance in AD has been shown on various tasks,
including that requiring a person to listen to trains of
short tones.

Selective attention is the ability to shift attention at
the perceptual stage. Within the visual domain this has
been studied in relation to spatial attention, or moving
the focus of attention between specific locations. Here,
the processes of engaging or focusing attention on a
location, disengaging, and shifting to another location
can be studied. In AD, there is evidence that a deficit
exists in disengaging and switching attention. Perfor-
mance on the Posner selective attention task supports
this conclusion. AD has been investigated by employ-
ing a task in which a particular response key has to be
pressed according to whether a vowel or consonant
appears to the left or the right of a central fixation
stimulus. An arrow is shown just before the stimulus,
pointing to either the left or right side of the screen,
predicting the stimulus (valid cue) or pointing in the
wrong direction (invalid). Most of the time the cue
points in the right direction. In AD, there is a normal
advantage when the valid cue is shown, indicating that
engaging attention is normal. For the invalid cue, there
is a greater increase in response time for AD, indicating
problems with disengaging or switching attention
away from the invalid cue. Impairments in selective
attention have also been shown in relation to stimulus
attributes. This has been investigated by showing digits
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constructed from arrays of smaller digits and then
requiring attentional shifts between the larger digits
(global) and the smaller ones (local). This requirement
leads to much larger response times in AD. Auditory
selective attention has been studied using the dichotic
listening task, in which simultaneous presentation of
two strings of digits is provided. The normal right ear
advantage when recalling the two-digit strings is lost in
AD. Additionally, when instructed to recall the left ear
first, there is an inability to benefit from a left ear
advantage. This is interpreted as indicating that
attention cannot be switched at will in AD.

People with AD perform very poorly on tasks that
involve divided attention. This has formally been
studied by requiring patients to combine tracking a
moving node on a visual display unit using a light pen
and other distracter tasks, such as pressing a foot pad
when a tone is heard or repeating a string of digits. This
type of task results in very high levels of interference in
AD patients when compared to controls, even if the
difficulty level of the tasks is adjusted to ensure that
overall the difficulty of each individual task matches
the ability of the participant.

IV. EXECUTIVE FUNCTION

The term “‘executive function” is used to cover a broad
category of neuropsychological functions concerned
with the sequencing and coordination of mental
activity and behavior. These aspects tend to show
impairment in the early stages of AD, with consider-
able impairment in the middle phase. This includes
impairment on a range of standard tests, such as the
Wisconsin Card Sorting Test, the Stroop Test, Ran-
dom Generation of Digits, and Verbal Fluency.
Although some of the deficits on these types of tasks
are due to impairments in other domains of functions
(e.g., language in relation to verbal fluency), there does
appear to be a core deficit in relation to such functions
as mental flexibility, initiation, and response inhibi-
tion. It is possible to detect subgroups of AD in which
executive dysfunction appears early in a more isolated
form, although the impairment tends to be become
more general as the dementia progresses. It should be
noted, however, that progressive dysexecutive impair-
ment as an early presenting feature is likely to occur in
people with frontotemporal dementia rather than AD.

Behavioral signs of executive dysfunction at a more
basic level include perseveration and utilization beha-
vior. Various forms of perseveration are seen in AD.
These can be elicited using simple tasks, such as

performing movement to command or getting the
patient to draw alternating squares. The unchecked
repetition of movement, sometimes termed continuous
perseveration, is thought to be due to a disturbance in
motor output in which there is postfacilitation of
motor impulses. Operating at a different level are
“stuck in set” perseverations, which involve difficulty
in switching from one activity to another. A third type,
which has been termed recurrent perseveration, is the
most common type reported in AD and involves
unintentionally repeating a response after a delay,
cued by a new stimulus. For example, when a patient is
asked to define a series of words, such as in the
Wechsler Adult Intelligence Scale Vocabulary test, he
or she may produce definition material from earlier
items in response to a new item in an inappropriate
fashion. It has been found that 88% of patients with
AD have produced at least one recurrent perseveration
within a standard test battery, whereas in normal older
adults this type of error is rarely seen. In utilization
behavior, responses are cued by objects in the envir-
onment in an exaggerated or inappropriate fashion
—for example, being impelled to reach out and grasp
proximal objects. Although this has not been studied
extensively in AD, it can be observed in patients in the
middle or later stages.

V. SHORT-TERM AND WORKING MEMORY

Short-term memory encompasses memory for materi-
al or events up to a period of approximately 30 sec. A
basic method for assessing this is the memory span
procedure, which involves the repetition of sequences
of items, for example, words or tapping out a sequence
of moves on an array of blocks. This type of memory is
only slightly impaired in early AD. A more substantial
impairment is observed if a delay is introduced
between presenting material and recall and when the
delay is filled by a distracter task.

This pattern of short-term memory dysfunction has
been best characterized by research that attempted to
identify the integrity of the different cognitive sub-
components of short-term memory. In relation to the
verbal domain, the functioning of the articulatory loop
system is a major component. This acts as a phono-
logical store for verbal material, with a verbal rehear-
sal mechanism. There is evidence that this system is
relatively spared in early AD. This is based on the
finding that the phonological similarity effect is
normal in AD. The effect relates to the tendency of
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phonologically similar letters (e.g., PTCVBG) to be
recalled worse than dissimilar letters (e.g.,
KWYRZQ). The size of the effect reflects the strength
of the phonological store, and this effect has been
found to be normal in AD, despite an overall reduction
in memory span. A related finding is the normal word-
length effect, in which longer words are more difficult
to remember than shorter ones, reflecting the greater
amount of time that the longer words take to be
recycled in the articulatory rehearsal mechanism.

A major contributor to short-term or working
memory impairment in AD is the divided attention
of a person. This is seen in experimental paradigms,
such as combining tracking with remembering digits,
and also on tasks such as the Brown—Peterson task, in
which three verbal items (e.g., letters) have to be
remembered over intervals of up to approximately 30
sec whilst the person is distracted by a subsidiary task.
When combined with tasks such as counting back-
wards by three’s, there can be a severe impairment,
even in the early stages of AD. Also, even simple tasks,
such as a simple tapping movement, are sufficient to
cause impairment in AD.

VI. LONG-TERM MEMORY

A. Episodic Memory

To many clinicians, an impairment in episodic mem-
ory, the inability to recall information or events within
spatiotemporal contexts in the period of minutes,
hours, or days, is the hallmark of AD. However, it
should not be considered as a single distinguishing
feature. Episodic memory impairment accounts for the
loss of spatial or temporal orientation that can occur
early on in AD. Formal testing of this type of memory
almost always reveals substantial impairment across a
range of tasks, for example, recalling lists of words,
sentences, and stories or recognition memory for
words, faces, and pictures. From a behavioral stand-
point, memory loss has a distinct pattern as the
dementia progresses. The following are the stages in
the breakdown of memory function in AD.

Early AD: Mild memory lapses occur but cause only
a few problems for the person. They are often falsely
attributed to other factors, such as the effects of
normal aging, stress, or depression. Examples are
forgetting errands, failing to forward messages, and
becoming disorientated in unfamiliar surroundings.
Memory of episodes in the near distant past is poor,
including memory of conversations with other

people. These types of memory problems do not
necessarily indicate a progressive neuropsychologi-
cal impairment or dementing illness.

Moderate AD: The memory impairment starts to
have a very significant effect on daily living
activities. Memory errors include becoming disor-
ientated even in familiar surroundings, forgetting
familiar people or friends, and confusing the time of
day or day of week. The person becomes increas-
ingly unable to keep track of daily events.

Severe AD: Memory errors become more severe and
can present safety problems for the person, such as
those associated with wandering or forgetting to
turn off the gas stove. Close relatives may be
forgotten. Marked positive signs become apparent,
such as confabulation and paramnesia.

The substantive impairment in episodic memory has
been related to the pattern of neurodegeneration in
AD. Studies of pure amnesia have implicated the
mesial temporal lobe structures in memory function-
ing, including the hippocampus, the parahippocampal
gyrus, and the perirhinal and entorhinal cortices.
There is evidence that these structures are more heavily
damaged early on in the time course of AD, including
neurodegeneration of the hippocampus in which
severe changes in the CAl field are observed. Addi-
tionally, neurofibrillary tangles (NFTs) are found in
large quantities in the entorhinal cortex (affecting
layers II and IV). This structure receives projections
from the perirhinal and parahippocampal cortices,
which in turn project to association cortex including
regions of the frontal, parietal, and temporal lobes. A
hierarchical vulnerability of individual cytoarchitec-
tural fields has been established through neuropatho-
logical studies in which NFTs appear in highest
densities first in the entorhinal cortex and then in the
CALl fields and the association and sensory cortices
(Fig. 1). Structural magnetic resonance imaging (MRI)
has also shown that loss of volume of the hippocampus
is related to episodic memory loss rather than other
aspects of cognition (e.g., language and constructional
praxis). In addition to mesial temporal lobe involve-
ment, there is evidence that damage to the diencepha-
lon contributes to memory disorder. First, a feature of
episodic memory impairment in AD is a lack of
sensitivity to the context in which a memory is formed,
similar to that found in amnesic patients with dience-
phalic damage, such as occurs in Wernicke—Korsak-
off’s syndrome. Second, structural MRI has revealed
an association between episodic memory loss and
shrinkage of the diencephalic (thalamic) region.
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Figure 1 A schematic representation of the relationship between density and distribution of neurofibrillary tangles (NFTs) and duration of
AD. (A) lateral view; (B) lateral medial view. The legend gives the density in number of NFTs per millimeter” represented by different shadings.
EC, entorhinal cortex; AMG, amydala: Numbers refer to Brodman mapping (reproduced with permission from Arriagada et al., 1992).

The episodic memory impairment in AD can be seen
as an amnestic syndrome overlaid by various proces-
sing deficits that further compromise memory func-
tioning. This is supported by the inability of people
with AD to make use of semantic processing to aid
episodic memory. Normally, memory for material can
be improved substantially if it can be better structured
during the encoding process or if associative links are
made with other material, as in the case of the “depth
of processing” procedure in which a semantic orien-
tating instruction is given, such as preceding a word
with the question “Isit a type of bird?”’ In AD thereisa
failure to take advantage of these types of processes,
with no improvement in memory. Nevertheless, when
orientating instructions are given when the material is
presented and the same orientating instructions are
used to cue retrieval, there are memory improvements
in early AD. Thus, this fact can be useful in rehabilita-
tion programs relating to memory function.

B. Semantic Memory

The term semantic memory refers to the long-term
store of facts, rules, concepts, and associations. The

neuronal basis for this type of memory is thought to be
diffuse within the neocortex but involving the infer-
olateral regions of the temporal lobes, with bilateral
representation. The vulnerability of this region in AD
underpins the loss of semantic memory functioning
even at very early stages. Loss of semantic memory
should also be distinguished from another disorder,
semantic dementia, in which there is an early and
marked pure semantic memory impairment. Evidence
for the impairment in AD derives from a variety of
tests. One is an impairment in verbal fluency, the
ability to produce series of words that begin with a
specific letter or that belong to a certain category (e.g.,
fruits). Fewer items are produced within a fixed time
period. There is also a problem with object naming, in
which the tendency is to produce superordinate or
within-category errors [e.g., naming a trumpet a
“musical instrument” (superordinate) or a “‘violin”
(within-category)]. These impairments appear to relate
to loss of material rather than to a problem accessing it,
and they cannot be explained solely on the basis of
language impairment. The main supporting evidence
for this is that within a particular individual with AD,
errors occur relating to the same specific material with
different tests. For example, if there is a problem with
naming an item, there is more likely to also be a
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problem matching the name of the object to a picture
of it. This can be true across a range of tests, including
naming, matching words and pictures, sorting into
categories, and providing definitions in response to
being given the name of an item.

In other types of patients with brain damage,
sometimes there is a dissociation between the types
of semantic memories that are impaired. Specifically,
those with focal damage to temporal structures can
have difficulties naming living things, whereas those
with frontoparictal damage can be impaired with
regard to nonliving things. This distinction is mirrored
in AD, for which some studies show particular
problems with naming living things and some only
with nonliving things, whereas others show no differ-
ence between the two. It has been suggested that such
category-specific impairment depends in part on the
stage of the dementia, with the early stages associated
with more difficulty with nonliving items, and the
pattern reversing as the dementia progresses. How-
ever, this is not proven and an alternative idea is that
the type of category-specific deficit depends on the
relative involvement of either temporal or frontopar-
ietal regions.

The breakdown of semantic memory may explain
some of the difficulties that people with AD have in
responding appropriately in social or practical situa-
tions. There is evidence that impaired semantic
memory extends to loss of schema or script knowledge.
This refers to memories for typical sequences of events
common to the shared cultural experience. For
example, this might include “‘going to the theatre” or
“a meal at a restaurant.” Script knowledge has been
examined in AD, and it has been shown that only the
central and most frequent components of a script tend
to be recalled, with difficulties in assigning particular
activities to certain scripts.

The overall breakdown of semantic memory in AD
may explain the clinically observed “‘emptiness” of
thought and vague linguistic utterances, observed
more acutely as the dementia progresses into the
moderate form.

C. Remote Memory

When interviewing a person with AD, there is often the
impression that distant events (e.g., early adult or
childhood memories) are remembered better than
recent ones. This type of “Remote Memory” has been
explored in AD using various techniques and has

provided insight into the circumstances in which the
very remote memories are stronger. One technique is to
present photographs of the faces of people who were
famous in different past time periods. On the whole,
such studies support the clinical impression, with
famous people from the distant past more likely to be
remembered, but there is an overall impairment.
People with AD tend to do better if asked to say
whether a face represents a famous person rather than
to name the person or provide the identity; this finding
has been taken to indicate that the primary problem is
a loss of stored semantic information about the person
who is represented rather than difficulties in accessing
the name. A second technique consists of to showing
pictorially famous scenes and asking the person to
recall information about the event. Again, pictures of
events in the distant past tend to produce fewer
memories in AD.

Another approach is to investigate autobiographi-
cal memory, in which personal memories are cued
using single words (e.g., “car”) or people are asked
specific questions about their past. Single-word cueing
tends to produce more vague and generic responses.
Specific questions, which may be about personal
semantic information (e.g., schoolteachers) or episodic
(e.g., recollections of the first day at school), result in a
higher than normal number of memories about the
distant past, similar to the pattern with famous faces.
A further variant on this approach is to ask the person
to talk about events that have been important in his or
her life. In normal older adults, there is a tendency to
produce most stories relating to early life, very few
stories regarding the middle years, and then a modest
increase in the amount of recent stories. In AD this
pattern is repeated, but with a downward shift in
performance. The result is that the past stories remain
prominent, whereas middle-life stories become extre-
mely sparse and there are few recent ones. In other
words, people with AD may be left with memories of
only salient personal events in early life, which may
explain why one of the characteristics of temporal
disorientation is that they think they are living in an
earlier era.

VII. IMPLICIT MEMORY

A. Conceptual Priming

Conceptual priming is a form of repetition priming in
which the subsequent reprocessing of the stimulus
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takes place at the meaning or content level of the target
stimulus. A main example is word-stem completion, in
which the first few letters of a word are represented
(e.g., the word ““motel” with the stem “mot”). The task
is to generate a word beginning with these letters; the
fact that the particular word was presented previously
increases the chances that it will be produced and not
some other word. There is evidence for impairment of
this type of task in AD, with the prior presentation of
words failing to bias the subsequent production of the
same words. This contrasts with “pure” amnesia or
Huntington’s disease, in which normal priming may
occur.

However, there are circumstances in which there is
normal conceptual priming, including the use of the
homophone spelling bias test. Here, the manner in
which a homophone is spelled by a subject can be
biased in one direction by presenting semantically
related items beforehand that are related to a parti-
cular spelling For example, if the word “son” (or
“sun”) is presented aurally, then it is more likely to be
spelled “sun” if it is preceded by the words “moon”
and “‘stars.” The semantic context primes the produc-
tion of the related spelling. This phenomenon has been
shown to be as strong in AD patients as in normal
subjects. There is also evidence that providing greater
support for the original semantic processing of a word
can reinstitute the priming effect in AD patients.
Specifically, this has been achieved by requiring the
subject to complete a sentence that ends in the word
used for the priming (e.g., ““He hit the nail witha ... .”
must be completed, where the priming word is
“hammer”’). A similar procedure that results in normal
priming is to require the person to provide the meaning
of each of the words that are used as primes. The
presence of normal priming effects in certain instances
has been interpreted as indicating that whether or not
conceptual priming occurs normally in AD depends on
the demands on semantic memory. If the demands are
high, such as in the lexical priming task, then a partial
degradation of semantic memory will cause an im-
pairment.

B. Perceptual Priming

Perceptual priming occurs when processing the per-
ceptual features of a stimulus (e.g., the visual or
auditory form) increases the subsequent response time
to the same material. Several studies have shown
normal “repetition priming” in AD when previously
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presented material increases the rate at which a
geometrically transformed script is read. Similarly,
facilitation of the identification of briefly presented
words following previous presentation of the same
items is normal in AD. This type of learning mechan-
ism may be located within the brain regions respon-
sible for lower level perceptual processes rather than in
the temporal-parietal regions, hence the degree of
preservation in AD.

C. Perceptual Bias

A related type of learning is the perceptual biasing that
can occur within sensorimotor processing in response
to repeated activity. For example, lifting a heavy
weight for a certain amount of time will bias the
judgment of the weight of another item in the direction
of thinking it is lighter. AD patients, despite having
difficulties explicitly remembering the initially biasing
experience, show the normal perceptual illusion. This
also applies to the perceptual adaptation test, in which
distorting prisms are used to shift the perceived
locations of targets, which then have to be pointed
to, with feedback given regarding the accuracy of
response. In AD, the rate of learning is normal.

VIIl. SKILL LEARNING

The ability to learn skilled motor behavior is not
impaired in AD patients, at least in the early stages.
This is shown by normal rates of learning on a variety
of different tests. One is the pursuit rotor test, in which
a handheld stylus has to be held so that it maintains
contact with a rotating metal disc. Over a series of
trials, accuracy increases and the rate of learning is
taken as the measure of learning ability. In AD
patients, the rate of learning is the same as that in
controls, and this is true when the initial error rates on
the task are carefully matched across groups by
varying the speed of the disc to suit each person.
Another task is mirror-reversed reading of text, which
in normal circumstances improves with practice.
Again, the rate of improvement appears to be normal
in AD. In order to test more complex visuomotor skill
learning, a serial reaction time test has been used. Here,
a typical task consists of four lights being presented
and each time a light comes on a key in front of it must
be pressed as quickly as possibly. A random sequence
is presented, but embedded in this sequence is an order
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that is repeated several times. Visuomotor skill learn-
ing is shown by the increase in response time following
repetition of the sequence, contrasting with a relative
decline in response time with novel sequences. In AD,
the normal pattern of learning is found, in the context
of slower overall responses.

In all of the skill learning tasks described previously,
the preserved learning ability suggests that AD
patients rely on a different neuranatomical substrate
than, for example, episodic memory. Comparison
studies have been performed using other neurological
conditions. These show a consistent learning deficit in
Huntington’s chorea, indicating that the neostriatal
systemis involved at the level of modification of central
motor programs following sensorimotor feedback.

IX. LANGUAGE

A disturbance of language function is an intrinsic part
of early AD and shows a steady progression in the time
course of the dementia. At the early stages, the main
feature in everyday language is anomia, accompanied
by impoverished and circumlocutious language. As the
dementia progresses, problems with comprehension
appear to be more pronounced and the content of
language becomes more vague, with syntactical and
paraphasic errors. At the end stages, language is
reduced to a few phases or even muteness. The
following are the stages in the breakdown of language
functioning:

Early AD
Word-finding difficulties
Naming impairment
Circumlocutory discourse
Some problems with semantics
Moderate AD
Impaired comprehension, particularly with com-
plex material
Simplified syntax
Content vague and sometime meaningless
Paraphasias
Verbal perseveration
Severe dementia
Meaningless repetition of words
Repetition of nonsense words
Mutism

Systematic studies of language function in AD have
focused on the different components and suggest a
general pattern of disorder. In relation to phonetic or
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phonemic processing, the processing and production
of the sound characteristics, there is relative preserva-
tion. Until the advanced stages, phonetic articulation
of word and sentence systems is largely intact. To a
certain extent thisis true for syntactic processing, in the
sense that simpler syntactic constructions appear
normal. Nevertheless, syntactic simplification in writ-
ten language has been noted as an early indication of
AD. Phonology and syntax contrast markedly with
word retrieval impairment, which is manifest in every-
day language as an impoverishment of vocabulary
associated with difficulties in finding the right words.
Nouns tend to be more affected than adjectives, with
verbs the least affected. Formal analysis of this
impairment has focused on confrontation naming for
objects and word fluency. The naming impairment
may reflect in part a perceptual difficulty since it is
exacerbated if the stimulus is a photograph or line
drawing rather than an actual object. Analysis of the
errors in naming suggests that they are also semantic in
nature, with a breakdown in semantic memory in part
underlying the language impairment. Word fluency
impairment likewise may reflect a combination of
word retrieval, semantic memory, and executive
function impairment. The nature of the semantic
impairment was discussed previously. Allied to this is
a deficit in comprehension of both written and aurally
presented material.

The language impairment in AD fits none of the
main categories of aphasia, but comparison studies
indicate that the closest similarity is with forms of
aphasia with more posterior lesions within the neuro-
nal language system (e.g., transcortical sensory dys-
phasia). This is consistent with the neuropathology of
AD, in which the main region of early cortical damage
resides in the parietal and temporal lobes.

X. READING

Reading impairment in AD can be better understood
in relation to cognitive neuropsychological models of
reading processes. A major feature of these models is
the identification of three main routes for reading.
First, thereis a sublexical route that connects the visual
analysis of the word via grapheme to phoneme
conversion and is used in learning to read. Second, a
lexical route involves accessing the word lexicon, but
with direct access to the language output system,
bypassing analysis of the semantic system. This allows
for the identification of words and pronunciation, but
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without accessing meaning. Finally, there is input via
lexical analysis to the semantic system and then
language output.

In AD, the impairment of semantic processing
contributes heavily to problems with reading and
there is evidence that semantic memory deteriorates
before lexical access. For example, in AD, there is
more impairment in defining words than in reading
comprehension, followed by oral reading of single
words. Regular words can be read successfully, but
problems occur when attempting to match words to
pictures. In AD, there is preservation of reading
irregular words, and this is exemplified in the National
Adult Reading Test (NART), which is used to estimate
the premorbid intelligence of a person with AD. Here,
the irregular spellings mean that the grapheme-to-
phoneme route cannot be used successfully, with
reliance on either the semantic or the lexical route.
NART performance is much less affected in AD than
performance on other tests that would normally
measure intellectual function; thus, it can be used as
a premorbid predictor. Nevertheless, with moderate
dementia, NART performance does decline and the
errors made tend to reflect resorting to using the
grapheme-to-phoneme conversion rules to arrive at an
incorrect pronunciation. There is also evidence that the
ability of AD patients to read NART words can be
enhanced by placing them in the context of sentences,
as in the Cambridge Contextual Reading Test. This is
interpreted as the sentence context either facilitating
the reader to identify the word as familiar, which then
improves access to the lexical entry, or facilitating the
use of a semantic route, resulting in a greater likelihood
of correct reading. The reading of nonwords is
impaired in AD, unless reading is done in circum-
stances in which it is possible to draw on orthographi-
cally similar words to construct pronunciation. A
decline in nonword reading also follows the severity of
dementia, indicating that the sublexical route is
compromised in line with the dementing process.

Taken together, the pattern of reading ability in AD
indicates that the lexical system shows less marked
deterioration, with more reliance on the lexical rather
than semantic or sublexical route.

XI. WRITING AND SPELLING

Writing becomes impaired early on in AD and is
correlated with the severity of overall cognitive decline.
This is in turn related to difficulties in accessing
semantic information and is reflected in impairment in

such tasks as written naming, narrative writing, and
the ability to write the correct form of a homophone
according to the given meaning. Reduced accuracy can
also be attributed to impairments in nonlinguistic
factors such as executive control and praxis rather than
mainly to a disturbance within language-specific
processing. Despite obviously impaired spelling per-
formance, AD does not appear to produce any
significant change in the effect of lexical, orthographic,
and phonological stimulus variables in writing real
words and pseudowords to dictation. For example,
there is a normal advantage for spelling words with
regular sound-to-spelling correspondence. However,
there is a tendency for AD patients to show a slightly
increased effect of spelling regularity and to have
relatively more difficulty spelling pseudowords than
normal controls.

XIl. CALCULATION

Impairment in calculation is seen early on in AD.
Although the pattern tends to be heterogeneous and
inconsistent, there is greater impairment in relation to
execution of calculation procedures rather than in
answering arithmetic facts (rote-learned calculation
outcomes). Within the latter, there is more impairment
with multiplication rather than addition and subtrac-
tion facts. The deficit in execution has been related in
part to the higher executive demand, particularly when
the task emphasizes divided attention, such as writing
and memorizing. Errors may also be due to problems
in organizing and monitoring the sequence of cognitive
operations.

Xlil. VISUOSPATIAL FUNCTION

Visuospatial impairment in AD may affect either
constructional or visuoperceptive ability, and these
may reflect the involvement of the dorsal or ventral
streams of neuronal processing, respectively. Con-
structional impairment is unlikely to be a presenting
symptom, but it can be detected through formal
assessment and may relate to parietal lobe dysfunc-
tion, particularly in the right hemisphere. Assessment
procedures include the block design subtest from the
Wechsler Adult Intelligence Scale, which usually
reveals impairment in moderate dementia but can
detect difficulties in the mild form. A simpler alter-
native is to require the patient to draw a series of
line drawings, with drawing impairment frequently
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observed in early AD. There are some indications that
drawing to command (e.g., the patient is requested to
“draw a clock’) is more sensitive than copying
drawings. Additionally, copying three-dimensional
figures such as a cube tends to reveal impairment more
readily than copying unidimensional figures. Many of
these procedures, however, may confound construc-
tional dysfunction with problems of praxis or plan-
ning. Visuoperceptual impairment may in part
underlie impairment associated with naming objects.
This is supported by the fact that naming impairment
is increased when photographs of objects or line
drawings are used rather than the actual objects.

XIV. EMOTIONAL PROCESSING

The ability to process emotion has been assessed in AD
using a variety of tasks, including those relating to the
auditory and visual domains. These tasks include
recognizing the emotion of audiotaped voices, facial
expressions of emotion, gestures, body movements,
and videotaped vignettes. There is impairment in AD
on these tasks, but this has been found to relate to the
other components of the tasks used (e.g., visual
processing or abstraction). The lack of primary deficit
in processing emotion may explain why people with
mild to moderate AD can demonstrate correct emo-
tional responses in social settings, appropriately
detecting the emotions of other people.

XV. MOTOR FUNCTIONING

The following are features of motor impairment in
AD:

Pyramidal signs
Hyperreflexia
Plantar responses

Extrapyramidal signs
Tremor
Rigidity
Bradykinesia
Gait disturbances

Primitive reflexes

Apraxia
Ideational
Ideomotor

Not all people with AD exhibit the full spectrum of
deficits. A general feature of AD is that the primary
motor cortex is relatively preserved. However, pyr-
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amidal signs may be seen in AD; these include
hyperreflexia, extensor plantar responses, hyperactive
jaw jerk reflex, and ankle clonus. The mechanism for
this is unclear but may involve either diffuse white
matter or associated vascular dementia. Extrapyrami-
dal signs exist, and the most common are bradykinesia
(slowness of movement) and rigidity (increased resis-
tance to passive movement). Tremor is infrequent.
Gait abnormalities consist of slowness in walking, with
decreased step length, paucity arm swing, and a droop
posture, all of which may become more apparent as the
dementia progresses. Myoclonus can occur early on,
but motor seizures are regarded as happening later.
Primitive reflexes of two types, nocioceptive and
prehensile, are also seen in AD. The nocioceptive
type, which includes the snout reflex, the glabellar
blink reflex, and the palmomental reflex, occurs in
approximately 20-50% of cases and can be seen early
on. Of these, the snout and palmomental reflexes are
the most common. The prehensile type, which includes
grasping, sucking, and rooting, is less frequent (10—
20% of cases) and is associated with late-stage
dementia.

The two common types of apraxia are seen in AD,
according to the strict definition of this term. Idea-
tional apraxia, which involves impairment of the
ability to perform actions appropriate to real objects,
is frequently observed in AD, as is ideomotor apraxia.
The latter refers to selection of elements that constitute
movement, such as in copying gestures and miming
usage. It has been estimated that the presence of both
ideational and ideomotor apraxia occurs in 35%
of patients with mild, 58% with moderate, and 98%
with severe AD. Tool action knowledge has also
been characterized as conceptual apraxia and found
to be dissociable in AD from semantic language
impairment.

In the moderate or severe range, another motor
feature that can be observed is motor impersistence.
This is an impairment in the ability to sustain
a voluntary movement (e.g., exerting a steady hand
grip or keeping the eyes closed). This is distinguished
from apraxia because the movement can be
performed and maintained with instruction. This type
of motor impairment is strongly related to frontal lobe
involvement.

XVI. HETEROGENEITY

The previous description of AD is mostly based on
group studies with the aim of establishing general
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features of neuropsychological dysfunction. Never-
theless, considerable heterogeneity exists and there is
growing evidence for different subforms of AD,
defined in terms of their initial presentation. Although
a typical pattern is early memory disorder followed by
the development of attentional, executive, and seman-
tic memory and praxis and visuospatial impairment,
other patterns have been observed. These include early
aphasic disorder of fluent and nonfluent type and also
early visuospatial or perceptual impairment. These
tend to reflect the pattern of neuropathological
changes, with the aphasic cases having temporal lobe
involvement, those with visuospatial disorders having
greater occipetoparietal alterations, and visual cortex
involvement in the visual variant cases. It has been
estimated that these atypical presentations comprise
14% of patients with AD.

XVIl. CONCLUSION

This article shows that AD can be characteractized as
an interlocking set of neuropsychological impairments
that combine to provide a distinctive profile, consider-
ing AD as a single entity. At least in the early stages,
areas of relative preservation of function can be
identified, and these in turn can be used to optimize
functioning. In addition, no person with AD is the
same; individuals deviate substantially from the gen-
eral profile, such that in clinical practice an individual

analysis of the presenting deficits and their resultant
disabilities should always be considered.
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GLOSSARY

aggression In humans, the intentional infliction of harm on
another, against their wishes and not for their own good; in other
animals, the infliction of harm per se.

executive functioning A superordinate level of cognitive func-
tioning that coordinates goal-directed activities and mediates
conscious experience.

localization of function The attribution of a specific psychological
process or function to a particular neural structure or brain area.
phrenology A pseudoscience of character analysis popular in the
early 19th century based on the mistaken belief that patterns of
indentations and protrusions in the skull indicate brain areas that
mediate psychological functions.

Type A behavior Behavior characterized by feelings of time
pressure, competitiveness, and hostility or chronic anger. Type A
behavior has been linked to cardiovascular disease.

Anger is an emotion that involves both an attribution of
blame for some perceived wrong and an impulse to
correct the wrong or prevent its recurrence. The angry
response may or may not involve aggressive behavior.

Encyclopedia of the Human Brain
Volume 1

I. INTRODUCTION

Anger is a complex phenomenon deeply rooted in both
our social and biological history. In the fourth century
BC, Aristotle observed that

Anyone can get angry—that is easy, ... but to do
this to the right person, to the right extent, at the
right time, with the right motive, and in the right
way, that is not for everyone nor is it easy,
wherefore goodness is both rare and laudable and
noble.

Nichomachean Ethics, 1109a25

Elsewhere, writing from the perspective of a ““physi-
cist,” Aristotle defined anger as a ““boiling of the blood
or warm substance surrounding the heart” (De Anima,
403a30). These two approaches to anger—the social
and the physical—are not unrelated. Aristotle was not
able to articulate that relation, however, except in
abstract, logical terms. His knowledge of the physio-
logical mechanisms was woefully inadequate. Today,
advances in neurophysiology allow us to do consider-
ably better.

At first, our knowledge of the relation of anger to
the brain might seem a straightforward empirical
issue, dependent only on technological advances.
However, such an interpretation is only partially
correct. As the above passage by Aristotle suggests,
anger is inextricably linked to a network of concepts,
an implicit folk theory that encompasses notions of
action and passion, right and wrong, and retribution
and conciliation. Neural mechanisms may be neces-
sary conditions for anger, as they are for all behavior,
but they are not sufficient. In this article, we focus

Copyright 2002, Elsevier Science (USA).
All rights reserved.
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on those necessary conditions, but we do so in a way
that also respects the irreducibly social aspects of
anger.

IIl. TWO MEANINGS OF ANGER

The term ““anger” is used in two distinct ways, both in
everyday discourse and in scientific writings. First, in a
generic sense, anger refers to a family of closely related
emotions, including annoyance, rage, hostility, con-
tempt, envy, fury, frustration, and jealousy. Second, in
a specific sense, anger refers to one emotion among
others in the same general class, such as when anger is
contrasted with annoyance or rage. It is necessary to
distinguish between the generic and specific senses of
anger because what is true at one level of generality
need not be true at another level.

In its generic sense, anger is often used to indicate
almost any aggressive emotional response. Aggression
is one characteristic that some episodes of anger share
with other emotions in its class (annoyance, rage,
hostility, contempt, etc.). However, as a specific
emotion, anger is only occasionally accompanied by
physical aggression, and even verbal aggression is
relatively uncommon. For example, think of the last
time you became angry, probably in the past day or
two. What did you do? If you are like the majority of
people, you likely talked the incident over with the
instigator of your anger or with a neutral third party,
or else you engaged in a variety of calming activities to
“let off steam.”

If anger is typically as benign as the above observa-
tions suggest, why should we be concerned with it and
its underlying neural mechanisms, other than for
academic reasons? The answer is threefold.

First, anger can erupt into aggression. When it does,
the consequences can be serious both for the angry
person and the target. In recent years, major advances
have been made in our understanding of the evolu-
tionary and physiological bases of aggression. As are
new breakthroughs in the understanding of the
neurophysiology of emotional behavior in general,
advances in the study of aggression are reviewed in
detail elsewhere in this encyclopedia and will only be
mentioned briefly here.

Second, the attribution of anger is often used to
excuse behavior after the fact. Anger shifts the blame
from the aggressor (I couldn’t help it; I was over-
come”’) onto the target (“‘Besides, he deserved it””). The
existence of such a ready-made excuse may facilitate

the occurrence of subsequent aggression against the
same or other target, as in the case of child and spouse
abuse.

Third, anger can cause problems even when no
aggression is involved. A person who is unable to
express anger in an effective manner may continue to
suffer affronts (e.g., harassment in the workplace),
leading to chronic stress and associated psychophy-
siological disorders (e.g., hypertension). In addition, a
propensity toward anger and hostility seems to be the
component of the Type A behavior pattern that is
associated with increased risk for coronary heart
disease.

In short, there are good reasons for studying anger
and its relation to the brain. It is important to
emphasize at the outset, however, that this article
focuses on anger as a phenomenon in its own right,
distinct from both aggression and emotion in general.
This discussion is intended to complement, not
replicate or supercede, information provided in the
articles in this encyclopedia specifically focusing on
aggression and emotion.

lll. THE LOCALIZATION OF FUNCTION

To what degree can a complex psychological phenom-
enon such as anger be localized in the brain? The
answer to this question depends in part on the level of
organization under consideration. The more elemen-
tary the response (e.g., a reflex-like reaction), the more
feasible its localization. At higher levels of organiza-
tion (e.g., an instrumental goal-directed act), the
nature of the response depends less on a specific neural
structure than on the interaction among different parts
of the brain and on the integration of information from
a variety of sources, both internal and external.
Historically, there has been a tendency to replace the
questions of what is happening and how it is happening
with the seemingly more tractable question of where it
is happening. In the early 19th century, for example,
phrenologists claimed to have identified locations in
the brain for a multitude of psychological functions,
including everything from verbal ability to love of the
picturesque, based on the perceived correlation of
relevant behaviors with individual differences in
patterns of cranial bulges and indentations. Although
the empirical bases on which phrenology presumably
rested were soon disproved (e.g., the shape of the skull
bears little relation to the shape of the brain),
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phrenology remained popular among laypersons well
into the 20th century.

Modern researchers have grown much more sophis-
ticated in their ability to assess relationships between
the brain and behavior. For instance, by mapping
event-related potentials, as well as using imaging
techniques such as functional magnetic resonance
imaging and positron emission tomography, research-
ers have recently demonstrated a surprising degree of
modularity in brain function. For example, there
appears to be specialized neural circuitry for the ability
to recognize melody formed by variations in pitch as
well as specialized neural circuitry for the ability to
recognize the number of objects in an array. In a
similar vein, research has demonstrated associations
between angry cognitions and certain areas of the
brain, often (but not always) the prefrontal cortex, the
orbitofrontal cortex, and the bilateral temporal poles.

Before reviewing in detail possible associations
between anger and specific areas of the brain, a caveat
is worth emphasizing. Recall the example of the
recognition of melody. Specialized circuitry for recog-
nizing melodic changes in pitch does not suggest that
Beethoven’s Ninth Symphony, for instance, is some-
how hardwired into the brain. Both the composition
and the experience of a symphony are dependent on a
particular social context as well as any biological
predispositions, and the neurological correlates of a
symphony are not only established through experience
but also variably and widely distributed. Something
similar can be said about anger. Specialized circuits
likely exist that help mediate aspects of anger.
However, as the quotation from Aristotle that opened
this article implies, anger also belongs to the realm of
moral discourse. A person cannot simply be angry;
rather, he or she must be angry at someone for some
reason (e.g., a perceived wrong). If anger is to be fully
localized, its ““place” is as much in the social system
(i.e., in the normatively structured interaction between
individuals) as it is in the nervous system.

Stated differently, the functions of the nervous
system must be identified on their own terms, which
include the processing, storage, and retrieval of
information and the organization of behavior. The
question then becomes: Are some kinds of processes
unique to anger (as opposed, for example, to aggres-
sion and emotion in general)? No simple answer can be
given to a question such as this. The human brain is an
exceedingly complex organ that has evolved over
millions of years. Past adaptations are seldom dis-
carded but instead are maintained and incorporated
into newer systems. Thus, some specialization of

function relative to anger undoubtedly exists. There
is, however, no reason to believe that a one-to-one
relationship exists between a particular process and
angry behavior, on the one hand, and another process
and nonangry behavior, on the other hand. Rather,
depending on the circumstances, the same processes
may help mediate angry behavior on one occasion and
nonangry behavior on another occasion. Although
this complicates analysis, it also yields a major
advantage; it means that insights gained in one area
of study (e.g., the neural mechanisms involved in
memory) can be extrapolated mutatis mutandis to
other areas, including anger.

IV. THE ORGANIZATION OF ANGER EPISODES

Anger is a hierarchically organized pattern of beha-
vior. In the following discussion, we distinguish five
levels of organization, three of which can be observed
in infrahuman animals, whereas the other two are
specific to humans (Fig. 1). In discussing the infrahu-
man levels, we focus on aggression rather than anger
per se for reasons that will become evident. However,
as emphasized earlier, human anger need not—and
typically does not—involve aggressive behavior.
Using radio-controlled electrodes implanted in the
brains of Macaca mulatta monkeys, Jos¢ Delgado
observed the effects of brain stimulation on behavior
as the animals roamed freely in their colonies.
Stimulation of some brain sites elicited elementary
(level 1) responses, such as baring the teeth and
vocalizations. Stimulation of other sites elicited re-
sponses that, although still fragmentary, were more
complex and better organized: walking around, cir-
cling, climbing, and the like. Such level II responses
were sensitive to the environment, but they remained
divorced from the remainder of the animal’s behavior.
At a still more complex level of organization (level
I11), one that implicates executive functioning, stimu-
lation could elicit well-coordinated attacks against
other members of the colony. However, the occurrence
of an attack was not a straightforward response to
brain stimulation; rather, it was mediated by past
encounters between the stimulated animal and the
other members of the colony as indicated, for example,
by their relative positions in the troop’s dominance
hierarchy. When an animal was dominant, stimulation
might elicit aggression against subordinate monkeys in
the colony. However, if the subordinate monkeys were
replaced by more dominant ones, stimulation of the



134 ANGER
Y
Uniquely
Human
V. Semantic
lll. Organized
Human
) and
Il. Intermediate > Infra-
human
|. Elementary

Figure 1 The hierarchical organization of anger episodes.

same animal (and at the same site in the brain) might
cause the former aggressor to become the target of
aggression by others.

In the particular monkey whose position in the
troop’s hierarchy was manipulated, the electrode
stimulated her right pedunculus cerebellaris medius
close to the lateral lemniscus. However, the important
detail is not the precise location of the stimulation but
that different responses could be elicited depending on
the animal’s circumstances at the time of stimulation.
This exemplifies the point made earlier that a specific
mechanism may help mediate angry behavior on one
occasion and nonangry behavior on another occasion.

We do not wish to imply that the monkeys studied
by Delgado experienced anger, except in a metapho-
rical sense. As discussed earlier, the concept of anger
implies an attribution of blame; and an attribution of
blame in turn presumes a network of concepts, for
example, of intentionality, right and wrong, and justice
and retribution. To the extent that the experience of
anger is informed by the concept of anger, a monkey
cannot be angry: It can be frustrated and aggressive
but not angry.

To differentiate human anger from infrahuman
aggression, two additional levels of organization must
be considered; namely, the behavior must conform to
anger as conceived of by the individual (level IV), and it
must be related to the self (level V). To an even greater

extent than level III, these distinctly human levels of
organization involve executive functions.

V. EXECUTIVE FUNCTIONS AND THE
EXPERIENCE OF ANGER

Executive functions coordinate goal-directed behavior
and mediate conscious experience. Little direct evi-
dence is available on the neurological mediators of
these functions, at least with regard to anger. However,
the work of Endel Tulving and colleagues on memory
and self-awareness provides some insight. Some of the
same capacities required for memory are also required
for the full experience and expression of anger. For
example, recognizing one’s place in a dominance
hierarchy, as in the case of Delgado’s monkeys
described earlier, presumes a memory of past encoun-
ters based on associative learning. Knowing the
meaning of anger and related concepts, which is a
kind of factual knowledge, involves semantic memory.
However, objective knowledge of the meaning of anger
is not sufficient. In anger, the appraised wrong is
experienced personally (subjectively) as an affront to
the self. The capacity for self-awareness, which Tul-
ving relates to episodic memory, is thus necessary for
the full experience of anger.
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The three levels of executive functioning discussed
by Tulving and colleagues correspond approximately
to the top three levels of organization (III-V) depicted
in Fig. 1. All three levels of executive functioning (and
their corresponding levels of organization) appear to
be localized in the prefrontal cortex. The first level,
which can be found in infrahuman animals as well as in
humans, interacts directly with posterior cortical and
subcortical processes. It is charged with integrating
diverse responses into a meaningful sequence, such as
when Delgado’s monkey’s recognition of her subordi-
nate status mitigated her inclination to attack. The
second level of executive functioning appears to be
localized in a somewhat more anterior portion of the
frontal lobes. In addition to mediating semantic
memory and factual knowledge, as discussed pre-
viously, this level also helps regulate behavior in
situations that require novel solutions. Frustration,
which is a common occasion for aggression, is one such
situation. The third and “‘highest” level of executive
functioning is closely allied with the second. Its
distinguishing feature is its ability to relate events to
one’s own life, not simply in a factual, objective
manner but as part of the temporal sequence of events,
extending from the past and into the possible future,
that comprise a person’s sense of self. There would be
no anger in the fullest sense—only momentary flaring
to the immediate stimulus—without involvement of
the self. Tulving and colleagues speculate that this
capacity for self-awareness is mediated by processes
localized in the most recently evolved anterior portions
of the frontal lobes, an area of the brain whose
relationship to emotional functioning is currently
under investigation, with new findings appearing
almost monthly.

Anger is often depicted as a biologically primitive
response mediated by subcortical and paleocortical
regions of the brain (e.g., the limbic system). It might
therefore seem anomalous to suggest that anger is, in
an important way, a function of the most recently
evolved parts of the brain (anterior frontal lobes).
However, this anomaly is not as great as it might at first
appear. In the first complete work devoted exclusively
to anger, the 4th-century theologian Lactantius used
the wrath of God, not animal aggression, as the
starting point of his analysis. Also, in traditional
ethical teachings, the failure to become angry at
perceived wrong was treated as a failure in humanity,
not as a sign of superior virtue. In other words, the
theoretical conception of anger as a highly evolved
psychological function is not incompatible with many
long-standing understandings of anger.

VI. RECOGNIZING ANOTHER’S ANGER

In recent years, considerable research has been devoted
to specifying the brain mechanisms that help mediate a
target’s perception of another person’s anger. This
reflects, in part, methodological considerations: It is
relatively easy to ask persons (e.g., brain-damaged
patients) to evaluate pictures of angry facial expres-
sions or audio recordings of angry speech; it is difficult
to elicit anger in the context of a research study.
However, the recognition of anger is an important
issue in its own right. As discussed earlier, anger is an
interpersonal emotion; it presumes a target as well as
an angry person. An inability to recognize another’s
anger may thus be as disruptive of social relationships
as is the inability to express anger appropriately.

The results of research on anger recognition have
been variable, allowing few generalizations. The
amygdala, the anterior cingulate cortex, and the
frontal lobes are areas of the brain frequently impli-
cated in studies of the visual recognition of angry
expressions, although these areas are often implicated
in the recognition of other emotional expressions as
well. Damage to the amygdala has also been associated
with difficulty in auditory recognition of anger cues,
although several recent studies have called into
question the importance of the amygdala in recogniz-
ing vocal expressions of emotion.

When interpreting results of research on anger
recognition, several considerations must be kept in
mind. First, the expressions of anger used in these
studies are typically responses (e.g., facial displays)
that occur at the organizational level III or below, as
depicted in Fig. 1. That is, they are more indicative of
aggressive intent than of anger per se. Second, the
recognition of an emotional expression need not elicit
the same emotion in the perceiver as in the sender; that
is, when recognition of an angry expression does occur,
the response of the perceiver may be fear or remorse,
not anger in return. Third, even when the same
emotion (anger) is elicited in the perceiver as in the
sender, the brain mechanisms involved in recognition
need not be the same as those involved in expression.

VII. IMPLICATIONS FOR REHABILITATION FROM
BRAIN INJURY

Life is often unfair, or so it seems. Not surprisingly,
people frequently become angry when confronted with
life’s inevitable misfortunes, including injury due to
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accident or disease. For example, a brain-injured
patient suffering paralysis or aphasia following a
stroke may, like any other patient, experience anger
at the seeming unfairness of events. When the anger is
misdirected at health care providers, not to mention
friends and family, treatment may be disrupted and
recovery prolonged. Nevertheless, the anger is under-
standable, even if unjustified, as the patient comes
to terms with a painful event that makes little
rational sense.

Such “normal” if misdirected anger must be distin-
guished from that which results more or less directly
from injury to parts of the brain related to aggression.
Forinstance, an injury that results in stimulation of the
amygdala may induce an aggressive response that is
interpreted post hoc by the patient as anger. As
humans, we like to think that our actions are mean-
ingful. When, for extraneous reasons (such as brain
injury), we respond in ways that make no sense, we
nevertheless impose meaning on the response. Inter-
preting a brain injury-induced aggressive response as
anger is one such meaning-making device. (Recall the
earlier discussion of the generic and specific senses of
anger. As noted, anger is often used generically to refer
to almost any aggressive response.)

One distinguishing feature between normal (albeit
misguided) anger following injury and brain injury-
induced anger/aggression is that the former is typically
manifested soon after the injury’s occurrence, and it
abates as the patient adjusts to life following the injury.
However, differential diagnosis is difficult. Once an
aggressive response is interpreted as anger, it is in a
sense ‘“‘normalized”; that is, it is made to conform to
the beliefs and rules that help guide normal anger. The
underlying condition that produced the aggression
may thus be masked.

In short, the assessment and management of anger
and aggression in neurological rehabilitation requires

careful exploration of the patient’s entire repertoire of
behavior and the instigating factors. It is easy to be
misled by focusing uncritically on a patient’s claim that
he or she was simply acting out of anger.

The most efficacious treatment of anger and aggres-
sion following brain injury requires an individualized
rehabilitation program that incorporates an array of
neurological, behavioral, and social therapies. In the
same way that anger cannot be localized to any specific
neural structure, the most effective anger management
program will not rely exclusively on any one form of
treatment.
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GLOSSARY

aphasia A disorder of language produced by damage to the
language zone, usually in the left hemisphere of the brain. Aphasia
is not due to the inability to articulate language but is caused by
damage to language representations or mechanisms.

circumlocution When a target word cannot be retrieved, a
multiword response describing the characteristics of the object it
names. For example, “you write with it”” for “pen.”

confrontation naming A task used to evaluate a person’s ability to
spontaneously name an object or an action; either a picture or an
actual object is presented to the person for him or her to name, or a
picture, pantomime, or video enactment of an action is presented to
the person to elicit its name.

literal (or phonemic) paraphasia Sound substitutions or addi-
tions that result in either an unintended real-word utterance or a
nonsense utterance. For example, with the word target flea, the
utterances free, fleep, and flur would all be classified as literal
paraphasias.

perseveration The unintended repetition of an idea, verbal
utterance, or motor output.

verbal (semantic) paraphasia Substitution of a real word for a
verbal target; if the substituted word is semantically related to a
verbal target, such as leaf for the intended target tree, this would be
considered a semantic paraphasia.

Encyclopedia of the Human Brain
Volume 1

Anomia is a profound difficulty in coming up with words in
the course of discourse and/or on a naming task,
particularly those words that are heavily meaning-
laden. This definition presumes both that a word being
sought was originally known by the speaker and that
the difficulty in retrieval is not due to failed articula-
tion. Anomia is a hallmark of aphasic syndromes and
occurs in aphasic persons with fluent, running speech
and in aphasic persons with nonfluent, halting speech.
That is, all aphasic individuals have word-finding
difficulties to some degree. Such difficulties retrieving
words are also characteristic of Alzheimer’s dementia
and, to some extent, of normal aging. This review
focuses on the three populations in which anomia,
sometimes called dysnomia, is prevalent: persons with
aphasia, persons with Alzheimer’s disease, and healthy
older adults. A review follows of category-, modality-,
and grammatical-class-specific anomias and of how
these fractionations of word-finding into subtypes
inform our understanding of the neuroanatomy of
naming. Rehabilitation for anomia and recovery from
it are discussed. Finally, a cognitive framework for
naming is proposed to provide a means for discussing
features of word-finding impairment.

I. ANOMIA IN APHASIA

As mentioned in the article on aphasia (this volume), it
is a set of disorders of language. In adults, the aphasias
are typically caused by stroke in the left hemisphere of
the brain in the perisylvian region. The perisylvian
region is bounded by the third convolution of the
frontal lobe and the angular gyrus in the parietal lobe,

Copyright 2002, Elsevier Science (USA).
All rights reserved.
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by the supramarginal gyrus, and by the superior
border of the inferior temporal gyrus. Nearly all
language deficits are produced by lesions inside the
perisylvian region, and lesions outside of this region
rarely produce language deficits, at least in right-
handed individuals. Both areas traditionally associ-
ated with the classic aphasia syndromes, Broca’s area
in the frontal lobe and Wernicke’s area in the temporal
lobe, lie inside the perisylvian region.

Aphasic individuals with lesions inside this “lan-
guage zone” exhibit different characteristics depend-
ing upon the location and extent of the lesion.
Language deficits may be characterized by severe
limitations of verbal and/or written production with
relatively well-preserved comprehension (as in Broca’s
aphasia) or by severe limitations of auditory compre-
hension with relatively preserved verbal production (as
in Wernicke’s aphasia). Many other patterns of
impairment and preservation of language faculties
are possible, and particular combinations are char-
acteristic of other aphasia syndromes. Regardless of
whether the person with aphasia exhibits nonfluent
speech or fluent speech, however, a common deficit is
evident, that is, a difficulty accessing words, anomia.
In fact, anomia was recognized in the late nineteenth
and early twentieth centuries as a crucial component of
aphasia by early aphasiologists such as Broca, Wer-
nicke, Freud, Pitres, Head, and Goldstein. Anomia
may be either a central feature of the aphasic picture or
more peripheral to other features of language dysfunc-
tion. Because of its crucial importance to aphasic
syndromes, however, most aphasia assessments begin
with examination of the individual’s ability to name in
conversational speech and to name an object or
drawing of an object to confrontation.

Naming is first assessed by eliciting a sample of
speech. The speech sample may be obtained by asking
the patient open-ended questions like, “What brought
you here today?”” or by showing a picture of a visual
scene and asking the patient for a verbal description of
it. Advantages of eliciting speech through a picture
description task are that specific targets for naming are
present, providing the patient with more structure, and
that there may be objective standards for quantifying
the patient’s impairment in naming. One picture-
description task commonly used in the assessment of
aphasia is the Cookie Theft Picture Description from
the Boston Diagnostic Aphasia Examination.

Naming to confrontation is the next step in assessing
aphasia. The manner by which confrontation naming
ability is tested is quite straightforward. Either an
object or a picture or drawing of an object is presented

and the patient is asked to say its name. Likewise, an
action may be depicted, the examiner can pantomime
an action, or a video clip may be shown portraying an
action and the patient is asked to say what is
happening. A commonly used test of confrontation
naming of objects is the Boston Naming Test. To
examine the nature of retrieval failures in confronta-
tion naming, examiners probe the patient for more
information. For example, they may ask “Do you
know what this is? Is there another word for that?
What is the woman doing?”’ If the patient is still unable
to respond, cues may be given that are related to the
meaning of the pictured object. A meaning-based cue,
called a semantic cue, is often given if it is unclear that
the patient perceives the picture accurately. For
example, if shown a picture of a beaver, a cue may be
either general in nature, such as “It is an animal,” or
specific in nature, such as “It builds a dam.” If the
patient is still unable to respond correctly or if it is clear
from the patient’s comments that the picture is
perceived correctly, a sound-based cue, called a
phonemic cue, may be given to aid the patient in
producing the correct target. Typically, a phonemic
cue consists of a small fragment of the target, such as
the initial sound and initial vowel. For instance, if the
target is beaver, the cue “bee” would be spoken. In
some instances, latencies to produce a picture name
may be measured to detect subtle difficulties in
initiation or naming difficulties with particular cate-
gories of words. The significance of responding to
cueing and category-specific deficits in naming will be
discussed later in this article.

The characteristics of anomia differ among aphasia
classifications. As illustrative examples, consider the
features of anomia in Broca’s aphasia, Wernicke’s
aphasia, and anomic aphasia. Anomia plays a dra-
matic role in Broca’s aphasia. Patients with Broca’s
aphasia have difficulty initiating speech, have non-
fluent, agrammatic speech with poor prosody and
phrase length, and have particular difficulty producing
the “small” function words of the language such as
articles and prepositions, as compared to substantive
words. Their speech is hesitant and labored, with only
critical items related to the meaning of the message
being produced, such as nouns and some verbs. Their
total output is severely reduced. During confrontation
naming, the naming performance of Broca’s aphasics
may be severely or mildly impaired, but some degree of
difficulty will be encountered. Further, the Broca’s
aphasic may say the name of a previously produced
picture even when a new one is presented (a phenom-
enon called perseveration) or may produce a word that
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is semantically related to the target, such as /eaf for the
target tree. This latter type of substitution is called a
verbal or semantic paraphasia.

Patients with Wernicke’s aphasia, by contrast, have
“fluent,” not labored, fairly grammatical, speech with
generally preserved prosody and phrase length. They
often have difficulty with confrontation naming tasks,
producing verbal paraphasias and word-sound sub-
stitutions called literal or phonemic paraphasias. It is
often quite difficult to point to specific instances of
anomia in the speech of a Wernicke’s aphasic because
there are no pauses to search for words and the
intended meaning of the utterances in free conversa-
tion is often unclear. Wernicke’s aphasics with severe
impairment may produce neologisms, that is, nonsense
words that have been hypothesized to reflect word-
finding difficulties. A common feature of running
speech in milder Wernicke’s aphasics, like that of other
fluent aphasics such as conduction, anomic, or trans-
cortical sensory aphasics, is circumlocution, the verbal
description of a target that the patient is unable to
retrieve. In addition, Wernicke’s aphasics fill their
discourse with words “empty” of content (e.g., thing,
something, do), again, probably reflecting difficulty in
accessing the substantive nouns and verbs they intend.
Severe Wernicke’s aphasics are unaware that their
speech does not make sense to the listener and may be
frustrated that the message is not comprehended.
Wernicke’s aphasics also tend to perseveratively repeat
ideas, particular phrases, or individual words or
nonsense words.

Anomic aphasics have a severe word-finding im-
pairment with little evidence of other language diffi-
culty; that is, comprehension and repetition are both
well-preserved. The anomia in anomic aphasia is
characterized by circumlocution and a keen awareness
of retrieval failure. The person with anomic aphasia
may be quite frustrated at the inability to produce the
desired target. The speech output of an anomic aphasic
is still classified as “fluent” even though word-finding
difficulties may be quite frequent, because phrase
length is in the normal range with circumlocutions
consisting of many words in a run and prosody is
unimpaired.

Il. CATEGORY-SPECIFIC, GRAMMATICAL-
CLASS-SPECIFIC, AND
MODALITY-SPECIFIC ANOMIAS

In addition to general difficulties retrieving lexical
targets in aphasia, considerable attention has been

devoted to concomitant category-specific dissociations
in naming in aphasia. Several dissociations have been
reported, including disproportionate deficits in nam-
ing natural objects compared to manmade objects
as well as the converse, in retrieving proper names
versus common nouns, in naming to visual confronta-
tion as compared to auditory or tactile confrontation,
and in naming actions versus objects and the
converse. Evidence for semantic category-, gramma-
tical-class-, and modality-specific anomias will be
reviewed in turn.

A. Semantic-Category-Specific Anomia

Though reports of both category-specific sparing and
deficits arose earlier than the seminal work of War-
rington in the 1970s, Warrington and her colleagues
brought attention to the increasing number of reports
that words from different semantic categories may be
unequally affected in aphasia. They began a series of
systematic investigations into the selective preserva-
tion and impairment of semantic categories, seeking
the best way to understand the islands of impairment
that their patients exhibited. In early work they
focused on the abstract versus concrete dimension
and then later focused on the natural versus manmade
object dimension. Many studies of semantic-category-
specific deficits followed. Although at first it appeared
that these more broadly defined categories captured
the nature of the impairments in these patients, it
became apparent through studies reported by other
investigators that many exceptions arose that could
not be readily incorporated into such broad categories.
For instance, reports surfaced of patients with selective
impairments in finding the names of fruits and
vegetables but no other living things, impairments of
only animal names, and selective impairments of
naming facial emotional expressions. To further
complicate the issue, there is a loose correspondence
between lesion location and the nature of the semantic
impairment, such that lesions both inside and outside
the classical zone of language produce semantic
category impairments, for example, an animal-naming
deficit associated with the left inferotemporal region
and a tool-naming deficit associated with the left
parietal region. However, it is difficult to argue that
these impairments arise with any consistency when a
particular region is involved. Semantic-category im-
pairments are intriguing both as behavioral phenom-
ena and as challenges to models of language
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representation in the brain; however, we are still quite a
long way from understanding them.

B. Grammatical-Class-Specific Anomias

The early grammatical-class dissociation observed in
the anomias was that between content-laden (“‘sub-
stantive”) words and functors, those “small words”
like “if,” “is,” and “who” that convey primarily
syntactic information. Patients with a type of aphasia
called agrammatism, of course, produce predomin-
antly substantives and few functors. However, agram-
matism itself traditionally has not been considered
primarily an anomic problem. Rather, problems with
retrieving substantives (nouns, verbs, adjectives, and,
perhaps, adverbs) in running speech or on confronta-
tion naming constitute anomia.

Like the category-specific anomias, grammatical-
class dissociations in naming have been reported that
include noun—verb dissociations and proper-name-
retrieval failures. Unlike semantic-category dissocia-
tions, however, noun—verb retrieval dissociations are
more tightly coupled with particular lesion territories.
That is, individuals with selective impairment of object
naming have left posterior language-zone lesions of the
temporal cortex, whereas individuals with selective
impairment of action naming have left anterior
language-zone lesions of the frontal cortex. The
controversy in the domain of noun-verb naming
dissociations lies in what these lesions represent in
terms of the language system. If the anterior area is
associated with verb problems and the posterior area is
associated with noun problems, how can we account
for the category-specific problems discussed earlier?
One possibility is that they arise from smaller lesions
than the one that results in general problems with
nouns. A second possible explanation is that both the
representations for semantics and phonology remain
intact for nouns as well as for other substantives but
that there is a disconnection between specific semantic
centers and the store of the phonological shapes of
names. In addition, this second theory assumes that
the distribution of semantic and phonological repre-
sentations for nouns is separate from that for verbs,
nouns being distributed throughout the temporal lobe
and verbs being distributed throughout the frontal
lobe.

In addition to noun—verb dissociations, evidence for
specific deficits in proper-name retrieval has been
reported primarily by Semenza and colleagues. Le-

sions of the left temporal pole are associated with this
deficit. In individuals with proper-name impairments,
common nouns are largely preserved. Even names that
would have been well-known before the aphasia are
markedly more difficult to access. Indeed, some
patients have been reported to have a dissociation
between their ability to retrieve proper names for
people and that for geographic locations and land-
marks. The explanation offered for such dissociations
has been that proper names, especially those for
people, have limited associations to other items in
the lexicon. For example, the occupation baker has
associations to other occupations and to what bakers
do and produce, whereas the last name Baker refers
more arbitrarily to the individual or family one
happens to know with that last name. For geographi-
cal locations and landmarks, the name may be
associated more strongly with other information about
that place, for example, one may associate the Eiffel
Tower with everything one knows about Paris and
France.

C. Modality-Specific Anomia

Whereas the term anomia has classically been asso-
ciated with problems locating the names of things
presented visually, there is a substantial set of cases
that have been reported in the literature in which
modality-specific factors are evident in accessing or
producing substantives. Among the different modal-
ities of presenting the targets are touch, taste, smell,
and hearing (e.g., the sound of a bell ringing to elicit the
noun “bell”). Optic aphasia, for example, nicely
demonstrates that naming impairments may be spe-
cific to a particular sensory modality. In optic aphasia,
the person is unable to name an object presented
visually but has minimal difficulty naming that same
object presented through another modality. A picture
of an apple may be met with naming impairment, but
once the person has touched or smelled an apple the
name is readily retrieved. As is the case with gramma-
tical-class-specific anomia, a particular lesion along
the pathway either from visual association areas and
the semantic representations for objects or from visual
association areas and motor output areas for speech is
posited to explain the phenomenon. In addition,
patients have been reported for whom it is not the
modality of input that results in a dissociation but,
rather, the modality of output. For example, an
individual may be markedly more anomic when asked
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to speak the name of a target than when asked to write
it or vice versa.

Cases of modality-specific anomia have lead to
theorizing about the extent to which there is one
underlying lexicosemantic system for all modalities.
Instances with dissociations among modalities suggest
rather that there may be multiple systems of input in
order to get to the phonological (or orthographic)
shapes of words and for outputting them via speech or
writing.

lll. ANOMIA IN ALZHEIMER'’S DISEASE

Alzheimer’s disease (AD) is the most studied of the
dementia-producing diseases that can have anomia as
a salient symptom. Dementia (see the article on it in
this volume) may be defined as a progressive cognitive
decline resulting from a number of diseases. Such a
cognitive decline characteristically may include more
language disturbance (as in Alzheimer’s disease in all
but very-late-onset instances) or less language distur-
bance (as in the dementia associated with perhaps one-
third of the individuals with Parkinson’s disease).
When a language disturbance is evident, anomia is
invariably a part of it. The naming problems associ-
ated with the dementias may or may not be termed
anomia by different scholars; however, the phenom-
enon is quite similar to that found in the aphasias.
What underlies the problem, however, appears to be
different. First, the cognitive problems underlying the
dementia regularly include a variety of memory
problems, so one may argue that the difficulty with
outputting a name results from the memory problem
rather than from a more strictly linguistic problem. At
the anatomical level, moreover, the dementias are
associated not with sizable, isolatable lesions such as
those of the aphasias but rather with multiple lesions at
the cellular level, thus suggesting that it is a systemic
problem rather than an area contributing to some
more or less specific aspect of naming that is impaired
when anomia manifests itself.

Linked to the cognitive decline crucial for a
diagnosis of dementia is a marked component of
semantic impairment evident in the dementias, most
particularly in AD. The term ““semantic” here is meant
to be distinct from the term ‘“‘phonological” (or
“orthographic”) in that the borders of meaning of a
word seem to become more permeable, or less specific
information about the meaning of the word is avail-
able. This can be well-demonstrated by a task such as

one to probe the semantic attributes of a word. For
example, when a patient cannot remember the name
penguin, one might ask about superordinate informa-
tion (e.g., is it a tree? an animal?), coordinate
information (e.g., is it a dolphin? a robin?), and
subordinate information (e.g., does it eat fish? does it
live in a cool climate?). Whereas people with anomia
resulting from the aphasias can access all three types of
information without difficulty, anomics with AD can,
at one point in their cognitive decline, access only the
superordinate information and later may even have
problems with that. Such semantic problems, however,
act in conjunction with more purely lexical-access
problems. These may be more severe than those
associated with normal age-related problems that the
patient would be expected to evidence.

One of the ways one tests for the problem lying at the
retrieval stage, as mentioned earlier, is by giving
phonemic cues. For patients with AD, these may not
be helpful as they are for normal elderly individuals
with naming problems. Indeed, patients with AD may
appear to “free associate” to the phonological cue: for
a picture of a trellis, one says “‘tre...”” and the patient
may respond “trend.” Of course such a response does
not positively assure that the problem lies at the lexical
level; rather, it may be due to inattention to the task.
An alternate indication is to look at the consistency
with which the patient can name an item over time. If
the patient cannot name the trellis one day but can the
next, this argues that the item’s representation itself is
not impaired, but rather retrieval of it is. An additional
factor that enters into the naming errors of patients
with AD is perceptual difficulty. That is, pictures may
draw inappropriate answers (‘‘cucumber’ for “esca-
lator’’) as the patient is drawn to the overall shape or to
a subcomponent of the picture.

IV. ANOMIA IN NORMAL AGING

Whereas there are clear-cut naming problems associ-
ated with old age, the term anomia may be even less
appropriate to describe them than the naming pro-
blems of Alzheimer’s disease, perhaps because they are
so much more subtle than the naming problems of
aphasia. Indeed the term “dysnomia” (here referring
to a transient naming problem rather than a perma-
nent disorder) may more accurately portray the
naming problems of aging in that it implies a more
fleeting problem rather than an enduring impairment.
Phenomenologically, older adults report word-finding
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difficulties as they age (including more frequent tip-of-
the-tongue experiences), and, in fact, laboratory-based
studies have confirmed this report. In particular, older
adults find the retrieval of proper names increasingly
difficult. Whereas the literature confirms that proper
nouns are particularly difficult with advanced age,
difficulties with nouns and verbs are evidenced as well.
There are some reports in the literature that noun
retrieval is disproportionately impaired relative to
verb retrieval with age, but more recent evidence
suggests that, in carefully matched sets of nouns and
verbs, the retrieval deficit associated with age, which
becomes significant around age 70 years, is equivalent
for both types of substantives.

Cross-sectional studies as a rule demonstrate sig-
nificant naming problems for groups of older adults
starting in the decade of the 70s. Longitudinal studies
point to subtle declines in naming as early as the 40s.
With normal aging, however, there is substantial
variability across individuals within any given age
cohort; some 80-year-olds perform like some 30-year-
olds in a naming task. Education does seem to have
long-term protective benefits in this regard. Results
from the ability of older adults to rapidly choose a
correct name on a multiple-choice task for items that
they were unable to spontancously retrieve, as well as
being able to retrieve the correct name for an object
once given a phonemic cue, suggest that the deficit in
lexical retrieval for older adults lies in accessing the
phonological shape of the target word. However, there
is a suggestion that subtle semantic degradation may
be involved as well from research examining the
consistency of naming a given item over a series of
test sessions.

Theoretical accounts for dysnomia in aging have
centered around the well-described phenomenon of
cognitive slowing. In particular, Burke and her collea-
gues have put forward an account of age-related
naming deficits that combines cognitive slowing with
the clear-cut deficit in accessing the phonological shape
of a target word. Their model suggests that aging
produces slowing, or ‘“‘transmission deficits,”” across
the board in the semantic and phonological networks
that underlie lexical retrieval. The phonological system
is relatively more affected, however, because, as
activation spreads throughout the network, semantic
activation for a particular target converges on the
appropriate lexical node, but the activation must then
diverge from the lexical node to the many phonological
nodes that constitute the word. Because general
slowing is at play in aging, the amount of activation
that has accrued at the lexical node is less for older

adults than for younger adults and, thus, when the
activation spreads to the phonological nodes, it expires
before crossing the threshold for word production.

V. TREATMENTS AVAILABLE FOR ANOMIA

Naming abilities in aphasics recover over time. Indeed,
it appears that there may be slow progressive recovery
in the ability to name objects and actions over time
even years after the aphasia-producing incident and
long after treatment has ended. However, some
aphasics who have, according to all aphasia tests, fully
recovered from their aphasia, nevertheless report
feeling that they cannot always find the words they
need in conversation.

Despite the apparent spontaneous recovery of nam-
ing abilities over time, treating them is quite difficult.
Attempts at drilling items, which work well for second-
language acquisition in some normal individuals, have
no long-term effects for aphasic patients. More
successful, by contrast, are efforts to affect the
processes that interfere with naming. For example,
perseveration of a previous verbal response may
prevent access to an otherwise intact name. Therefore,
treatments that focus on reducing perseveration may be
helpful in “deblocking” verbal naming. One such
treatment developed by Helm-Estabrooks and collea-
gues involved bringing perseveration to the awareness
of aphasic individuals and teaching them to actively
suppress the item that they were about to incorrectly
produce and to then ask the therapist for a cue as to the
correct name for the target. This treatment is not,
however, a treatment for naming per se but rather an
means to prevent an incorrect response from intruding
upon the production of the correct name.

Another deblocking technique for severely impaired
aphasics is the Voluntary Control of Involuntary
Utterances program also developed by Helm-Estab-
rooks and colleagues. This method is appropriate for
use in individuals who have quite restricted verbal
ability, perhaps limited to a few stereotypical responses,
but whose productions are inappropriate to the con-
text. This type of off-target responding occurs only in
cases of severe verbal production deficit. An example of
this would be the case where the patient says “‘cat”
when shown a picture of a pencil. The fact that the
patient clearly has access to the name “‘cat” indicates
that it is a candidate for remapping to its appropriate
semantic representation. The idea underlying this
program is that speech that is generated automatically
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and without voluntary control can be retrained to be
uttered voluntarily in an appropriate context. The
clinician starts with a very small vocabulary of items,
perhaps as few as five or six, for which the patient can
successfully read the name of an object presented with
its picture (e.g., the patient says “‘cat” to a picture of a
cat) and expands the functional vocabulary over time
by first introducing emotionally salient words and
expanding outward from there to include new items.
This technique tends to deblock other vocabulary,
enabling the clinician eventually to expand functional
naming to as many as a few hundred items.

Techniques have also been put forward to enable a
less severely impaired patient to use partial utterances
to cue a correct response. Often it is the case that, once
a phonemic cue is given, an aphasic patient will be able
to use that cue to generate the remainder of the word.
Because this technique is only appropriate for a
particular target, the goal is to get the patient to apply
a systematic approach to retrieving the appropriate
cue that will “bootstrap” the target response. An
alphabetic search strategy is one means by which to
generate the appropriate cue (and many aphasics have
spared ability to recite fixed sequences like the
alphabet), or mentally generating semantic associates
to the target may lead to the recovery of the initial
phonemes.

VI. COGNITIVE FRAMEWORK FOR NAMING

In order to arrive at a cognitive framework for naming
that accounts for a majority of the available data from
aphasia, aging, and Alzheimer’s disease, a basic three-
stage model of naming like that of Levelt consisting of
a visual object-recognition stage, an access-to-seman-
tic-information stage, and finally a phonological-
realization stage needs to be expanded considerably.
First, a lexical level needs to be inserted between the
semantic and phonological levels to satisfy constraints
of mapping distributed semantic and phonological
representations onto one another. In addition, due to
modality-specific deficits such as those found in optic
aphasia, it is clear that a single semantic system blind to
input modality will not suffice. Therefore, it is
necessary to propose two levels of semantic analysis:

one dealing with modality-specific features of an object
and a second dealing with supramodal features such as
an object’s function. Moreover, on the basis of data
from normal aging, it is necessary to include in a model
of confrontation naming a means to describe the
process by which the information is passed from one
level of representation to another and how that
information could be disrupted or affected by changes
in the processing abilities of the individual. Finally,
information about semantic-category dissociations
and the degradation of semantic knowledge with
Alzheimer’s disease requires that there be a hierarch-
ical representation of semantic attributes. Therefore,
what initially appeared to be a simple and straightfor-
ward three-stage model of naming is complicated by
what we know about how the components and
processes of naming are affected by aging, disease,
and neurological accident. Even with all of the
additions to and modifications of the simpler model,
many behavioral phenomena associated with anomia,
as well as their neurological underpinnings, are as yet
unexplained.
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GLOSSARY

akinetic mutism The inability to initiate movement following
surgical removal of or infarcts to the anterior cingulate cortex.

allele Refersto asequence variant of a particular gene. Each person
carries a genome sequence that is approximately 0.1% different from
any other human (excluding identical twins and family members).
These differences in the sequence of a gene give rise to multiple alleles
of a gene in a population and can lead to variations in observable
traits. The sequencing of the human genome shows the most common
sequence differences (available at http://www.cshl.snp.org).

automatic processing A term used to describe cognitive processes
that can be done rapidly, in parallel, and that require no attentional
resources.

cingulate epilepsy syndrome Secizures confirmed in the anterior
cingulate cortex that result in excessive activity of this region, impair
consciousness, and alter affective state and expression. Patients with
such seizures may display psychopathic or sociopathic behaviors.

cognitive conflict Interference due to competing stimuli, mem-
ories, decisions, tasks, thoughts, or actions.

cognitive control The ability to resolve conflict among competing
or interfering thoughts and actions.

error-related negativity (ERN) A negative deflection in the event-
related potential following incorrect responses during choice

Encyclopedia of the Human Brain
Volume 1

reaction time tasks observed during scalp electrophysiological
recordings.

gene A portion of the human genome that contains the instructions
and code for the production of a protein. The publication of the
sequence of the human genome reveals approximately 35,000 genes
(available at http://genome.ucsc.edu/).

gene association study The statistical methods used to determine
whether variation in the sequence of a particular gene correlates with
variation in an observable trait.

heritability (h®) A term that describes the extent to which variation
in a trait (e.g., cognitive performance) among members of a
population is determined by inherited genetic variation. /° can vary
between 1 (high) and 0 (low). 4° can be estimated in a number of ways
but most conveniently by comparing the correlation in performance
of identical (monozygotic or MZ) vs fraternal (dizygotic or DZ)
twins. Higher correlation among MZ twins suggests that genetic
factors contribute significantly to the variation among individuals
for that trait.

The anterior cingulate cortex is a region of the brain thought
in to be involved in actions guided by sensation,
cognition, and emotion. This article provides evidence
for anterior cingulate cortex function from both
human and animal studies using neuroimaging, elec-
trophysiology, lesion, and genetic methodologies.

I. NEUROANATOMY

The anterior cingulate cortex is situated around the
rostral portion of the corpus callosum. This region has
numerous projections into the motor cortex and, thus,
advantageously sits where it may have a significant
contribution in the control of actions. Basically, the
anterior cingulate has been implicated in sensory,
cognitive, and emotionally guided actions. A des-
cription of the morphology, cytoarchitecture, and

Copyright 2002, Elsevier Science (USA).
All rights reserved.
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connectivity of the anterior cingulate cortex is pro-
vided in order to help specify biological constraints on
any theory of anterior cingulate function.

A. Morphology

The anterior cingulate cortex lies bilaterally on the
medial surface of the frontal lobes around the rostrum
of the corpus callosum, bounded by the callosal sulcus
and the cingulate sulcus (see Fig. 1). The cingulate
sulcus is consistently observed and typically remains
unsegmented from its rostral extent to its termination
at the marginal ramus in the parietal lobe across
individuals. However, the precise morphology of the
anterior cingulate cortex is extremely variable. In
particular, a second paracingulate sulcus is observed to
run parallel to the cingulate sulcus in many subjects,
more frequently so in the left hemisphere than the
right.

On the basis of cytoarchitecture and differential
patterns of connectivity, the anterior cingulate cortex
has been divided into ventral (Brodmann’s areas 25
and 33), rostral (BA 24 and 32), and caudal (BA 24

and 32") regions. Area 24 has been further decomposed
into a, b, and c subdivisions. Despite the variable
morphology of cingulate cortex, there are some
consistencies in the distribution of areas on the cortical
surface. Thus, area 33 lies in the rostral bank of the
callosal sulcus, with areas 25, 24a,b, and 24'a.b
typically lying on the gyral surface and area 32 lying
in the rostral part of the cingulate sulcus. Caudally,
areas 24c and 24'c usually form the ventral bank of the
cingulate sulcus, facing area 32" on the dorsal bank.
The paracingulate gyrus, when present, comprises
areas 32 rostrally and 32 caudally.

B. Cytoarchitecture

Brent Vogt and colleagues at Wake Forest University
have characterized the cytoarchitectural divisions
within the anterior cingulate cortex. In common with
cortical motor areas, layer IV, the major input layer
from sensory cortices, is absent from the anterior
cingulate cortex proper (areas 33, 25, and 24). Because
layer IV is also called the internal granular layer the
anterior cingulate cortex is described as agranular.

Anterior Commissure

Corpus
Callosum

Figure 1 Anatomy of the anterior cingulate cortex.
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In contrast, cingulocortical transition area 32 is
characterized by a dysgranular layer IV that is
attenuated in area 32'. Area 32 can also be distin-
guished from area 24 by the presence of large
pyramidal neurons that form a layer IIlc. In area 32/,
these pyramidal neurons are even larger.

Anterior cingulate cortex in general is characterized
by a prominent layer V. Ventral areas 25 and 33 are
poorly differentiated, although a laminar structure is
apparent in a thin layer V and undifferentiated in
layers IT and III. Area 24 is characterized by a neuron-
dense layer Va with prominent pyramidal cells and has
a clear division between layers IT and II1. Area 24’ can
be distinguished from rostral area 24 by its lower
neuron density and thinner layer V. The a, b, and ¢
subdivisions of areas 24 and 24’ are marked by
generally increasing differentiation of cortex away
from the corpus callosum. A further division in the
most caudal sulcal region of the anterior cingulate
cortex, area 24c’g, has been identified as containing
gigantopyramidal neurons in layer Vb.

C. Connectivity

Investigations in nonhuman primates have shown the
anterior cingulate cortex to be connected with a diverse
range of cortical and subcortical areas. This brain
region receives afferents from more thalamic nuclei
than any other cortical region and also receives diffuse
monoaminergic innervation of serotonin (5-HT), do-
pamine, and norepinephrine from the raphe nucleus,
locus ceruleus, and ventral tegmental area, respective-
ly. The overall pattern of connectivity reveals a broad
distinction between autonomic functions and affect in
ventral-rostral areas and between motor functions and
cognition in more caudal areas of the anterior
cingulate cortex.

1. Rostral-Ventral Regions

The ventral and rostral regions of the anterior
cingulate cortex are closely connected with brain
regions concerned with autonomic and visceromotor
function. Ventral area 25 projects directly to the
medulla, and areas 25, 24, and 32 may also influence
autonomic function and affect via their reciprocal
connections with the amygdala and insula, regions that
project directly to the medulla. Ventral-rostral ante-
rior cingulate cortex connects with other areas im-
plicated in autonomic function—including the

periaqueductal gray matter, orbitofrontal cortex, and
nucleus accumbens of the ventral striatum—as well as
having reciprocal connections with the hippocampus
and parahippocampal regions and auditory areas of
the superior temporal cortex.

2. Caudal Regions

a. Sulcus In contrast to the visceromotor involve-
ment of ventral-rostral regions, caudal areas within
the cingulate sulcus are associated with motor func-
tion. Peter Strick of the University Pittsburgh and
colleagues have identified three separate cingulate
motor areas that differ in cytoarchitecture and
connectivity. Two of these regions lie just caudal to
the anterior cingulate cortex as defined earlier and lie
on the dorsal (CMAd) and ventral (CMAvV) banks of
the cingulate sulcus. A third, more rostral area
(CMA) is within area 24c.

The cingulate motor areas project directly to the
spinal cord, together making up as much as 21% of the
total frontal lobe projection. The motor involvement
of cingulate cortex is further demonstrated by its
projection to ventral motor nuclei of the thalamus and
to the dorsal striatum (caudate nucleus and putamen).
In addition, all cingulate motor areas have reciprocal,
topographically organized connections with primary
motor, premotor, and supplementary motor cortices.
CMAA has the largest corticospinal neurons and sends
the largest projection to the spinal cord and primary
motor cortex. It receives input from the pallidum via
the thalamus, as well as from parietal area 5. CMAv
has smaller pyramidal neurons and receives input from
thalamic regions innervated by the cerebellum, as well
as from parietal areas 5 and 7, pre-SMA (area 6af),
and prefrontal area 46. Finally, CMAr has the smallest
projection to the spinal cord and primary motor
cortex. It receives input from the pallidum (via a
different thalamic relay than CMAd), parietal area 7,
pre-SMA, and area 46. Thus, the anterior cingulate
cortex is advantageously connected in such a way as to
have a significant role in the control of actions.

b. Gyrus The connections of the anterior cingu-
late cortex are not limited to direct autonomic and
motor functions. For example, area 24b receives input
from the medial thalamic nuclei responsible for
relaying nociceptive information from the spinal cord
to the cortex. Nociceptive neurons in these nuclei have
large, bilateral receptive fields. Area 24 projects, in
turn, to the periaqueductal gray matter, both directly
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and via the parafascicular nucleus of the thalamus.
This pattern of connectivity, together with the high
level of opiate receptor binding observed in cingulate
cortex, implicates the anterior cingulate cortex in pain
processing.

3. Intracingulate Connections

The combination of results from anterograde and
retrograde labeling studies reveals strong interconnec-
tions within the ventral-rostral and caudal sulcal
regions but very few projections between these regions.
Thus, injection of a retrograde tracer in area 25 labels
neurons in rostral area 24 and vice versa, but neither
injection labels neurons in caudal gyral or sulcal areas.
Similarly, small injections in the cingulate sulcus label
many other neurons in this area, but very few in area 25
or rostral area 24. Reciprocal connections appear to
exist between sulcal and gyral regions in caudal
anterior cingulate cortex, but these gyral regions have
a limited connection with rostral-ventral anterior
cingulate cortex.

IIl. ANIMAL STUDIES

Studies of animal behavior begin to outline the roles of
the anterior cingulate cortex in autonomic, affective,
pain, and motor functions that were identified earlier
with regard to the connectivity of this region.

A. Autonomic Function

Stimulation in area 24 has been shown to elicit almost
every type of autonomic response—including changes
in blood pressure, heart rate, respiratory rate, pupil-
lary dilation, skin conductance, thermoregulation, and
gastrointestinal motility—as well as causing changes
in adrenal cortical hormone secretion (ACTH). Sti-
mulation in the cingulate cortex can also lead to
vocalizations. The evoked activity is usually linked to
the role of the anterior cingulate cortex in visceromo-
tor, as opposed to skeletomotor, function because the
vocalizations are limited in number and have affective
content.

Although lesions to the anterior cingulate cortex
have little or no effect on baseline autonomic function,
there is evidence that the anterior cingulate cortex is
involved in autonomic conditioning (i.e., the develop-
ment of autonomic responses to stimuli that are

predictive of events, such as electric shocks, that evoke
autonomic responses). Neurons in the anterior cingu-
late cortex show changes in activity as animals learn
such contingencies, and lesions of the anterior cingu-
late cortex greatly reduce autonomic changes induced
by the presentation of predictive stimuli. Lesions of the
anterior cingulate cortex also change affective re-
sponses in more complex situations. Changes follow-
ing ablation have been characterized in terms of
blunted affect, reduced aggression, decreased motiva-
tion, and the disruption of mating and social behavior.

B. Skeletomotor Functions

Lesions in the anterior cingulate cortex can cause
contralateral motor neglect. Stimulation of the CMAs
evoke skeletomotor movements, although with lower
probability and a higher stimulation threshold than
the primary motor cortex. The evoked movements are
typically fast, brief, limited to a single joint, and
demonstrate a topographical organization. Comple-
mentary to these findings, single-unit recordings have
shown that neuronal activity in the CMAs precedes
voluntary movements. Neurons in CMAr are more
activated during self-paced than stimulus-triggered
movements and may precede the movement by long
lead times (0.5-2 sec). In contrast, activity in the caudal
CMAs shows less specificity to self-paced movements
and is characterized by shorter lead times preceding the
movement. Findings have linked CMA activity, parti-
cularly in CMAr neurons, to reward-based response
selection tasks. Different CM A neural populations are
active during the learning of new reward contingencies
and during the execution of familiar, well-learned
responses.

C. Pain

Neurons in area 24b of the rabbit anterior cingulate
cortex are activated in response to painful stimuli. Like
the nociceptive neurons in the medial thalamic nucleus
that innervate the anterior cingulate cortex, area 24b
neurons have large receptive fields that are often
bilateral. The neurons are specific to nociceptive
information, i.e., they are not activated by nonpainful
somatosensory stimulation, and they show some
specificity to the nature of the painful stimulus. These
neurons are also activated during the learning of
responses that lead to the avoidance of painful stimuli.
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Lesions in the anterior cingulate cortex retard such
learning and have been shown to reduce pain sensitiv-
ity in monkeys.

D. Learning

Apparent in the preceding discussion is the role of the
anterior cingulate cortex in learning novel behaviors,
whether as a conditioned response to predictors of
painful stimuli, as an instrumental response to avoid
such stimuli, or in response to reduced reward. Of
interest in this context is the dopamine projection to
cingulate cortex from the ventral tegmental area. The
ventral tegmental dopamine system is known to be
involved in processing rewarding or salient stimuli:
Neurons in this area increase firing in response to
unpredicted rewards and reduce firing if an expected
reward is withheld. Consistent with the notion that
dopamine is involved in adaptive behavior in the
anterior cingulate cortex, this region, in common with
other dopamine-innervated regions, supports self-
stimulation. The properties of cortical self-stimulation
differ, however, from those of medial forebrain
structures—e.g., having longer acquisition times and
lower sensitivity to amphetamine modulation—which
may question a simple relationship between reinforce-
ment learning in these systems.

ll. NEUROIMAGING STUDIES

A small number of studies have used invasive techni-
ques to study anterior cingulate function in humans,
recording from or stimulating cingulate neurons
during neurosurgery. Stimulation in ventral-rostral
areas has been found to evoke autonomic changes in
blood pressure and heart rate, visceromotor responses
including salivation and vomiting, emotional re-
sponses including fear, agitation, and euphoria, and
vocalizations with affective content. Anterior cingu-
late stimulation has also been shown to evoke motor
responses of the face, hands, and legs, evidence,
perhaps, of areas in the human brain corresponding
to the CMAs seen in nonhuman primate anterior
cingulate cortex. Recordings in caudal regions have
revealed neurons with activity that is modulated
during attention-demanding tasks such as arithmetic
and generating lists of words. Other neurons, in further
caudal and inferior regions, show sensitivity to painful
stimuli. Overall, the findings are consistent with those
reported in the previous section. However, these

invasive studies are necessarily infrequent, and their
interpretation is complicated by the neuropsychologi-
cal condition of the patients involved that necessitated
the surgery. Therefore, the preceding findings notwith-
standing, much of the current understanding of
anterior cingulate function has stemmed from more
noninvasive imaging methods that can be applied in
neurologically intact subjects.

Most neuroimaging studies of anterior cingulate
function have used positron emission tomography
(PET) or functional magnetic resonance imaging
(fMRI). Both techniques rely on a subtractive meth-
odology, comparing activation in brain areas across
different experimental conditions that are designed to
isolate specific processes. Such comparisons reveal
areas of activation—areas more activated in the
experimental than in the control condition—and, less
commonly, areas of deactivation. These methodolo-
gies have very good spatial resolution on the order of
millimeters, but relatively poor temporal resolution on
the order of seconds to minutes. Electrophysiological
recordings, on the other hand, have poor spatial
resolution, but excellent temporal resolution on the
order of milliseconds. Findings based on either PET,
fMRI, or electrophysiological recordings regarding
the role of the anterior cingulate cortex in human
behavior are described later by relative region. For the
most part, rostral and ventral regions have been linked
with affective behavior, and more dorsal and caudal
regions have been linked to cognitively driven actions.
A major debate regarding the function of this region
has resided in the domain of cognition primarily.

A. Affect

Activation in the rostral-ventral anterior cingulate
cortex has been observed in normal subjects under a
variety of conditions, including (1) when asked to
recall sad memories and to view faces with sad
expressions compared with recalling neutral memories
and viewing neutral faces; (2) when anticipating an
upcoming painful electric shock compared with resting
activation; and (3) when exposed to scenes or words
with emotional content compared with scenes and
words with neutral content. Corresponding activa-
tions are observed in symptom provocation studies
involving phobic, anxious, and obsessive—compulsive
patients. These tasks have been characterized as
having affective, emotional content, and therefore it
is unsurprising that activations in the amygdala and
orbitofrontal cortex are commonly observed to
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co-occur with those in the anterior cingulate cortex.
Often these paradigms require the subject to induce an
affective state or think of emotional information that is
contrary to the subject’s current affective state. More-
over, some of these paradigms require the subject to
attend to nonaffective attributes such as the color of an
emotionally salient word (e.g., “Murder’’) rather than
the word itself. Performance on such tasks is worst
when the stimuli have emotional content versus
neutral content and the rostral-ventral anterior cin-
gulate cortex is activated

Deactivation in the rostral-ventral anterior cingu-
late cortex—often accompanied by deactivation in
orbitofrontal and amygdala regions—has been ob-
served in many of the attention-demanding tasks
found to activate caudal regions of the anterior
cingulate cortex. For example, Wayne Drevets of the
National Institute of Mental Health and Marchus
Raichle of Washington University have shown de-
creased activity in the ventral anterior cingulate cortex,
amygdala, and orbitofrontal cortex—all areas impli-
cated in emotional processing—during the perfor-
mance of demanding cognitive tasks. Conversely, they
have shown decreases in dorsal anterior cingulate
cortex and dorsolateral prefrontal cortex activity—ar-
eas implicated in cognitive processing—during emo-
tion-related tasks.

B. Cognition

Caudal anterior cingulate cortex has been found to be
activated in a wide range of cognitive tasks. On the
basis of their review of 29 PET studies, Peter Strick and
colleagues drew a broad distinction between the most
caudal area of the anterior cingulate cortex, area 24¢’g,
lying on and just posterior to the line of the anterior
commissure and more anterior regions (areas 24’ and
32’). The former region is commonly activated during
simple and/or familiar movements (typically in com-
parison with resting conditions involving no move-
ments), movements that are associated with activity in
the SMA but not lateral prefrontal areas. By contrast,
areas 24’ and 32’ tend to be activated during the
execution of more complex response selection tasks
alongside activations in the pre-SMA and lateral
prefrontal areas. On these grounds, Picard and Strick
identified the caudal cingulate zone with CMAd
observed in primates and tentatively correlated CMAr
and CMAv with the anterior and posterior sectors,
respectively, of the more rostral region activated by
complex tasks.

A variety of complex tasks have been found to be
associated with cingulate activity. Tasks that require
subjects to respond to one stimulus in the presence of
distracting, irrelevant information reliably result in
such activation. For example, during Stroop task
performance, the anterior cingulate cortex is more
activated when subjects are required to name the ink
color of a nonmatching color word (e.g. “‘Blue” written
in red ink) than when naming the ink color of a
stimulus that is not a color word. The anterior
cingulate cortex is also activated when subjects are
required to withhold responding in the context of
speeded response tasks (e.g., no go and stop signal
trials as compared with go trials) and when subjects
must saccade away from rather than toward a target
stimulus. Activity in corresponding regions is observed
during the learning of new motor sequences or new
noun—verb associations (compared with activity dur-
ing the performance of familiar sequences or associa-
tions), following a switch to a new task (compared with
repeated task performance), during free recall of
remembered lists (compared to rest), when generating
words that start with certain letters (compared to rest
or repeating words seen or heard), and when required
to make a decision based on degraded information
(compared with undegraded information). As men-
tioned earlier, the performance of many of the tasks
that activate the caudal anterior cingulate cortex is
associated with corresponding deactivations in the
rostral anterior cingulate cortex. Similarly, deactiva-
tions in the caudal anterior cingulate cortex have been
observed during the performance of some of the tasks
with affective content described earlier.

Attempts have been made to characterize the kinds
of tasks that activate caudal anterior cingulate cortex
to infer the function of this region. In general, the
activating tasks have been categorized as difficult or
complex or as eliciting multiple competing responses.
Following from these observations, caudal anterior
cingulate cortex has been variously attributed a role in
attention or executive processes, in the decision
process to select or initiate a response to “funnel” to
motor areas, and in the monitoring of ongoing
performance.

Whereas there is potentially significant overlap in
these differing theories—e.g., performance monitor-
ing can be considered as an important executive
function in regulating response selection—there is
evidence that the anterior cingulate cortex plays a
direct role in performance monitoring. First, scalp
electrophysiological recordings reveal a negative de-
flection in the event-related potential following
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incorrect responses during choice reaction time tasks, a
finding reported independently by Falkenstein and
colleagues in Dortmund and by Gehring and co-
workers in Illinois. This error-related negativity (ERN
or Ne) begins around the time of the response and
peaks roughly 100 msec after (see Fig. 2). The ERN has
a midline frontocentral distribution on the scalp, and
the anterior cingulate cortex is consistently found to be
its most likely neural generator. The amplitude of the
ERN wave varies as a function of the force with which
the error is produced and the probability that the error
is corrected, suggesting that the ERN relates somehow
to error processing. Crucially, the observation of an
ERN following performance feedback and following
failures to withhold a response when required—errors
that cannot be corrected—suggests that the ERN, a
presumed electrophysiological index of anterior cin-
gulate function, is related to performance monitoring
rather than to the process of response selection itself.

0.06

Caudal anterior cingulate cortex is not uniquely
activated following errors, as fMRI studies have
shown this region to be activated even on correct
trials. When subjects respond correctly, moreover, the
activation observed is larger when there is response
conflict—e.g., when distractor information presented
is associated with a different response than target
information—leading to the suggestion that the
anterior cingulate cortex monitors for conflict rather
than errors per se. Studies of response conflict provide
a second line of evidence for the role of the anterior
cingulate cortex in performance monitoring. For
example, in a given task condition, if attention is
effectively engaged to filter out irrelevant information,
conflict will be low. In contrast, if attention is low,
conflict will be high. When within-condition contrasts
are made for subsets of trials with high attention—low
conflict and subsets with low attention—high conflict,
the anterior cingulate cortex activation is found to
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Figure 2 Scalp distribution and electrical tracing of the error-related negativity (ERN).
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follow the degree of conflict rather than the level of
attention, consistent with the monitoring hypothesis.

C. Pain

Comparisons of activations associated with painful
versus nonpainful stimulation commonly reveal foci
within posterior portions of the anterior cingulate
cortex, in regions caudal and inferior to those observed
in complex cognitive tasks. The anterior cingulate
cortex is typically thought to be involved in processing
the affective or motivational significance of painful
stimuli. For example, the anterior cingulate cortex can
be selectively activated by an illusion of pain (the
“thermal grill,” in which spatially interleaved warm
and cool bars produce the illusion of noxious cold),
compared with activations associated with either
warm or cool components in isolation. This result
suggests the involvement of the anterior cingulate
cortex in subjective pain rather than the sensory coding
of intensity. Consistent with this hypothesis is the
finding that hypnotic suggestion to selectively manip-
ulate ratings of pain unpleasantness while keeping
perceived intensity constant positively correlated with
activation in a caudal gyral region of the anterior
cingulate cortex.

Studies of pain processing have, on occasion,
revealed activation in rostral-ventral anterior cingu-
late cortex and in the caudal region usually activated
during complex cognitive tasks. The former finding
may reflect an affective or autonomic response to pain
or the anticipation of pain. The latter finding may
reflect cognitive processing of pain: such activations
are observed, for example, when subjects are required
to pay attention to the painful stimuli in order to keep
count of the number of changes in stimulus intensity.
Alternatively, the activity observed in the anterior
cingulate cortex in response to pain may be associated
with the representation of competing actions to make
in response to the painful stimulus, such as avoidance
versus tolerance of pain.

IV. CLINICAL STUDIES

The anterior cingulate cortex—not surprisingly given
its involvement in cognitive and affective proces-
ses—has been implicated in a number of psychiatric
disorders. This region has been shown to play a role
in a number of human syndromes and disorders,

providing neuropsychological evidence for its function
in complex behaviors.

A. Epilepsy

Perhaps the clearest example of support for the role of
the anterior cingulate cortex in movement, affect, and
social behaviors is that of cingulate epilepsy syndrome
described by Brent Vogt and others. Excessive activity
in cases with seizures confirmed in the anterior
cingulate cortex may impair consciousness and alter
affective state and expression. Patients with such
seizures may also display psychopathic or sociopathic
behaviors.

B. Psychiatric Disorders

A number of psychiatric disorders have been linked
with abnormalities in the function of the anterior
cingulate cortex. Activity is elevated in this region in
obsessive—compulsive disorder, tic disorder, and de-
pression, and normalization of activity in this region
occurs with behavioral and pharmacological treat-
ment of these disorders in some cases. With severe
forms of these disorders, such as with obsessive—
compulsive disorder, cingulotomies have been shown
to be effective in relieving the symptoms.

Other psychiatric disorders that have been associ-
ated with abnormal functioning of the anterior
cingulate cortex include attention deficit hyperactivity
disorder (ADHD) and schizophrenia. These patients
show reduced activity in portions of the anterior
cingulate cortex, particularly in caudal regions. Both
attention deficit hyperactivity disorder and schizo-
phrenia have been linked with poor dopaminergic
modulation of prefrontal circuitry. Given the strong
dopaminergic projections to the anterior cingulate
cortex, these findings are consistent with a disruption
in the modulation of anterior cingulate activity.
Finally, individuals with psychopathic or sociopathic
behaviors show less activity in the anterior cingulate
cortex following errors in performance than do
individuals without these characteristics, as evidenced
in the ERN literature. This finding is consistent with
the cingulate epilepsy literature mentioned previously.

C. Cingulotomies

Surgical removal of or infarcts to the anterior cingu-
late cortex provide further evidence for its role in
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responsiveness to pain, movement (e.g., akinetic
mutism), regulation of autonomic activity, and inter-
nal emotional responses, consistent with evidence from
animal and imaging studies. Clearly, whether the
lesion is more caudal or rostral affects the behaviors
observed. Surgical removal of this region has been
shown to diminish symptoms associated with severe
cases of obsessive—compulsive disorder as described
earlier and in cases of chronic and severe pain. One
hypothesis for the involvement of anterior cingulate
cortex in pain or obsessions is associated with atten-
tion to the pain or obsession; however, this interpreta-
tion has been called into question specifically with
regard to pain.

V. DEVELOPMENT

The anterior cingulate cortex, like other prefrontal
regions, undergoes a prolonged developmental process
relative to sensorimotor regions. Pasko Rakic, Jean-
Pierre Bourgeois, and others at Yale University have
shown that, even though neurogenesis is completed in
the anterior cingulate cortex (area 24) before the visual
cortex, synaptogenesis occurs later. Synaptic density in
area 24 then remains at a high level until sexual
maturity. Speculations relating the development of
this brain region to behavior have been proposed by
Michael Posner and Mary Rothbart of the University
of Oregon on the basis of behavioral data from infants
and children on tasks thought to require the anterior
cingulate cortex. B. J. Casey at the Sackler Institute in
New York and colleagues have used MRI-based
morphometric studies of this region to relate its size
and symmetry to behavioral development. More
recently, Casey has used functional MRI studies for
this purpose.

A. Behavioral Studies

Behavioral studies suggesting development of the
anterior cingulate cortex use behavioral tasks shown
to activate this region in imaging studies with adults
using Strooplike or go—no go tasks. The assumption is
that, if a child can perform the task, then the anterior
cingulate must be mature enough to support the
behavior. Accordingly, one may track the develop-
ment of behavioral performance on these tasks across
ages to determine the degree of development of the
brain structure. A substantial increase in the ability to
perform these Stroop-like tasks occurs across the ages

of 2-5 years. This evidence is inferential and not
conclusive of a specific structure—function relation
between the development of the behavior and the
anterior cingulate cortex. Clearly, maturation of this
region alone is not occurring in isolation of other brain
systems’ maturation.

B. MRI-Based Morphometry

MRI-based morphometric measures show a correla-
tion between size of the right anterior cingulate region
and performance on an attention switching task in 6-
to 18-year-olds (see Fig. 3). The larger the anterior
cingulate region, the faster the performance on the
attention switching task that required the subject to
switch from attending to color to attending to shape,
alternating from trial to trial. This region did not
correlate with a simple nonswitching attentional task,
suggesting its involvement in tasks that have atten-
tional conflict or require cognitive control. Even after
correcting for total brain size and estimated IQ, the
correlation remained significant, suggesting that the
association was not a general one but specific to this
brain region. Yet this association is indirect in that the
two measures are assessed at different time points.

C. Functional Neuroimaging Studies

Perhaps the most direct evidence of development of the
anterior cingulate cortex and behavioral regulation
comes from an fMRI study of children between the
ages of 7and 11 years and young adults. In that study,
Casey showed an increase in MR signal intensity in the
anterior cingulate cortex as a function of increased
number of errors on a go—no go task (Fig. 4). This task
required the subject to override a compelling response.
Those individuals experiencing the most difficulty
with this task showed increased activity in this region.
However, in this study, only regions of the prefrontal
cortex were examined; thus, again the question may
be raised as to how specific this region is to behavioral
regulation in children. Other regions including
portions of the basal ganglia and projections to and
from these regions may be likely candidates. Interest-
ingly, this study demonstrated a dissociation of
prefrontal regions from anterior cingulate cortex
function, with ventral prefrontal regions correlating
with accuracy and the anterior cingulate regions
correlating with errors. Thus, whereas the anterior
cingulate may index errors or response conflict, the
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ventral prefrontal region indexed the degree of conflict
resolution on this task. A similar dissociation has been
shown in dorsolateral prefrontal cortex and anterior
cingulate cortex on a version of a Stroop task more
recently by MacDonald and Carter at the University of
Pittsburgh.

VI. GENETICS AND EVOLUTION

As described, the anterior cingulate cortex has been
implicated in a number of psychiatric disorders.
Interestingly, all of these disorders show familial
patterns of inheritance, increased risk among first
degree relatives of affected patients, and increased
concordance in identical vs fraternal twins. The
heritability (see Glossary) has been estimated for
schizophrenia (0.6), attention deficit hyperactivity
disorder (0.79), obsessive—compulsive disorder (0.68),
and major depression disorder (0.6). Estimates of
heritability have been extended to specific cognitive
functions in normal populations as well. Tasks that
activate the anterior cingulate cortex, such as spatial
working memory, divided attention, and attentional
set shifting, have been examined in identical and
fraternal twin populations and have high heritabilities.
These findings suggest that genetic factors play a role
in behaviors associated with anterior cingulate ab-
normalities and normal anterior cingulate function.
These genes may be important for the establishment of
proper connectivity during pre- and postnatal devel-
opment and/or for proper physiological homeostasis
under stressful or injurious conditions. Of the approxi-
mately 35,000 genes (see Glossary) in the human
genome, it remains a challenge to identify the genes of
critical importance.

A. Candidate Genes

Several candidate genes have already emerged. Gene
expression studies in mice and humans have identified
many genes whose expression is enriched in the
anterior cingulate cortex. For example, the neurotro-
phin-3 (NT3) gene, a molecule involved in the growth
and survival of developing neurons, shows enriched
expression in the anterior cingulate cortex during
development. Support for the role of NT3 in anterior
cingulate development and function comes from the
results of a gene association study (see Glossary)
showing that variation in the N73 gene was associated
with schizophrenia. Similarly, the neurotensin (NTS)

gene shows enriched expression in the cingulate cortex
at birth. Gene association studies on the promoter of
the neurotensin receptor (NTSRI) have also shown
associations with schizophrenia. Other genes whose
expression is enriched in the developing cingulate
cortex include Emx2 and ER-81. Mutations in the
Emx2 gene have been shown to cause schizencephalies,
but it remains to be seen whether less severe genetic
variations give rise to subtle cognitive impairments.
The fragile-X mental retardation gene (FMR?2) is also
enriched in limbic cortex and is associated with mild
mental retardation.

B. Dopamine-Related Genes

The expression of the dopamine D4 receptor (DRD4)
gene in the anterior cingulate cortex is of particular
interest. As reviewed by Williams and Rakic from Yale
University, the anterior cingulate cortex contains high
levels of DA innervation in layers II-VI. Dopaminergic
axonal fibers arising from the VTA form axon—
axononal connections and allow large regions of this
cortical area to be globally regulated. The cingulate
cortex contains interneuron populations expressing
dopamine D2 receptor (DRD2) and DRD4 receptors
and pyramidal neurons expressing dopamine DI re-
ceptor (DRDI) receptors. Whereas most DA receptors
are expressed widely throughout the brain, DRD4
shows its highest levels of expression in the frontal and
cingulate areas. Interestingly, a polymorphism in the
cytoplasmic loop of the DRD4 gene has been associated
with attention deficit hyperactivity disorder. Similarly,
a specific polymorphism of the dopamine D3 receptor
(DRD3) and DRD?2 genes was associated with schizo-
phrenia, as were the dopamine p-hydroxylase (DBH)
and catechol-O-methyl transferase (COMT) genes.
Figure 5 illustrates the various alleles (see Glossary)
of the DRD4 gene in normal volunteers based on DNA
samples from cheek cells. Basic genotyping studies of
this format no doubt will increase given the publication
of the human genome in Science and Nature.

Gene expression studies have also shown that the
anterior cingulate cortex is highly sensitive to environ-
mental stress. Anoxia, maternal separation, amyloid
protein expression, and drug abuse all induce hypo-
metabolism, gliosis, and programmed cell death in the
anterior cingulate cortex. Exposure to stress induces
the expression of glucocorticoid receptor (GR), a
transcription factor that mediates the cellular response
to stress as shown by Bruce McEwen of Rockefeller
University. Stress-induced excitatoxic damage has
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Figure 5 Genotyping of the DRD4 gene in 16 healthy adults using DNA samples from cheek cells.

been noted in the anterior cingulate cortex in schizo-
phrenia. Specifically, Francis Benes of Harvard Med-
ical School has shown that dopaminergic innervation
of interneurons in layers I and V is increased in post
mortem analyses of schizophrenia. Under normal
conditions, the synaptic contacts on local interneurons
that utilize DRD2 receptors result in inhibition of cell
activity. The hyperinnervation of interneuronal DRD2
contacts is suspected to disable local inhibition of
pyramidal cells and lead to excess glutamatergic
signaling and excitotoxicity in downstream brain
areas. Because this type of excitotoxic damage is
mediated by the GR gene, it is likely that genetic
variation in this gene and/or its downstream targets
explains the phenomenon of a gene x environment
interaction seen in many psychiatric disorders.

C. Evolution

Knowledge of how genetic factors modulate cingulate
development and function may shed light on the
unique evolutionary history of this area in humans.
The anterior cingulate arises from the medial (limbic)
and medial-dorsal telencephalic pallium. These corti-
cal regions show remarkable evolutionary conserva-
tion among mammals, birds, and reptiles in contrast to
dorsal telencephalic pallium or neocortex, which is
highly divergent in volume and microstructure. For
these reasons, the cingulate gyrus is often referred to as
a phylogenetically ““ancient” structure. Whereas this
appears to be true in the case of most mammals,
analyses of cingulate cortical microstructure in hu-
mans show a remarkable leap of recent evolution.
Betz, in 1881, first noted the presence of large motor
neurons in the cingulate region of humans but not in
other great ape species. Similarly, Patrick Hof and
John Allman have found spindle cells, so named for
their elongate and gradually tapering morphology,

predominantly in layer Vb in the medial wall of the
cingulate gyrus. These cells are not seen in old world
primates but are found in bonobos, chimpanzees, and
humans. Phylogenetic studies comparing human and
primate genomic sequence data have attempted to
explain this recent evolutionary leap. Studies of the
role of the DRD4 gene in human evolution and
migration show a high correlation (0.8) between the
frequency of the exon III seven-repeat allele and miles
of migration. Migration was estimated for ethnic
groups around the world as the human population
expanded out of Africa. The DRD4 gene has under-
gone strong positive selection during primate evolu-
tion. Additional studies of genes that contribute to the
development and physiology of the cingulate gyrus
may shed light on the evolution of this important brain
area. Most importantly, many of these genes may serve
as useful molecular targets for pharmacologic inter-
vention for the treatment of psychiatric disorders.

VIl. CONCLUSIONS

In sum, the anterior cingulate cortex appears to play an
important role in autonomic, affective, and cognitive
behavior. The precise nature of its role is still uncertain
and a number of questions remain unanswered. For
example, is the anterior cingulate cortex organized by
function or by domain? In other words, do different
regions of the anterior cingulate cortex function accord-
ing to different rules or mechanisms, or is there a
common underlying function that applies to all domains
of behavior including the domains of sensation (e.g.,
pain), affect, and cognition? The anterior cingulate
cortex appears both anatomically and functionally well-
situated to integrate information across these domains.
Paus and others have demonstrated somatotopic orga-
nization of the cingulate cortex and suggest that this
region modulates and funnels cognitive and motor
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commands to the motor system. One could interpret this
view as the cingulate having a specific function that only
differs across regions in terms of the type of information
guiding the action. Although Paus’ work was specific to
motor and cognitive commands, it may be plausible to
modify this theory to accommodate the domain of
emotion and emotionally guided actions (e.g., to avoid
or approach an aversive or appetitive stimulus). A
potential caveat in this line of thinking is the inverse
relation frequently observed between the affective and
cognitive portions of the anterior cingulate gyrus in
imaging studies.

Clearly, the anterior cingulate cortex plays an
important role in attention and behavioral regulation,
and Posner and colleagues have been at the forefront
of such speculations. However, the question remains in
the cognitive literature as to whether the anterior
cingulate’s primary function is one of executive
control, whereby the cingulate functions as a con-
troller to resolve conflict, or one of detection, whereby
the anterior cingulate monitors for errors or conflict. A
number of groups have begun to dissociate these
functions in adult and developmental neuroimaging
studies that attribute conflict detection to the anterior
cingulate cortex and conflict resolution to other
regions like the prefrontal cortex. Either way, the
structure is critical for guiding complex cognitive
actions. Its specific role in behavior will be further
specified with the refinement of biologically plausible
computational models that will help constrain inter-
pretations of the electrophysiological and imaging
data. Recently, Matthew Botvinick of the University
of Pittsburgh has developed such a model, which seems
to clarify the role of the anterior cingulate cortex in
cognitive conflict and dissociates conflict from cogni-
tive control. How well this model of anterior cingulate
function will hold up within the domains of sensation
and affect remains unanswered. However, it is the case
that paradigms of affective processing often require
the subject to induce an affective state or think of
emotional information that is contrary to or in conflict
with the subject’s current affective state. Moreover,
affective paradigms have conflicting responses built in
as with the emotional Stroop task, which requires the
subject to name the color of the emotionally salient
word “Murder” when reading the word is the more
compelling response. Likewise, in the case of pain
research, one can imagine the inherent response
conflict associated with the competing representations
to avoid vs tolerate a painful stimulus. Each of these
examples provides a plausible role of the anterior
cingulate in monitoring unresolved conflict across the

domains of emotion and pain. Clearly, exciting work
and theory development on anterior cingulate function
will continue with the advancements of noninvasive
neuroimaging and genetic methodologies in combina-
tion with computational and animal models.
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GLOSSARY

amygdala Almond-shaped collection of three nuclei in the anterior
portion of the temporal lobe, central portion of the ‘limbic’ system,
also called the ‘emotional brain’.

anxiety The apprehensive anticipation of future danger or mis-
fortune accompanied by a feeling of dysphoria or somatic symptoms
of tension, when there is no true threat.

fear Feelings of anxiety associated with real external threat.

hippocampus A brain structure consisting of grey matter, receiv-
ing highly processed sensory information from the cerebral cortex,
playing an important role in learning and memory.

locus coeruleus Dark blue-pigmented cell structure containing
norepinephrine in the brain stem above the fourth ventricle
projecting to all parts of the CNS, also called the ‘alarm bell’ of
the brain.

panic disorder Disorder characterized by one or more episodes of
abrupt, intense anxiety, i.e., a panic attack and persistent apprehen-
sion about the recurrence of these episodes.

Encyclopedia of the Human Brain
Volume 1

phobic disorder Disorder of long lasting and persistent anxiety for
a thing or situation that compels one to avoid the feared stimulus.

posttraumatic stress disorder Disorder of persistent re-experi-
encing of a traumatic event in dreams and memories; persistent
avoidance of stimuli associated with the event, and increased
arousal. The disorder occurs after exposure to a traumatic event
that coincided with intense fear, helplessness or horror.

For more than a century scientists have wondered about the
basis of fear and anxiety in the brain; however, only
recently have clinicians developed neuroanatomical
hypotheses to explain specific anxiety disorders. Al-
though anxiety disorders affect a large portion of the
population, relatively little is known about the neuro-
biological correlates of fear, anxiety, and anxiety
disorders. Despite the lack of direct neurobiological
data regarding anxiety disorders, tremendous ad-
vances have been made in understanding the neuro-
biology of stress and the response to threat. The
neurobiology of stress and fear responsivity can give
important clues to the neurobiological underpinnings
of anxiety. Whether fear is due to an actual external
threat (e.g., to be killed) or internal threat (e.g.,
hypoxia), a neutral but mislabeled cue now categorized
as threat related, or an imagined threat, the brain
responds in a similar fashion. Researchers in the
clinical neuroscience of anxiety disorders have applied
animal models of stress to humans with anxiety
disorders, testing hypotheses derived from animal
studies in human subjects with anxiety disorders.
Based on these studies a working model for a neural
circuitry of anxiety and fear can be described. This
article reviews neural correlates of fear and anxiety and
the clinical neuroscience of human anxiety disorders.
Connections will be made between neurobiology,
functional neuroanatomy, and the clinical presenta-
tion of patients with anxiety disorders. This work is

Copyright 2002, Elsevier Science (USA).
All rights reserved.
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ongoing and many of the models proposed may be
subject to modification and revision as our knowledge
base in this exciting area continues to expand.

I. THE EXPRESSION OF FEAR AND ANXIETY

Emotion is composed of several elements, including
affective valence and arousal. Fear, like anger, is a
protective emotion. It is a feeling of agitation and
anxiety caused by the presence or imminence of danger
and refers to a state or condition marked by this
feeling. Fear has evolved as a vitally important
physiological response to dangerous situations that
prepares one to evade or confront a threat in the
environment. Fear has played a critical role in survival,
and therefore efficient fear responses have been
selected through evolution.

Anxiety is the subjective sensation that accompanies
the body’s response to threat that is similar to the fear
reaction but in which there is no real threat. Panicis the
sudden onset of an overpowering feeling of fear or
discomfort that occurs suddenly, and it is associated
with increased heart rate, sweating, trembling, short-
ness of breath, feeling of choking, nausea, dizziness,
derealization, fear of losing control and fear of dying,
numbness, and chills. For some individuals, the
frequency, duration, intensity, or context of anxiety
are extreme and can interfere with normal develop-
ment and functioning.

Anxiety differs from fear in that the fear-producing
stimulus is either not present or not immediately
threatening, but in anticipation of danger the same
arousal, vigilance, physiologic preparedness, negative
effects, and cognitions occur. Different types of
internal or external factors or triggers act to produce
the anxiety symptoms of panic disorder (PD), agor-
aphobia, posttraumatic stress disorder (PTSD), spe-
cific phobias, generalized anxiety disorder (GAD), and
the prominent anxiety that commonly occurs in major
depression.

As one of the most readily accessible and perhaps
easily understood of the major symptoms of mental
disorders, anxiety may often take the concrete form of
intense fear that is experienced in response to imme-
diately threatening experiences, such as being involved
in a near deadly car accident or witnessing a violent
bank robbery. Experiences like this are typically
accompanied by strong emotional responses as well
as physical symptoms, such as rapid heartbeat,
increased perspiration, cold hands or feet, hot flushes,
sensations of shortness of breath, lightheadedness,

trembling, restlessness, muscle tention, feelings of fear
or dread, of increased gastrointestinal motility, and
urge to urinate. Psychiatrists consider anxiety as an
excessive alarm response system when there is no real
threat—a pathological expression of fear responses.

The appropriate regulation of fear is critical to the
survival of virtually every higher organism in every
environment. However, the mechanisms that regulate
fear may break down in a wide variety of circum-
stances, leading to excessive or inappropriate expres-
sion of anxiety. Specific examples include phobias,
panic attacks, and generalized anxiety. In phobias,
high-level anxiety is aroused by specific situations or
objects that may range from concrete entities such as
snakes to complex circumstances such as social
interactions or public speaking. Panic attacks are brief
and very intense episodes of anxiety that often occur
without a precipitating event or stimulus. Generalized
anxiety represents a more diffuse and nonspecific kind
of anxiety that is most often experienced as excessive
worrying, restlessness, and tension occurring with a
chronic and sustained pattern. In each case, an anxiety
disorder may be said to exist if the anxiety experienced
is disproportionate to the circumstance, is difficult for
the individual to control, and interferes with normal
functioning. In obsessive—compulsive disorder (OCD),
individuals experience a high level of anxiety that
drives their obsessional thinking or compulsive beha-
viors. When such an individual fails to carry out a
repetitive or ritualistic behavior such as hand washing
or checking, there is an experience of severe anxiety.
Thus, although the outward manifestations of OCD
may seem to be related to other anxiety disorders, there
appears to be a strong component of abnormal
regulation of anxiety underlying this disorder. Since
OCD is in many ways distinct from the other anxiety
disorders, it is not addressed in detail in this article.
PTSD can occur after an individual has responded
with intense fear, helplessness, or horror after having
been exposed to a traumatic event that involved actual
or threatened death or serious injury or a threat to the
physical integrity of oneself or others. The character-
istic symptoms that result from such a traumatic event
include the persistent reexperience of the event in
dreams and memories, persistent avoidance of stimuli
associated with the event, and increased arousal.

The clinical acceptance of the heterogeneity of
anxiety disorders suggests that there are distinct
neurobiological substrates for each. This seems to be
most true for PD and PTSD, and clinicians have
developed neuroanatomical hypotheses that are re-
lated to these specific anxiety disorders.
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IIl. PREVALENCE OF ANXIETY DISORDERS

The American Psychiatric Association first recognized
anxiety disorders in 1980 as a separate group of
psychiatric disorders. The concept of neurosis (neur-
asthenic neurosis, anxiety neurosis, phobic neurosis,
and obsessive—compulsive neurosis) in previous clas-
sifications was abandoned because it was considered
too vague. Anxiety disorders now include PD, PTSD,
social phobia, specific phobia, OCD, and GAD.
Anxiety disorders are by far the most common of
psychiatric disorders (25%), followed by affective
disorders (17%).

In the past decade, large epidemiological studies
have provided information about the prevalence of
anxiety disorders in the general population. A land-
mark epidemiological study in the United States in
1994 found lifetime prevalence rates for all anxiety
disorders combined to be 19.2% for men and 30.5%
for women. Phobic disorders are the most common
diagnosis in broad-based assessments of psychiatric
disorders in the community (affecting about 13% of
individuals at any point in their lives), whereas PTSD
affects 8% of the general population, GAD 5%, and
PD and OCD each about 1%. Even apart from the
considerable comorbidity between the anxiety disor-
ders, comorbidity rates between anxiety disorders and
depressive disorders are high (especially PD with
agoraphobia, social phobia, and OCD), ranging from
30% for coexisting in time to 60% lifetime. Comor-
bidity rates between GAD or PTSD and other
psychiatric disorders are even higher, about 80% for
GAD and 90% for PTSD (lifetime).

Anxiety disorders have a disabling impact on daily
life and are associated with considerable morbidity for
the individual patient. They also impose a substantial
economic impact on our society as a whole. Twenty-
three million people suffer from an anxiety disorder in
the United States. The total cost of anxiety disorders in
this society is estimated to be $42.3 billion per year as
direct and indirect expenses. PTSD and PD have the
highest rates of service use. There are no obvious
reasons to assume that the picture for other countries is
very different (Table I).

lll. ETIOLOGY OF ANXIETY AND
ANXIETY DISORDERS

In broad terms, the likelihood of developing anxiety
involves a combination of life experiences, psycholo-

Table |
Lifetime Prevelance Rate of Anxiety Disorders®

Disorder Rate (%)
Social phobia 13
Specific phobia 12
PTSD 8
GAD 5
PD 1
OCD 1

“Based on results of the National Comorbidity Study, USA
(1994).

gical traits, and/or genetic factors. Anxiety disorders
are so heterogeneous that the relative roles of these
factors are likely to differ. Some anxiety disorders,
such as PD, appear to have a stronger genetic basis
than others, although no single gene is responsible for
any anxiety disorder in the majority of cases. Quantum
trait loci (QTL) have been successfully applied in plant
and nonhuman genetics, relating dimensional traits to
genes. QTL provide a means of combining molecular
and quantitative approaches to complex behavior
genetics.

Other anxiety disorders are more rooted in stressful
life events. It is not clear why females have higher rates
than males for most anxiety disorders, although some
theories have suggested a role for the gonadal steroids.
Other research on women’s responses to stress suggests
that women experience a wider range of life events
(e.g., those happening to friends) as stressful compared
with men, who react to a more limited range of stressful
events, specifically those affecting themselves or close
family members. To delineate the contributions of the
environment, population-based research is important
in future research.

IV. FUNCTIONAL NEUROANATOMICAL MODELS
OF FEAR AND ANXIETY

A. History of Neuroanatomical Modeling of Fear
and Anxiety

There has been a long history of hypotheses related to
the neurobiology of human anxiety. The central role of
a subcortical network of brain structures in emotion in



162 ANXIETY

general was hypothesized by Papez in 1937. In 1949,
MacLean coined the term “limbic” system, integrating
Papez’s original circuit (hypothalamus, anterior tha-
lamus, cingulate gyrus, and hippocampus) and other
anatomically and functionally related areas (amygda-
la, septum, and orbitofrontal cortex). Over the years,
various regions have been added or removed from this
“emotion” processing circuit. Papez hypothesized that
several telencephalic and diencephalic structures
which form a border (“limbic”” = border) around the
diencephalon constituted a circuit, which controlled
the emotions. He suggested that blockage of informa-
tion flow at any point along this circuit would cause
disorders of affect (i.e., mood). Removal of the
cerebral cortex of the cat, leaving only subcortical
regions including amygdala, thalamus, hippocampus,
and hypothalamus, resulted in accentuated fearful
responses to potentially threatening or novel stimuli,
accompanied by signs of diffuse sympathetic activa-
tion such as increased blood pressure, sweating,
piloerection, and increased secretion of epinephrine
from the adrenal medulla. This behavioral response
was termed ‘‘sham rage”. In this situation the animal
behaves aggressively with little or no provocation.
These experiments led to the hypothesis that subcor-
tical brain structures above the level of the midbrain,
such as the hypothalamus, hippocampus, cingulate,
entorhinal cortex, and thalamus, mediate human
anxiety responses. When the amygdala was also
removed, as described by Kluver and Bucy, a typical
“psychic blindness” occurred, indicating that these
animals had good visual acquity but were “blind” to
the psychological significance of stimuli. They showed
no fear responses; the lesioned cat remained unpro-
voked, neither aggressive nor fearful of the appearance
of adog. Thus, the amygdala was added to these limbic
brain structures and given a pivotal importance in
emotional memory and fear responsivity.

B. Limbic System

The critical role of the limbic system is its participation
in the experience of emotions, moods, and consolida-
tion of short-term into long-term memory. It receives
input from various regions of cortical structures, such
as the gustatory (through the solitary nucleus) and
olfactory areas (the olfactory bulb), and major inputs
from the brain stem. One of these brain stem inputs
comes from the locus coeruleus (LC), a relatively small
group of pontine neurons near the central grey. The

second area of brain stem input comes from the
thalamus.

Since the 1980s, when the prevailing view was that
excess discharge of the LC with the acute stress
response was the major contributor to the etiology of
anxiety, its role has become more balanced and in tune
with the contribution of other circuits and systems in
fear responsivity. It appeared that the acute stress
response relates to arousal and vigilance rather than
anxiety. With anxiety, the concern about the stressor is
out of proportion to the realistic threat. Anxiety is
often associated with elaborate mental and behavioral
activities designed to avoid the unpleasant symptoms
of a full-blown anxiety or panic attack. Also, anxiety is
usually longer lived than arousal. Moreover, anxiety
can occur in isolation without exposure to an external
stressor.

Although technological developments have contrib-
uted to a more differentiated assessment of brain
structures involved in anxiety, the past decade has seen
considerable research on the role of the amygdala. This
has led to hypotheses that the amgygdala plays a
critical role in the elaboration of anxiety, panic, and
related symptoms of arousal and fearful avoidance.
However, the role of mental imagery and conscious
memory recall in the development of anxiety suggests
that other cortical areas, such as hippocampus and
frontal cortex, must play a role in anxiety since the
amygdala does not have the capacity for conscious
recall, and research findings are consistent with a role
for these structures in anxiety disorders. Moreover, the
role of specific neurochemical systems has become
clearer. Long-term dysregulation of these systems is
strongly associated with the development of anxiety
disorders, including PD, PTSD, and phobic disorders.
In the mediation of symptoms of the anxiety disorders,
these neurochemical and neurotransmitter systems act
on a substrate of specific cortical and subcortical brain
areas.

C. Animal Research in Fear and Anxiety

Animal tests of fear and anxiety are used both to screen
new compounds for potential anxiolytic action and to
study their neural substrates. Until the mid-1970s,
animal tests consisted of delivering shocks as a
punishment, most often for an operant lever-press
response. These tests were developed as screening tests
for the pharmaceutical industry. Matching particular
tests of fear and anxiety to particular anxiety disorders
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is an extremely difficult task. The social interaction test
(placing rats in an unfamiliar or brightly lit environ-
ment), the elevated plus-maze (placing the animal on
an elevated open arm), predator exposure stress,
forced swim, and social defeat or subordination stress
are models of fear and anxiety.

In the wide range of approaches used to study fear
and anxiety in animal studies, two sets of tests probe
their responses. The first set uses models of condi-
tioned fear; the second uses models of unconditioned
fear. Both models presuppose that aversive stimuli,
such as foot shock or novelty, induce a central state of
fear, which can be quantified through specific beha-
vioral and physiological measures (restlessness, avoi-
dant behaviors, body temperature, body posture,
tremor, and sweating). Animals display fear responses
to aversive events, such as being forced to swim in cold
water, predator exposure, or being given electric foot
shock.

Typically, if a caged rat is subjected to electrical foot
shock, a protective defense system is engaged. It is
likely to flee if an exit is available (fear) or attack a
cagemate if there is one (anger). If the shocks are
repeated randomly and uncontrollably it is likely that
it will cower helplessly and later become dull and
unresponsive (learned helplessness or depression). On
the other hand, in conditioned fear experiments, after
repeated pairings of an aversive stimulus with a
formerly neutral cue, animals will experience this state
of fear even when only the cue is present. The model of
conditioned fear provides a critical survival-related
function in the face of threat by activating a range of
protective behaviors. Classical fear conditioning ex-
periments and experiments in which anxiety is induced
by other means (conditioned models and uncondi-
tioned models of fear) have expanded our under-
standing of mechanisms of fear and anxiety and are
currently our best approaches as models for human
anxiety disorders.

Using animals to measure the effects of chronic
stress on neurochemical systems assumes that animal
models of the anxiety disorders are directly applicable
to human anxiety disorders. However, if there is any
validity to our differentiation of unique disorders of
anxiety and depression, then it is not possible that,
regarding animal models, “one size fits all.” These
limitations of animal models have to be borne in mind
and are useful in guiding research in anxiety disorders.
PTSD, PD, and phobic disorders have been found to
have many phenomenological and neurobiological
characteristics and can benefit from the application of
animal models of stress.

V. KEY BRAIN STRUCTURES MEDIATING FEAR
AND ANXIETY BEHAVIORS

The brain structures that constitute a neural circuit of
fear and anxiety should have the following features:

1. There is sufficient afferent sensory input to permit
assessment of the fear- or anxiety-provoking nature
of the external threat or internal stress.

2. Neural interactions among the brain structures
capable of incorporating an individual’s prior
experience or memory into the appraisal of stimuli.
These interactions are important in the attachment
of affective significance to specific stimuli and the
mobilization of adaptive behavioral responses.

3. Efferent projections from the brain structures
should be able to mediate an individual’s neuroen-
docrine, autonomic, and motor response to threat
as well account for the pathological reactions that
result in anxiety-related signs and symptoms.

To underscore its survival importance, many brain
areas with redundant circuits are involved to subserve
this important constellation of behaviors. Critical
brain structures capable of incorporating an indivi-
dual’s prior experience or memory into the appraisal of
stimuli are amygdala, LC, hippocampus, thalamus,
hypothalamus, periaqueductal grey (PAG), and pre-
frontal cortex. Alterations in neurochemical and
neurotransmitter systems that mediate the stress
response also play a role in anxiety. Important
neurotransmitters are corticotrophine-releasing factor
(CRF), adrenocorticotrophic hormone (ACTH), nor-
epinephrine (NE), epinephrine, dopamine, cortisol,
benzodiazepines (Bzs), opioids, and other neurochem-
ical systems.

A. Amygdala

The amygdala is a large nucleus (actually a complex of
at least three nuclei) that lies in the temporal lobe just
lateral to the uncus. All its nuclei have a distinct
cytoarchitectonic and chemoarchitectonic organiza-
tion. The amygdala has a close anatomical and
functional relationship with the hippocampal forma-
tion (projections to hippocampal neurons) and toge-
ther they form the two major subcortical telencephalic
limbic areas. The central nucleus of the amygdala
projects to a variety of brain structures via the stria
terminalis and the ventral amygdalofugal pathway.
One pathway is from the central nucleus to the brain
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stem startle reflex circuit (nucleus reticularis pontis
caudalis). Pathways from the amygdala to the lateral
hypothalamus affect peripheral sympathetic responses
to stress. Lesions of the central nucleus of the
amygdala have been shown to completely block fear
conditioning, whereas electrical stimulation of the
central nucleus increases acoustic startle. Electrical
stimulation of the amygdala in cats resulted in
peripheral signs of autonomic hyperactivity and fear-
related behaviors seen in the wild when the animal is
attacked or is attacking, including alerting, chewing,
salivation, piloerection, turning, facial twitching,
arching of the back, hissing, and snarling, associated
with an increase in catecholamine turnover. Electrical
stimulation of the amygdala in human subjects
resulted in signs and symptoms of fear and anxiety,
including an increase in heart rate and blood pressure,
increased muscle tension, subjective sensations of fear
or anxiety, and increases in peripheral catecholamines.
These findings demonstrate that the amygdala plays an
important role in conditioned fear and emotional
responding. There are also important connections
between cortical association areas, thalamus, and
amygdala that are important in shaping the emotional
valence of the cognitive response to stressful stimuli. In
addition to thalamocorticoamygdala connections,
direct pathways from thalamus to amygdala, could
account for fear responding below the level of
consciousness.

The paradigm of conditioned fear has been utilized
as an animal model for stress-induced abnormalities of
emotional memory and recently further neuroanato-
mically differentiated. Long-term activation using
diffuse cues shows that this relies more on the bed
nucleus of the stria terminals, whereas with the use of
explicit cues, long-term activation was processed in the
central nucleus of the amygdala. This may represent a
brain distinction between “‘real fear” and “‘anxiety.”

The amygdala is also involved in modulating
peripheral stress responses. The reciprocal projections
to the bed nucleus of the stria terminalis are among the
major corticotropin-releasing hormone (CRH) con-
taining systems in the brain. On the basis of che-
moarchitecture and hedology, this sometimes is
referred to as “‘extended amygdala.”

B. Locus Coeruleus

The LCislocated in the dorsal pontine tegmentum. LC
neurons utilize norepinephrine (NE) as their neuro-

transmitter and have been implicated in the control of
vigilance. That is, they seem to fire just before an
experimental animal begins to pay attention to the
novel sensory stimuli. The LC accounts for most of the
noradrenergic input to the limbic system. Manipula-
tion of noradrenergic function alters fear and anxiey
behaviors, therefore supporting the longstanding
notions of the critical role of the LC in anxiety and
fear. The LC shows heterogeneity of transmitter
content: the catecholaminergic neurons contain nora-
drenaline and also peptides such as neuropeptide Y
(NPY) and galanin. Stimulation of the LC results in a
series of responses very similar to those observed in
naturally occurring or experimentally induced fear.
Drugs have been used (e.g., yohimbine and piperox-
one) that activate LC by blocking w«,-adrenergic
autoreceptors. Increases in LC function are accom-
panied by sympathetic activation; the greater the
activation, the greater the correlation. Decreasing the
function of the LC (interacting with inhibitory opiates,
benzodiazepines, and o, receptors on LC) results in a
decrease in fearful behavior. The LC-NE network
helps determine whether, under threat, an individual
turns attention toward external sensory stimuli or to
internal vegetative states.

C. Hippocampus

The hippocampus plays a key role in memory function
and also in the context of fear. An important aspect of
the fear response is incorporation of a person’s prior
experience (memory) into the cognitive appraisal of
stimuli. The hippocampus and adjacent cortex mediate
declarative memory function (e.g., recall of facts and
lists) and play a role in integration of memory elements
at the time of retrieval and in assigning significance for
events within space and time. The hippocampus is also
involved in mediating emotional responses to the
context of a stressor—for example, in animal studies
timely lesions of the hippocampus disrupted the
formation of emotional memories of the context (i.e.,
the box) where the stressor (i.e., electric foot shock)
took place. With long-term storage, memories are
believed to be shifted from hippocampus to the
neocortical areas, where the initial sensory impressions
take place. The shift in memory storage to the cortex
may represent a shift from conscious representational
memory to unconscious memory processes that indir-
ectly affect behavior. “Traumatic cues” such as a
particular sight or sound reminiscent of the original
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traumatic event will trigger a cascade of anxiety- and
fear-related symptoms, often without conscious recall
of the original traumatic event. Lesions in the hippo-
campus have little effect on classically conditioned
modality-specific fear, in contrast to the amygdala.
Projections from the amygdala to the hippocampus
could permit the experience of fear to modulate or
influence short-term memory function, attaching cog-
nitive significance to fear-inducing events and facil-
itating memory traces that enable the individual to
rapidly initiate adaptive behavioral responses. Recent
research has shown that the hippocampus is particu-
larly vulnerable to stress possibly through the effects of
increased levels of glucocorticoids. Glucocorticoids
have also been shown to augment extracellular gluta-
mate accumulation. Other factors besides glucocorti-
coids, such as brain-derived neurotrophic factor
(BDNF), trkB mRNA, and nerve growth factor,
which have a regulatory effect on neuronal morphol-
ogy and proliferation, may mediate stress-induced
alterations in hippocampal morphology. Stress-in-
duced damage has been shown to be associated with
an increase in levels of CRF mRNA in the paraven-
tricular nucleus (PVN) of the hypothalamus as well
as a decrease in the sensitivity of rats to dexa-
methasone suppression of hypothalamic—pituitary—
adrenal (HPA) function.

D. Thalamus

The thalamic nuclei relay sensoric information from
auditory, visual, and somesthetic systems to the cortex
and limbic forebrain. An exception is the olfactory
system, which does not relay information through the
thalamus. Processing of threatening stimuli involves
the relay of sensory signals to limbic forebrain directly
from thalamus and cortex.

E. Hypothalamus

Many of the neuroendocrine and autonomic changes
resulting from stress, fear, and anxiety can be under-
stood from the projections that the hypothalamic
nuclei receive from many limbic and brain stem
structures. Their projection is to sympathetic regions
in the spinal cord and medulla. The hypothalamus is
important in the regulation of neuropeptide release
and sympathoadrenal outflow associated with fear and
anxiety. Stress results in increased production and

turnover of NE in the hypothalamic nuclei. Stimula-
tion of LC results in increased NE turnover in the PVN
and supraoptic nucleus (SON), and helps PVN and
SON synthesize enkephalin, vasopressin, and oxyto-
cin—hormones whose levels are increased by stress.
There is evidence that stress induces changes in
cholecystokinin (CCK) and substance P, concentrated
in the hypothalamus.

F. Periaqaeductal Grey

PAG is a key brain region involved in initiating fear-
related behaviors. Lesions of the PAG reduce fear-
related behaviors. It has been suggested that the
amygdala signals the degree of threat to the PAG.
Immediate threat may activate vigorous defense
behaviors and nonopioid analgesia; less immediate
threat or conditioned stimulus (CS) presentation
predicting danger may produce freezing behavior
and opioid analgesia.

G. Cortex

The cognitive response to threat involves placing the
threatening object in space and time. Specific cortical
brain areas are involved in these functions; for
example, parietal cortex is involved in determining
where an object is located in space; posterior portions
of the cingulate have connections to parietal cortex,
hippocampus, and adjacent cortex (important in
visuospatial processing); prefrontal cortex is also
involved in memory and cognition and with parietal
cortex has important dual reciprocal connections with
all the subcortical areas; and the dorsolateral prefron-
tal cortex has a range of functions, including declara-
tive and working memory as well as planning of action,
whereas the parietal cortex plays an important role in
spatial memory. The medial prefrontal cortex (mPFC)
and parietal cortex probably work in concert in the
alerting and planning aspects of the stress response
that is critical for survival. mPFC, including anterior
cingulate (Brodmann area 32) and subcallosal gyrus
(areas 24 and 25), is involved in selection of responses
for action and emotion. This area and other medial
portions of the prefrontal cortex, including orbito-
frontal cortex, modulate emotional and physiological
responses to stress, specifically in the effectiveness of
the individual’s behavior (e.g., the capacity to inhibit
and change behavior in the face of threat) and are
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discussed in more detail later. Lesions of the mPFC
increase resistance to extinction of fear-conditioned
responses. The reciprocal interactions between sub-
cortical limbic structures and orbitofrontal cortex may
point to interaction in learning and unlearning of the
significance of fear-producing sensory events and the
choice and implementation of behaviors important for
survival. Lesions in the prefrontal cortex cause pro-
found changes in affect, mood, and social behavior.
mPFC areas (areas 24, 25, and 32) modulate
emotional responsiveness through inhibition of amyg-
dala function. It has projections to the amygdala,
which are involved in the suppression of amygdala
responsiveness to fearful cues. Dysfunction of these
areas can be responsible for the failure of extinction to
fearful cues, which is an important part of the anxiety
response. Area 25 also has direct projections to brain
stem and is involved in regulation of peripheral
responses to stress, including heart rate, blood pres-
sure, and cortisol response. Lesions of this area in
animals result in impairments in mounting the periph-
eral glucocorticoid and sympathetic response to stress.
Human subjects with lesions of medial prefrontal
cortical areas (e.g., the famous case of Phineas Gage)
have deficits in interpretation of emotional situations
that are accompanied by impairments in social relat-
edness. Other case studies of humans with brain lesions
have implicated mPFC in ‘“emotion” and socially
appropriate interactions. Auditory association areas
(temporal lobe) have also been implicated in animal
studies as mediating extinction to fear responding.

VI. NEURAL CIRCUITS IN ANXIETY AND FEAR

The major afferent arm of neural circuitry includes
exteroceptive sensory systems of the brain, consisting
of serially organized relay channels that convey
directly or through multisynaptic pathways informa-
tion relevant to the experience of fear. The sensory
information contained in a fear- or anxiety-inducing
stimulus is transmitted from peripheral receptor cells
in the eyes, ears, nose, skin, the body’s own visceral
information (e.g., blood glucose, arterial pressure, and
CO; levels), or any combination of these. Except for
olfactory information, which goes directly to amygda-
la and enthorhinal cortex, these sensory inputs are
relayed through the dorsal thalamus to amygdala and
cortical brain areas, such as primary visual (occipital),
auditory (temporal), or tactile (postcentral gyrus)
cortical areas. Input from peripheral visceral organs

is relayed through the nucleus paragigantocellularis
and nucleus tractus solitarius in the brain stem to LC
and from there to unimodal and polymodal cortical
association areas. Another projection from the brain
stem to the limbic system comes from the midbrain
region of the ventral tegmental area. This nuclear
group contains some of the few dopaminergic neurons
found in the brain. Information that reaches primary
sensory areas is then processed by secondary cortical
association areas, often physically adjacent to the
primary sensory areas from which they receive in-
formation. These brain areas send projections to
multiple brain structures, including amygdala, hippo-
campus, entorhinal cortex, orbitofrontal cortex, and
cingulate gyrus, that are involved in mediating this
visual memory and attached emotion.

As this primary sensory input comes into the brain
stem and midbrain, it is matched against previously
stored patterns of activation and if unknown, or if
associated with previous threat, an initial fear response
begins, consisting of affective, behavioral, and somatic
responses. A wave of neuronal activation in key brain
stem and midbrain nuclei is formed by activation of
different neurotransmitters, neuromodulators, and
neuropeptides, resulting in patterns of neuronal acti-
vation which move from brain stem through midbrain
to thalamic, limbic, and cortical areas. At the level of
the thalmus and the limbic areas (the amygdala also
receives information directly from the thalamus)
specific patterns of neuronal activity result in the
actual sensation of anxiety. The pivotal role of the
amygdala is supported by the fact that it receives
afferents from thalamic and cortical exteroceptive
systems as well as from subcortical visceral afferent
pathways. At the subcortical and cortical level, more
complex cognitive associations are made, allowing for
interpretation of that internal state of anxiety (e.g., the
neuronal interactions between amygdala and orbito-
frontal cortex enable the individual to initiate adaptive
behaviors to threat based on prior experience and the
nature of the threat). Cortical, limbic, midbrain, and
brain stem-based neuronal activity may subsequently
be involved in various aspects of anxiety regulation or
dysregulation.

VI. NEUROENDOCRINE, AUTONOMIC, AND
MOTOR RESPONSES

Efferent projections from the brain structures need to
be able to mediate an individual’s neuroendocrine,
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autonomic, and motor response to threat. They also
need to account for the pathological reactions that
result in anxiety-related signs and symptoms. The
organism must rapidly effect peripheral responses to
threat, which are mediated by the sympathetic and
parasympathetic systems. Structures involved in these
responses include the amygdala, LC, hypothalamus,
PAG, and striatum. The hypothalamus coordinates
the information it receives from various brain regions
to patterns of sympathetic responses. Stimulation of
the lateral hypothalamus results in sympathetic system
activation with increases in blood pressure and heart
rate, sweating, piloerection, and pupil dilatation.
Activation of the paraventricular nucleus of the
hypothalamus promotes release of a variety of hor-
mones and peptides. Its activation in anxiety and fear
is thought to rely on stimulation from hypothalamus
via projections from the amygdala and LC. The PAG
also serves to regulate the sympathetic function, which
accounts for parallel activation of the peripheral
sympathetic system and the LC. The n. vagus and
splanchnic nerves are projections from the parasym-
pathetic system. The n. vagus receives information
from the lateral hypothalamus, PVN, LC, and amyg-
dala. The splanchnic nerves receive afferent input from
LC. This innervation from the parasympathetic system
relates to visceral symptoms associated with fear and
anxiety such as gastrointestinal and genitourinary
disturbances.

The amygdala has strong projections to most areas
of the striatum, including nucleus accumbens, olfac-
tory tubercle, and part of the caudate and putamen.
The dense innervation of the striatum and prefrontal
cortex by the amygdala indicates that the amygdala
can powerfully regulate both these systems. Adaptive
mobilization of the motor response to threat probably
involves pathways between cortical association areas
and the striatum and also the amygdala and the
striatum. These interactions between amygdala and
the extrapyramidal motor system may be important in
generating motor responses to threatening stimuli,
especially when they are related to prior experiences.

The cerebellum has a well-known role in motor
movement, suggesting that this region is involved in
planning for action; however, recent imaging studies
are consistent with a role in cognition as well.
Connections between parietal and prefrontal cortex
are required in order to permit the organism to rapidly
and efficiently execute motor responses to threat.
These areas have important innervations to the
precentral (motor) cortex, which is responsible for
motor responses to threat. The striatum (caudate and

putamen) modulates motor responses to stress. The
dense innervation of the striatum and prefrontal cortex
by the amygdala indicates that the amygdala can
regulate both these systems. These interactions be-
tween the amygdala and the extrapyramidal motor
system may be very important for generating motor
responses to threatening stimuli, especially those
related to prior adverse experiences.

Thus, preparation for responding to threat requires
integration between brain areas involved in assessing
and interpreting the potentially threatening stimulus.
Brain areas involved in response (e.g., prefrontal
cortex and anterior cingulate) play an important role
in the planning of action and in holding multiple pieces
of information in “working memory” during the
execution of a response. Parietal cortex and posterior
cingulate are involved in visuospatial processing that is
an important component of the stress response. Motor
cortex may represent the neural substrate of planning
for action.

A. HPA Axis

The HPA axis is a component of the response system in
fear and anxiety. The HPA axis has important
functional interactions with the NE system that
facilitate a sophisticated range of responses to stress.
Stimulation of the lateral hypothalamus results in
sympathetic system activation producing increases in
blood pressure and heart rate, sweating, piloerection,
and pupil dilatation. Stress stimulates release of CRF
from the PVN of the hypothalamus into the portal
bloodstream. CRF is transported to the anterior lobe
of the pituitary, where it stimulates the release of
ACTH and ultimately the release of cortisol from the
adrenal cortex. High levels of circulating cortisol act
through a negative feedback pathway to decrease both
CRF and NE synthesis at the level of the PVN.
Glucocorticoid inhibition of NE-induced CRF stimu-
lation may be evident primarily during stressor-
induced cortisol release and not under resting condi-
tions. High levels of cortisol likely inhibit the effects of
NE on CREF release from the PVN, serving to restrain
the stress-induced neuroendocrine and cardiovascular
effects mediated by the PVIN. CRF increases activity of
the LC; CREF injected into the LC intensifies anxiety-
related responses. CRF serves as an excitatory neuro-
transmitter in the LC, which contributes to a pathway
for the behavioral effects of CRF.

The mechanism responsible for transient stress-
induced hyperadrenocorticism and feedback resistance
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may involve a downregulation of glucocorticoid
receptors. High glucocorticoid levels decrease the
number of hippocampal glucocorticoid receptors,
resulting in increased corticosterone secretion and
feedback resistance. Following stress termination,
when glucocorticoid levels decrease, receptor numbers
are increased and feedback sensitivity normalizes.

The effects of chronic stress on ACTH and corti-
costerone secretion vary depending on the experimen-
tal paradigm. In nonhuman primates, adverse early
experiences induced by variable maternal foraging
requirements result in profound behavioral distur-
bances (more timid, less social, and more subordinate)
years later. Adult monkeys raised in the variable
foraging maternal environment were also hyperre-
sponsive to yohimbine and had elevated levels of CSF
and decreased CSF cortisol levels in adulthood. These
observations suggest that early adverse experience
permanently affects the HPA axis.

B. Norepinephrine

Norepinephrine release in the brain represents an
important part of the immediate stress response,
reacting within seconds. The majority of noradrener-
gic cell bodies are located in the brain stem, in the LC,
with axons that extend throughout the cerebral cortex
and to multiple subcortical areas. Neurons in the LC
are activated in association with fear and anxiety states
and the limbic and cortical regions innervated by the
LC are thought to be involved in the elaboration of
adaptive responses to stress. Stressors such as a cat
seeing a dog result in an increase in firing of neurons in
the LC and enhanced NE release in the hippocampus
and mPFC. Exposure to chronic stress also results in a
potentiation of NE release with subsequent stressors.
Consistent with these findings, noradrenergic stimula-
tion resulted in decreased metabolism in hippocampus
(consistent with high levels of NE release) and relative
failure of activation in mPFC in PTSD patients but not
normal subjects. There was also a pattern of a
relationship between this metabolic response and
increased panic anxiety.

C. Dopamine

The dopamine innervation of the mPFC appears to be
particularly vulnerable to stress. Sufficiently low-
intensity stress (such as that associated with condi-

tioned fear) or brief exposure to stress increases
dopamine release and metabolism in the prefrontal
cortex in the absence of overt changes in other
mesotelencephalic dopamine regions. Low-intensity
electric foot shock increases in vivo tyrosine hydro-
xylase and dopamine turnover in the mPFC but not the
nucleus accumbens or striatum. Stress can enhance
dopamine release and metabolism in other areas
receiving dopamine innervation, provided that greater
intensity or longer duration stress is used. Thus, the
mPFC dopamine innervation is preferentially activa-
ted by stress compared to mesolimbic and nigrostriatal
systems, and the mesolimbic dopamine innervation
appears to be more sensitive to stress than the striatal
dopamine innervation.

D. Serotonin

Although less studied, in conditioned fear experiments
animals demonstrated an increase in serotonin (5-HT)
turnover in different brain areas, with preferential
release in mPFC. Serotonin antagonists produce
behavioral deficits resembling those seen following
inescapable shock. Chronic stress increases cortical 5-
HT, receptor binding and reduces hippocampal 5-
HT s receptor binding. Drugs that enhance serotonin
neurotransmission are effective in reversing this beha-
vioral “learned helplessness.” Injection of serotonin
into the frontal cortex after stress exposure reverses
behavioral deficits.

The effect of stress in activating serotonin turnover
may stimulate a system that has both anxiogenic and
anxiolytic pathways within the forebrain. A primary
distinction in the qualitative effects of serotonin may
be between the dorsal and median raphe nuclei, the two
midbrain nuclei that produce most of the forebrain
serotonin. The serotonergic innervation of the amyg-
dala and the hippocampus by the dorsal raphe are
believed to mediate anxiogenic effects via 5-HT,
receptors. In contrast, the median raphe innervation
of hippocampal 5-HT;4 receptors has been hypothe-
sized to facilitate the disconnection of previously
learned associations with aversive events or to sup-
press formation of new associations, thus providing
resilience to aversive events.

E. Benzodiazepine

Alterations in Bz receptor function are involved in the
stress response and anxiety. Animals exposed to stress
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develop a decrease in Bz receptor binding in different
brain sites. Decreases in Bz receptor binding are also
associated with alterations in memory. Bz receptors
are present throughout the brain, with the highest
concentration in cortical grey matter. Bzs potentiate
and prolong the synaptic actions of the inhibitory
neurotransmitter y-aminobutyric acid (GABA). Cen-
tral Bz receptors and GABA receptors are part of the
same macromolecular complex. These receptors have
distinct binding sites, although they are functionally
coupled and regulate each other in an allosteric
manner. Administration of inverse agonists of Bz
receptors results in behavioral and biological effects
similar to those seen in anxiety and stress. These effects
are blocked by administration of Bzs or pretreatment
with the Bz antagonist flumazenil.

F. Neuropeptides

Several neuropeptides also mediate the response to
stress. CCK is an anxiogenic neuropeptide present in
the gastrointestinal tract and the brain that has
recently been suggested to be a neural substrate for
human anxiety.

Stress is associated with an increase in endogenous
opiate release with decreased density of mu opiate
receptors, which may mediate the analgesia associated
with stress. Other neuropeptides under investigation
that appear to play a role in the stress response are
neuropeptide Y, somatostatin, and thyrotropin. Stress
also has important effects on the immune system.

VIIl. APPLICATION OF THE MODEL OF THE
NEURAL CIRCUITRY OF ANXIETY AND FEAR TO
ANXIETY DISORDERS

The primary goal of research in the clinical neu-
roscience of anxiety disorders is to apply findings
related to the effects of stress on the brain in animals to
patients with anxiety disorders. Different methods
contributed to the working model of the neural
circuitry of anxiety and anxiety disorders that is
presented here. The neural circuits mediating symp-
toms of anxiety disorders can be studied by measuring
neurotransmitters and hormone levels in blood, urine,
and saliva; by assessing behavioral and biochemical
responses to pharmacological challenge to specific
neurochemical systems; by measuring key brain struc-
tures with structural neuroimaging; by provoking

disease-specific symptoms in conjunction with func-
tional neuroimaging; or by using imaging to measure
neuroreceptors.

Among the most characteristic features of anxiety
disorders such as PTSD and PD is that “anxiogenic”
memories (e.g., of the traumatic experience or first
panic attack) can remain indelible for years or decades
and can be easily reawakened by all sorts of stimuli and
stressors. The strength of traumatic memories relates,
in part, to the degree to which certain neuromodula-
tory systems, particularly catecholamines and gluco-
corticoids, are activated by the traumatic experience.
Release of these stress hormones modulates the
encoding of memories of the stressful event. Experi-
mental and clinical investigations provide evidence
that memory processes remain susceptible to modulat-
ing influences after information has been acquired.
Long-term alterations in these catecholaminergic and
glucocorticoid systems may also be responsible for
symptoms of fragmentation of memories, but also for
hypermnesia, amnesia, deficits in declarative memory,
delayed recall of abuse, and other aspects of the wide
range of memory distortions in anxiety disorders. With
long-term storage, memories are shifted from hippo-
campus to the neocortical areas, where the initial
sensory impressions take place. The shift in memory
storage to the cortex may represent a shift from
conscious representational memory to unconscious
memory processes that indirectly affect behavior.
Traumatic cues such as a particular sight or sound
reminiscent of the original traumatic event will trigger
a cascade of anxiety and fear-related symptoms will
ensue, often without conscious recall of the original
traumatic event. In patients with PTSD, however, the
traumatic stimulus is always potentially identifiable.
Symptoms of anxiety in panic or phobic disorder
patients, however, may be related to fear responses to a
traumatic cue (in individuals who are vulnerable to
increased fear responsiveness, through either constitu-
tion or previous experience), where there is no
possibility that the original fear-inducing stimulus will
ever be identified.

Thus, patients with anxiety disorders have symp-
toms that reflect a more or less continuous perception
of threat with unconscious processed fear responses.
The animal model of contextual fear conditioning
represents a good model for these symptoms. Precli-
nical data suggest that the hippocampus (as well as
BNST and PAG) plays an important role in the
mediation of contextual fear, and that increased
responding to CS is due to hippocampal dysfunction.
Hippocampal atrophy in PTSD, as described
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previously, therefore provides a possible neuroanato-
mical substrate for abnormal contextual fear condi-
tioning and chronic symptoms of feeling of threat and
anxiety. Interestingly, in light of studies showing
abnormal noradrenergic function in PTSD, the BNST
has some of the densest noradrenergic innervation of
any area in the brain.

The startle reflex has been the subject of the few fear
conditioning studies that have been performed in
humans. Startle is a useful method for examining fear
responding in experimental studies involving both
animals and humans that is mediated by the amygdala
and connected structures. Patients with combat-re-
lated PTSD were found to have elevated baseline
startle compared to controls in some studies but not
others. In the patient group, there were asymmetry of
baseline startle response and increased heart rate
responses during measurement of startle. From other
studies it is clear that unconscious emotional processes
are involved in fear conditioning (e.g., patients with
anxiety disorders have demonstrated greater resistance
to extinction of conditioned responses to angry facial
expressions, but not to neutral facial expressions,
compared to controls). In the neural circuitry, damage
to the amygdala does not prevent patients from
learning the relationship between the CS and the
unconditioned stimulus (UCS), but it abolishes con-
ditioned autonomic responses. In contrast, damage to
the hippocampus does not affect conditioned auto-
nomic responses but does prevent learning of the CS—
UCS association. Further evidence for unconscious
processes stems from backward masking techniques,
which prevent conscious awareness of a stimulus.
Using such a technique, fear conditioning to a certain
class of stimuli called fear-relevant stimuli (e.g., spiders
and snakes) proves to be mediated by preattentive
automatic information-processing mechanisms. These
automatic mechanisms may be mediated in part by
direct thalamic—amygdala connections. Thalamoa-
mygdala pathways that bypass the cerebral cortex
may trigger conditioned responses before the stimulus
reaches full awareness, providing an explanation for
unconscious conditioned phobic responses to fear-
relevant stimuli.

A. Alterations in Neurochemical Stress Response
Systems in Patients with Anxiety Disorders
1. CRF/HPA Axis

Anxiety disorder patients have long-term alterations in
neurochemical systems that are involved in mediating

the stress response and are sensitive to chronic stress.
The findings in PTSD and PD (most extensively
studied of the anxiety disorders) are summarized in
Table II.

Specific alterations in cortisol and HPA axis func-
tion are associated with PTSD. An increase in
neuronal CRF release is a possible explanation for
the clinical findings that have been reported for this
disorder, with resultant blunting of ACTH response to
CRF, increased central glucocorticoid receptor re-
sponsiveness, and resultant low levels of peripheral
cortisol due to enhanced negative feedback. Interest-
ingly, nonhuman primates with variable foraging
mothers (a model for early life stress) had elevated
CSF and CRF and decreased CSF cortisol levels in
adulthood, which is more similar to PTSD than to
depression.

Evidence for dysfunction of CRF or HPA systems in
PD has been inconsistent. Normal levels of CRF in
CSF of PD patients have been found, blunted ACTH
responses to CRF (indicating chronic elevations in
CRF) have been reported in some studies, and both
normal and elevated rates of cortisol nonsuppression
following dexamethasone have been reported. Urin-
ary-free cortisol results have been inconsistent. Ele-
vated plasma cortisol levels were reported in one study
but not in others. In 24-hr secretion of ACTH and
cortisol in PD, only subtle abnormalities were seen.
Patients had elevated overnight cortisol secretion and
greater amplitude of ultradian secretory episodes.

2. Catecholamines

There is extensive evidence indicating that NE plays a
role in human anxiety and is dysregulated in anxiety
disorders. PTSD and PD seem to have similar
alterations in noradrenergic function. However, the
causes of the two syndromes may differ, with PD
associated more with genetic factors and PTSD with
the effects of severe psychological trauma.
Heightened autonomic or sympathetic nervous
system arousal was found in children but also in
combat veterans with chronic PTSD. They showed
higher resting mean heart rate and systolic blood
pressure, as well as greater increases in heart rate, when
exposed to visual and auditory combat-related stimuli
compared with combat veterans without PTSD,
patients with GAD, or healthy subjects. The PTSD
patients showed hyperreactive responses to combat-
associated stimuli but not to other stressful noncom-
bat-related stimuli. They also showed elevated NE and
epinephrine in 24-hr urine in comparison to normal
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Table Il
Evidence for Neurobiological Alterations in CRF/HPA Axis, Catecholaminergic Systems, and Other Neurotransmitter Systems”
PTSD Panic
CRF/HPA axis function
Alterations in urinary cortisol + /= +/—
Altered plasma cortisol with 24-hr sampling + (decrease) + (increase)
Supersuppression with DST + —
Blunted ACTH response to CRF ++ +/—
Elevated CRF in CSF + +
Increased lymphocyte glucocorticoid receptors ++ NT
Catecholaminergic function
Increased resting heart rate and blood pressure + /- + /=
Increased heart rate and blood pressure response to traumatic reminders/panic attacks +++ ++
Increased resting urinary NA and Epi + ++ /-
Increased resting plasma NA or MHPG - -
Increased plasma NA with traumatic reminders/panic attacks + +/—
Increased orthostatic heart rate response to exercise + +
Decreased binding to platelet-2 receptors + +/—
Decrease in basal and stimulated activity of cAMP +/— +
Decrease in platelet MAO activity + ?
Increased symptoms, heart rate, and plasma MHPG with yohimbine noradrenergic challenge + ++ +
Differential brain metabolic response to yohimbine + +
Other neurotransmitter systems
Serotonin
Decreased serotonin reuptake site binding in platelets ++
Decreased serotonin transmitter in platelets —
Blunted prolactin response to buspirone (SHT 5 probe) —
Benzodiazepine
Increased symptomatology with Bz antagonist — ++
Cholecystokinin
Increased anxiety symptoms with CCK administration NT ++
Anxiolytic effect of CCK antagonist —
Opiate
Naloxone-reversible analgesia +
Increased plasma f-endorphin response to exercise +
Increased endogenous opiates in CSF +

Altered serotonin effect on cAMP in platelets (SHT o probe)
Neuropeptide Y

Altered plasma levels
Thyroid

Increased baseline thyroxine

Increased TSH response to TRH
Somatostatin

Increased somatostatin levels at baseline in CSF

+ (decrease)

+
+

+

+ (increase)

“Findings of decreased urinary cortisol in older male combat veterans and holocaust survivors and increased cortisol in younger female
abuse survivors may be explainable by differences in gender, age, trauma type, or developmental epoch at the time of the trauma. + indicates

the availability of studies; NT = not tested.
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controls and patients with other psychiatric disorders.
Relative elevations of the NE metabolite, MHPG,
were found in their nighttime samples. No differences
were found in baseline levels of plasma NE when
compared with healthy subjects. This noradrenergic
hyperreactivity in patients with PTSD may be asso-
ciated with the conditioned or sensitized responses to
specific traumatic stimuli. Women with PTSD second-
ary to childhood sexual abuse had significantly
elevated levels of catecholamines (NE, E, and DA),
cortisol and catecholamine metabolites, metane-
phrine, vanillylmandelic acid, and HVA in 24-hr urine
samples.

The release of glucocorticoids or other stress-related
factors (e.g., stress-induced decreases in BDNF) is
shown to result in hippocampal damage with lasting
deficits in verbal declarative memory dysfunction in
PTSD. Although hippocampal volume reduction
appears to be specific to stress-related anxiety dis-
orders, PD patients have been shown to have altera-
tions of parahippocampal gyrus and other portions of
extrahippocampal temporal lobe that may underlie
declarative memory deficits that are also seen in PD.
Increased cortisol release with stress in both PTSD and
PD may result in amnesia and cognitive dysfunction
associated with these disorders. Excessive release of
NE with stressors in anxiety disorder patients is
predicted to result in decreased function of neurons
which may be related to both cognitive dysfunction
and increased anxiety with stress. In addition, given
the known role of the hippocampus in contextual fear,
lasting damage to the hippocampus may contribute to
excessive anxiety and fear responding in these patients.
Finally, since the hippocampus is involved in integra-
tion of individual aspects of memory at the time of
memory retrieval, hippocampal dysfunction may lead
to memory fragmentation and amnesia.

Evidence for noradrenergic responsivity is also
manifested on the level of peripheral NE receptor
function. A decrease in platelet adrenergic o, receptor
number as measured by total binding sites for the o,-
antagonist [*H]rauwolscine and greater reduction in
number of platelet o, receptors after exposure to
agonist (epinephrine) may reflect chronic high levels of
NE release which lead to compensatory receptor
downregulation and decreased responsiveness. Al-
though there is inconsistent evidence for elevations in
NE at baseline in PTSD, there is evidence for increased
noradrenergic responsivity in this disorder. Studies
have also shown alterations in the a,-receptor and
cyclic AMP function in patients with PTSD, which
were similar to those in PD. Patients with combat-

related PTSD compared to healthy controls had
enhanced behavioral, biochemical (NE metabolite
MHPG), and cardiovascular (heart rate and blood
pressure) responses to the o, antagonist, yohimbine,
which stimulates central NE release. Moreover, neu-
roimaging with positron emission tomography (PET)
demonstrated that PTSD patients have a cerebral
metabolic response to yohimbine, consistent with
increased NE release.

Alterations in sleep function may be secondary to
altered pontine function and noradrenergic dysregula-
tion in PTSD. Sleep dysfunction has been documented
following acute fear and appears to be related to
development of chronic anxiety disorders. PTSD
patients have been found to have decreased total sleep
time, increased ‘““microawakenings,” and increases in
phasic rapid eye movement activity relative to con-
trols. These abnormalities may play a role in night-
mares in this patient population.

Abnormal regulation of brain noradrenergic sys-
tems is also involved in the pathophysiology of PD.
Evidence for baseline elevations in heart rate and
blood pressure, as well as plasma NE, in PD has been
conflicting. PD patients had increased heart rate
responses to orthostatic challenge when compared to
normal subjects. Patients with PD were found to have
elevations in baseline plasma epinephrine. One study
found increased NE with lactate-induced panic attacks
but another did not find an increase with spontaneous
panic attacks. PD patients are very sensitive to the
anxiogenic effects of yohimbine, in addition to having
exaggerated plasma MHPG, cortisol, and cardiovas-
cular responses. Responses to the a,-adrenergic recep-
tor agonist, clonidine, were also abnormal in PD
patients. Clonidine administration caused greater
hypotension, greater decreases in plasma MHPG,
and less sedation in panic patients than in controls.
Clonidine significantly, but only partially, attenuated
lactate panic symptoms, indicating that noradrenergic
neuronal activity cannot fully account for lactate-
induced panicogenesis. Growth hormone response to
clonidine (used as a probe of central a,-adrenergic
receptor function) was blunted in PD versus normals.
These findings persist despite clinical recovery with
fluoxetine treatment.

Few studies have examined noradrenergic function
in patients with phobic disorders. In patients with
specific phobias, increases in subjective anxiety, and
increased heart rate, blood pressure, plasma NE, and
epinephrine have been associated with exposure to the
phobic stimulus. This finding may be of interest from
the standpoint of the model of conditioned fear, in
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which a potentiated release of NE occurs in response to
a reexposure to the original stressful stimulus. Patients
with social phobia have been found to have greater
increases in plasma NE in comparison to healthy
controls and patients with PD. In contrast to PD
patients, the density of lymphocyte o adrenoceptors is
normal in social phobic patients. The growth hormone
response to intravenous clonidine (a marker of central
o, receptor function) is blunted in social phobia
patients.

There is evidence for a role for dopamine in human
anxiety states. A higher incidence of anxiety disorders
including panic attacks occurs in patients with Par-
kinson’s disease. A higher concentration of the dopa-
mine metabolite, homovanillic acid, in plasma in PD
has been found in patients with high levels of anxiety
and frequent panic attacks. Recently, patients with PD
were shown to have a greater growth hormone
response to the dopamine agonist apomorphine than
patients with depression. However, some negative
studies also exist. As noted previously, elevations in
dopamine were found in 24-hr urine of patients with
PTSD. There have been no studies of dopamine
function in social phobia.

3. Other Neurotransmitter Alterations

a. Serotonin Clinical studies of serotonin function
in anxiety disorders have had mixed results. Although
there are only a limited number of studies of
serotonergic function in PTSD, there is a large body
of indirect evidence suggesting that this neurotrans-
mitter may be important in the pathophysiology of
trauma-related symptomatology. In humans, low 5-
HT functioning has been associated with aggression,
impulsivity, and suicidal behavior. Patients with
PTSD are frequently described as aggressive or
impulsive and often suffer from depression, suicidal
tendencies, and intrusive thoughts that have been
likened to obsessions. Patients with PTSD were found
to have a predominance of “‘reducing” patterns to
auditory-evoked potential paradigms compared to
normal controls. One explanation for these findings is
low serotonergic activity in PTSD. This hypothesis
gains further support from the observation that
serotonin reuptake inhibitors have been found to be
partially effective in treating PTSD symptoms such as
intrusive memories and avoidance symptoms. A
subgroup of patients with PTSD exhibited a marked
behavioral sensitivity to serotonergic provocation with
m-chlorophenylpiperazine (mCPP), a probe of post-

synaptic 5-HT;c and 5-HT; receptor functions, raising
the possibility of pathophysiologic subtypes among
traumatized combat veterans.

To date, pharmacologic challenge studies of 5-HT in
PD have also been unable to establish a definite role for
5-HT in the pathophysiology of panic. Challenges with
the 5-HT precursors, L-tryptophan and 5-hydroxy-
tryptophan (5-HTP), did not discriminate between PD
and controls on neuroendocrine measures. Conver-
sely, tryptophan depletion was not anxiogenic in
unmedicated PD patients. However, challenge with
the 5-HT-releasing agent fenfluramine has been
reported to be anxiogenic and to produce greater
increases in plasma prolactin and cortisol in PD
compared to controls. Studies with mCPP have
produced equivocal findings. Increases in anxiety and
plasma cortisol in PD patients compared to controls
have been reported with oral but not IV administration
of mCPP. When the selective 5-HT; 5 partial agonist
ipsapirone was used as a challenge agent, ACTH,
cortisol, and hypothermic responses to ipsapirone
were blunted in PD patients, but anxiety responses did
not differ from controls. These data implicate 5-HT 5
receptor subsensitivity in the pathophysiology of PD.

In several case reports the synthetic amphetamine
analog MDMA has been associated with panic attacks
and in some cases with the induction of PD. MDMA
acts as both an indirect dopamine agonist and a potent
5-HT releaser and agonist.

b. Benzodiazepine Despite the preclinical support
for the involvement of Bz systems in stress, clinical
investigations of the function of this system in patients
with anxiety disorders have been difficult to design.
The inability to identify variables measurable in living
human subjects who reflect central Bz system function
has contributed to the paucity of research in this area.
However, evidence from clinical studies performed to
date suggests a possible role for alterations in Bz
receptor function in disorders of anxiety and stress.

Pharmacologic challenge studies with the Bz recep-
tor inverse agonist FG7142 induced severe anxiety
resembling panic attacks and biological characteristics
of anxiety in healthy subjects. Both oral and intrave-
nous administration of the Bz receptor antagonist
flumazenil to patients with PD resulted in an increase
in panic attacks and subjective anxiety in comparison
to controls. Flumazenil, however, had no anxiogenic
effects in PTSD. Bz-induced changes in sedation and
cortisol levels, as well as saccadic eye movement
velocity, have been suggested to be indicative of Bz
receptor-mediated actions. PD patients were found to
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be less sensitive than controls to diazepam using
saccadic eye movement velocity as a dependent
measure, suggesting a functional subsensitivity of the
GABA-Bz supramolecular complex in brain stem
regions controlling saccadic eye movements. Other
evidence for alterations in Bz receptor function in PD
patients includes a diminished sensitivity to suppres-
sion of plasma NE, epinephrine, and pulse following
administration of diazepam in comparison to controls.
Patients with GAD have been found to have
decreases in peripheral-type Bz receptor binding as
assessed by [PHJPK11195 binding to lymphocyte
membranes, although the relationship to central Bz
receptor function is unclear. In addition, reduced
binding to [PH]PK 11195 has been reversed with Bz
therapy in patients with anxiety disorders. Healthy
subjects exposed to the stress of war have also been
found to have a decrease in binding of Bz receptors on
peripheral mitochondria during the stressful period
before and during war relative to the period after the
war, which was correlated with an improvement of
anxiety after the end of the war. Mixed findings are
reported on peripheral Bz receptor binding in PD
patients. Studies examining GABA, which is function-
ally related to Bzs, have not found differences in plasma
levels between PD patients and controls at baseline.
Studies have begun to use neuroimaging to examine
central Bz receptor function in anxiety disorders.
['**IJTomazenil binds with high affinity to the Bz
receptor and can be used with single photon emission
computed tomography (SPECT) to image the Bz
receptor in human brain. SPECT has been used to
show a decrease in ['*’IJiomazenil uptake in frontal,
temporal, and occipital cortex in PD patients relative to
comparison subjects. These studies were limited by the
use of nonquantitative methods for estimation of Bz
receptor binding, the absence of medication-free
subjects, psychiatric comorbidity within PD patients,
and/or the use of diseased patients for comparison
groups. SPECT iomazenil quantitation of Bz receptor
binding, comparing volumes of distribution of receptor
(related to the ratio of receptor number and affinity)
in patients with PD and controls resulted in a reduction
in Bz receptor binding in left hippocampus and
precuneus in PD. Elevated levels of anxiety were
correlated with decreased binding in the frontal cortex.
When PET and [''IJflumazenil were used in the
measurement of Bz receptor binding, global decreases
in PD patients were found, with the greatest magnitude
in the right orbitofrontal cortex and insula. Recently, a
decrease was found in Bz receptor binding in
prefrontal cortex (area 9) in patients with combat-

related PTSD compared to matched healthy controls.
These findings were consistent with animal studies of
stress showing decreased binding in the frontal lobe
and hippocampus.

c. Cholecystokinin The neuropeptide CCK has
been shown to be anxiogenic in human subjects. In
healthy volunteers intravenous administration of
CCK4 (a tetrapeptide that crosses the blood—brain
barrier more readily than CCKS8) has been shown to
induce severe anxiety or short-lived panic attacks. The
anxiogenic effect of CCK was blocked by the Bz
lorazepam, although this may merely be pharmacolo-
gical opposition and not true antagonism. PD patients
were found to be more sensitive to the anxiogenic
effects of CCK4 and a closely related peptide,
pentagastrin. These effects were blocked by CCK
antagonists. Imipramine antagonizes the panicogenic
effects of CCK4 in PD patients. The mechanism is
unclear but may relate to the ability of imipramine to
downregulate f-adrenergic receptors since proprano-
lol antagonizes the anxiogenic actions of CCKA4.
Levels of CCK in the CSF are lower in PD patients
than in normal subjects, indicating the possibility of
enhanced function of CCK receptors. The mechanism
responsible for the enhanced sensitivity to CCK4 has
not been elucidated. Patients may have an elevated
production or turnover of CCK or increased sensitiv-
ity of CCK receptors. Since CCK has important
functional interactions with other systems implicated
in anxiety and fear (noradrenergic, dopaminergic, and
Bz), these interactions need to be evaluated in PD
patients. CCKB receptor antagonists are now being
tested as antipanic drugs.

d. Opiates Only a few studies have examined
opiate function in PTSD. Some studies report lower
AM and PM plasma f-endorphin levels. In studies that
found no differences in plasma levels of methionine
enkephalin, degradation half-life was significantly
higher in the PTSD group. In a pharmacological
challenge of the opiate system, PTSD patients showed
reduced pain sensitivity compared to veterans without
PTSD following exposure to a combat film. This was
reversible by the opiate antagonist naloxone and could
be explained by increased release of endogenous
opiates with stress in PTSD. Levels of endogenous
opiates in cerebrospinal fluid were found to be elevated
in combat-related PTSD. Symptoms of avoidance and
numbing are thought to be related to a dysregulation
of opioid systems in PTSD. The use of opiates in
chronic PTSD may also represent a form of
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self-medication. Animal studies have shown that
opiates, by acting to decrease firing of LC neurons,
are powerful suppressants of central and peripheral
noradrenergic activity. If, as suggested earlier, some
PTSD symptomatology is mediated by noradrenergic
hyperactivity, then opiates may serve to ‘“‘treat” or
dampen down that hypersensitivity and accompany-
ing symptoms. On the other hand, during opiate
withdrawal when opiates are decreased and noradre-
nergic activity is increased, PTSD symptoms may
become acutely exacerbated. In fact, many symptoms
of PTSD are similar to those seen during opiate
withdrawal.

e. Neuropeptide Y Low doses of NPY adminis-
tered intraventricularly have proven to have anxiolytic
effects in several animal models of anxiety. Disturbed
NPY transmission might have a role in symptoms of
anxiety. In PD elevated plasma levels of NPY have
been found. In PTSD, lower levels were found.

f. Thyroid In the early part of the twenticth
century, Graves first described cases of hyperactivity
of the thyroid gland, with neuropsychiatric symptoms
of anxiety, palpitations, breathing difficulties, and
rapid heart rate, in a series of cases of individuals who
were recently exposed to traumatic stress. Although
the relationship between stress, neuropsychiatric
symptoms, and thyroid disease has continued to be
clinically observed, to date there have been no
systematic epidemiologic studies of the relationship
between stress and thyroid disease. Thyroid hormone
has a range of actions, including energy utilization
within the cell (important in stress), and stress results in
long-lived elevations in thyroid hormone. Elevated
levels of T3 were reported in patients with combat-
related PTSD.

B. Panicogenic Effects of Lactate

In the late 1960s an observation was made by Pitts and
McClure that intravenous infusion of lactate produced
panic anxiety in susceptible individuals but not in
normal subjects. Subsequently, the reliability of panic
provocation by sodium lactate has been well estab-
lished. Lactate response appeared to be specific for PD
compared with other anxiety disorders and psychiatric
conditions. Moreover, treatment of panic with imi-
pramine blocked the effects of lactate.

However, the panicogenic mechanism of lactate has
not been established. One theory is based on the fact

that systemic alkalosis caused vasoconstriction of
cerebral vessels, which in turn induced cerebral
ischemia, with an increase in the intracellular lactate:-
pyruvate ratio. Furthermore, infused lactate resulted
in a rapid passive elevation in the lactate:pyruvate
ratio in localized brain regions outside the blood—brain
barrier, such as the chemoreceptor zones. These two
mechanisms lowered the intracellular pH in medullary
chemoreceptors. In PD patients there is dysregulation
(greater sensitivity to alterations in pH) in this region;
thus, a panic response is triggered. This theory predicts
that panic could be triggered in any subject if
medullary pH was changed sufficiently.

The limitations of the model include the fact that it is
not yet known whether the pH changes in the local
circulation are mirrored intracellularly. Physiological
effects of sodium bicarbonate have revealed a para-
doxical intracellular acidosis, so the same may be true
of lactate. There has been no clear evidence that
intracellular acidosis initiates neural activity, as the
theory requires. Second, the model predicts that
hypoxia is a profound stimulus for chemoreceptor
stimulation, and hyperventilation is belied by experi-
ments in which removal of CO, from inspired air leads
to loss of consciousness without anxiety or air hunger.

A second major hypothesis is that lactate’s panico-
genic effect occurs via the induction of a metabolic
alkalosis. Infused lactate is metabolized to bicarbonate
that is further metabolized to CO,, which quickly
permeates the central nervous system. This central
buildup of CO, increases the ventilatory rate via a
direct stimulation of ventral medullary chemorecep-
tors. Increasing brain pCO, concentration has been
shown to be a profound stimulus for LC activation,
which could cause panic via central noradrenergic
activation.

Although this lactate—CO, theory has considerable
appeal, initial studies with the isomer D-lactate indi-
cate that this may not be the whole explanation. This
isomer is found to also be panicogenic but is not
metabolized to CO,. Comparisons of the behavioral
effects of lactate and bicarbonate infusion demon-
strate provocation of panic in susceptible patients;
however, bicarbonate is less anxiogenic than lactate.
This finding argues against alkalosis alone being the
panicogenic stimulus. Stimulation of respiratory cen-
ters to produce increased ventilation, hypocapnia, and
respiratory alkalosis was the common factor in
producing panic by both infusions.

Panic can also be provoked by increases in pCO,
(hypercapnia). This can be done slowly, such as by
rebreathing air or by breathing 5-7% CO, in air.
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Alternatively, panic attacks can be provoked by
breathing only one or two deep breaths of 35% CO,.
Hyperventilation and increased CO, hypersensitivity
have also been posited as an explanation for symptoms
of PD. According to the model, elevated levels of pCO,
lead to activation of the vagus nerve, which through
the nucleus tractus solitarius stimulated the LC as well
as hyperventilation. Increased tidal volume drove
down pCO,, with increased respiratory alkalosis, and
symptoms of panic. Hyperactive chemoreceptors lead
to hyperventilation in order to keep down pCO,, which
results in panic symptomatology. A corollary model to
the hyperventilation hypothesis stated that PD pa-
tients suffered from a physiologic misinterpretation of
a suffocation monitor, which evoked a suffocation
alarm system. This produces sudden respiratory
distress, followed quickly by hyperventilation, panic,
and an urge to flee. This model posited that hypersen-
sitivity to CO, is due to the deranged suffocation alarm
systems. The central problem with these models is that
it is difficult to determine whether hyperventilation is a
primary or secondary phenomenon in PD. Also, there
is no evidence of hyperventilation at baseline in PD
patients. There are many potential panicogens in PD,
and there is no evidence that hyperventilation is more
robust than other agents such as noradrenergic
stimulation with yohimbine.

C. Contributions from Neuroimaging Studies

For an overview of findings in imaging studies see
Table III.

1. Structural Neuroimaging

Digital processing of magnetic resonance imaging
(MRI) of the brain can quantify three-dimensional
volumes of brain structures. Nonquantitive studies
found evidence of abnormalities in temporal lobe in
patients with PD, and one quantitative study found
decreased volume in the hippocampus. A reduction in
hippocampal volume has been reported in several
studies in patients with PTSD (Fig. 1).

This hippocampal volume reduction has been
positively correlated with verbal memory deficits.
Considering the role the hippocampus plays in the
integration of memory elements, which are stored in
primary sensory and secondary association cortical
areas at the time of retrieval, these findings suggest a
possible neural correlate for symptoms of memory
fragmentation and dysfunction in PTSD.

2. Functional Neuroimaging

Functional brain imaging studies have examined brain
metabolism and blood flow at rest and during stress/
symptom provocation in patients with anxiety dis-
orders. Patterns of regional blood flow that are evoked
reflect the engagement of neural structures in fear and
anxiety responses. PET has been used to measure the
closely related processes of brain metabolism (using
radiolabeled glucose or ['®F]2-fluoro-2-deoxyglucose)
and blood flow (with radiolabeled water or ['°O]H,0),
whereas SPECT was used to measure brain blood flow
(with [ Tc]JHMPAO). An increase in the function of
neurons in a specific area is reflected by an increase
in metabolism and a shunting of blood flow toward
the area that can be measured with these imaging
techniques.

Pharmacologic and cognitive provocation of PTSD
symptom has been used in order to identify neural
correlates of PTSD symptomatology and of traumatic
remembrance in PTSD. Administration of yohimbine
(which increases NE release) resulted in increased
PTSD symptoms and anxiety in the PTSD group. NE
had a U-shaped curve type of effect on brain function,
with lower levels of release causing an increase in
metabolism and very high levels of release actually
causing a decrease in metabolism. Yohimbine causing
a relative decrease in metabolism in patients with
PTSD in orbitofrontal, temporal, parietal, and pre-
frontal cortex—all brain areas which receive nora-
drenergic innervation. Normal controls demonstrated
a pattern of increased metabolism in these areas.
PTSD patients (but not normals) had decreased
hippocampal metabolism with yohimbine. These find-
ings were consistent with an increased release of NE in
the brain following yohimbine in PTSD and
PET metabolism studies showing an inverse-U rela-
tionship between anxiety and cortical function, with
low levels of anxiety causing an increase in cortical
metabolism and high levels causing a decrease in
cortical metabolism.

Several studies have used PET in challenge models
that vary from reading narrative scripts to exposing
patients to slides or slides and sounds of traumatic
material. In these studies [?OJH,O was used to
examine brain blood flow during the cognitive chal-
lenge which provoked PTSD symptoms and traumatic
remembrance. Control subjects typically demonstra-
ted increased blood flow in anterior cingulate during
these conditions. When women with histories of
childhood abuse were read personalized scripts of
their trauma history, blood flow correlates of exposure
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Table Il

Overview of Findings from Structural Neuroimaging Studies, Functional Studies, and SPECT Bz Studies in Panic Disorder Highlighting Volume
Changes, Blood Flow Changes, and Changes in Binding of Receptor Sites

Method Disorder
Structural neuroimaging Decrease in volume Increase in volume
MRI Panic Temporal lobe abnormalities
PTSD Hippocampus
Functional neuroimaging Decrease in blood flow/metabolism  Increase in blood flow
PET: ['*O]H,0 or FDG PTSD  Baseline Resting flow in temporal and
prefrontal cortex
Yohimbine Temporal and parietal cortex

Traumatic scripts

Combat slideslsounds

Panic  Lactate infusion
Phobias Exposure
SPECT: [’m Tc] HMPAO  Panic  Baseline
Yohimbine
Lactate infusion
Proton MRS Panic  Hyperventilation
Neurochemical and neuroreceptor
SPECT Panic Bz binding

Orbitofrontal and prefrontal cortex
Hippocampus
Medial prefrontal cortex Right amygdala/insula
Right hippocampus Posterior cingulate and motor cortex
Anterior cingulate
Orbitofrontal cortex
Left inferior frontal cortex
Anterior cingulate
Medial prefrontal cortex
Left-right parahippocampus
Left inferior parietal cortex
Left-right hippocampal ratio
Temporal pole, orbitofrontal cortex
Visual association cortex
Hippocampal perfusion
Blunted frontal cortical activation

Blunted global and normalized

in occipital cortex
Left occipital cortex
Right-left inferior frontal asymmetry

Lactate levels

Decrease in binding Increase in binding
Left hippocampal
Precuneus

Prefrontal, orbitofrontal

hippocampus, parietal, and visual association cortex.

to these scripts showed decreased blood flow in mPFC
(areas 24 and 25) and failure of activation in anterior
cingulate (area 32), with increased blood flow in
posterior cingulate and motor cortex and anterolateral
prefrontal cortex. These areas are known to modulate
emotion and fear responsiveness through inhibition of
amygdala responsiveness. At the same time, these
women also had decreased blood flow in the right

These findings replicated findings in combat veterans
with PTSD exposed to combat-related slides and
sound (Fig. 2).

One study found amygdalar activation, but overall
findings of amygdalar activation are mixed. These
findings point to a network of related regions as
mediating symptoms of anxiety. Dysfunction of the



178 ANXIETY

Normal

Figure 1 Part of an MRI scan of the hippocampus in a normal control and patient with combat-related PTSD. The hippocampus is visibly
smaller in PTSD. Overall, there was an 8% reduction in the right hippocampal volume in PTSD.

mPFC areas may represent a neural correlate of a
failure of extinction to fearful stimuli in PTSD.
Posterior cingulate plays an important role in visuo-
spatial processing and is therefore an important
component of preparation for coping with a physical
threat. The posterior cingulate gyrus has functional
connections with hippocampus and adjacent cortex,
which led to its original classification as part of the
limbic brain.

Findings from imaging studies may also be relevant
to the failure of extinction to fear responding that is
characteristic of PTSD and other anxiety disorders.
Following the development of conditioned fear, as in
the pairing of a neutral stimulus (bright light, CS) with
a fear-inducing stimulus (electric shock, UCS), repe-
ated exposure to the CS alone normally results in the
gradual loss of fear responding. Extinction to condi-
tioned fear has been hypothesized to be secondary to
the formation of new memories that mask the original
conditioned fear memory. The extinguished memory is
rapidly reversible following reexposure to the CS-—
UCS pairing even 1 year after the original period of
fear conditioning, suggesting that the fear response did
not disappear but was merely inhibited. The extinction

is mediated by cortical inhibition of amygdala respon-
siveness. mPFC has inhibitory connections to the
amygdala that play a role in extinction of fear
responding. Auditory association cortex (middle
temporal gyrus) also has projections to amygdala
that seem to be involved in extinction. Anterior
cingulate activation represents a ‘“‘normal” brain
response to traumatic stimuli that serves to inhibit
feelings of fearfulness when there is no true threat.
Failure of activation in this area and/or decreased
blood flow in adjacent subcallosal gyrus may lead to
increased fearfulness that is not appropriate for the
context.

In PD activation studies have revealed the involve-
ment of many brain areas, depending on the condition
and the paradigm. However, the orbitofrontal cortex/
anterior insula and the anterior cingulate are impli-
cated in all the studies and may represent the nodal
point between somatic and cognitive symptoms of
panic but also any other form of anxiety. Most studies
of binding at the BZ~GABA(A) receptor are difficult to
interpret because of substantial methodological pro-
blems; however, regional and/or global reductions are
the most consistent finding in PD.

Figure 2 Anxiety response in O'> PET scanning in veterans with PTSD during memories of war using audiovisual cues of war. There is
decreased blood flow in the medial prefrontal cortex, medial temporal gyrus, and anterior cingulate indicative of a failure of inhibition of limbic
structures such as amygdala (areas displayed with z score >3.00; p<0.001).
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IX. A WORKING MODEL FOR THE NEURAL
CIRCUITRY OF ANXIETY DISORDERS

Anxiety disorders are characterized by dysfunction of
an interrelated neurochemical and neuroanatomical
system. PTSD and PD share many biological and
phenomenological similarities that allow them to be
considered related. Phobic disorders and GAD are still
in early stages of investigation. Although phenomen-
ologically they are similar to PTSD and PD, it is
premature to include them in a model for human
anxiety disorders. PTSD is related more to the
deleterious effects of environmental stress, whereas
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PD is not as clearly related to stress and may be related
more to genetic variability in anxiety. In stress-related
anxiety disorders (i.e., PTSD), PTSD symptoms as
well as cognitive dysfunction associated with PTSD
may be linked to hippocampal dysfunction. A model
can be created which incorporates informatiom from
animal and clinical research relevant to these disor-
ders, keeping in mind that working models are subject
to modification with new information, and that
generalizations involving causality should be seen as
merely speculative when derived from clinical studies
that are by their very nature cross sectional. For a
schematic model of the neural circuitry see Fig. 3.

sensory

sensory and cognitive associations

riginal trauma

mediate fear conditioning

orbitofrontal

inhibition
of the amygdala
mediates

extinction

Peripheral receptor cells of
exteroceptive auditory visual,
somestheti
olfactory

afferent systems

subsequent
stress
sensitisizes the

response

Figure 3 Aschematic model of the neural circuits involved in the afferent input of fear- and anxiety-inducing stimuli and the processing of the
stimuli. The amygdala plays a pivotal role in the assessment of danger and the response. The LC is a critical component in both afferent and
efferent systems, mainly through NE release. The amygdala receives input from PAG, LC, thalamus, hippocampus, association cortices,
entorhinal cortex, and visceral pathways. Input from mPFC is involved in determining the significance of fear-producing sensory events, the
choice and implementation and the type of behavior, and the extinction of conditioned fear responses. States of stress and fear result in a rapid
increase in firing of neurons in the LC, with release of NE transmitter in different target sites in the brain. This results in an increase in attention
and vigilance, as well as enhancement of memory recall, which can be life saving in threatenting situations. Patients with anxiety disorder,
however, develop long-term alterations in the function of this system. The fear response is dependent on previous experience, sensitization, fear

conditioning, and extinction of previous fear responses.
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A biological model to explain pathological human
anxiety should involve both brain stem circuits and
cortical and subcortical regions involved in memory
and modulation of emotion. The evidence is consistent
with chronically increased function of neurochemical
systems (CRF and NE) that mediate the fear response
in anxiety disorders. Although it is clear that activity at
the central portion of the HPA axis is increased,
responses at other portions of the HPA axis, including
the pituitary and adrenals, and the long-term effects on
the hormonal final product (cortisol), are less clear.
Increased NE and CRF released in the brain act on
specific brain areas, including hippocampus, mPFC,
temporal and parietal cortex, and cingulate, that are
dysfunctional in human anxiety disorders. Other
neurochemical systems, including Bzs, opiates, dopa-
mine, CCK, and NPY, also play a role.

Emotion is a phenomenon uniquely associated with
our species. Moving up in terms of species complexity,
the most salient change in brain architecture is the
massive increase in cortical gray matter, especially
frontal cortex. It is therefore not surprising that this
frontal lobe plays a role in modulation of emotionality.
The medial portion of prefrontal cortex serves to
inhibit more primitive limbic processing and thus has
an important role in modulation of human emotion in
general and also in fear responsivity and anxiety.
Amygdala and LC both play a pivotal role in fear
processing and anxiety. Hippocampal dysfunction
also plays an important role in the development of
symptoms of anxiety. mPFC (areas 24 and 25) and
anterior cingulate (area 32) have inhibitory inputs that
decrease amygdala responsiveness and have been
hypothesized to mediate extinction of fear responding.
Activation of this area has been shown to be a normal
response to stress or increased emotionality. Dysfunc-
tion in this area may mediate increased emotionality
and failure of extinction to fear inducing cues in
anxiety disorders. Evidence to support this idea
includes failure of normal activation in this area with
yohimbine-induced provocation of anxiety in both
PTSD and PD and failure of activation/decreased
blood flow with traumatic cue exposure in PTSD.
Again, potentiated release of NE with stressors in
PTSD and PD is expected to be associated with a
relative decrease in function of neurons in this area.

Studies performed to date are encouraging because
many findings from animal studies have been success-
fully applied to human anxiety disorders. The past
decade has seen an exciting expansion of research in
the field of fear and anxiety. Future research will need
to continue to apply findings from the revolution in

neuroscience to further understand fear processing,
anxiety, and human anxiety disorders.
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GLOSSARY

anosognosia A lack of awareness and recognition of a condition
or disease.

apraxia of speech An articulatory deficit characterized by
awkward and labored articulation, sound distortions, and substitu-
tions in the absence of impaired strength or coordination of the
speech organs.

dysarthria A speech impairment resulting from pathology of the
motor speech system in which the articulation, rate, resonance,
loudness, voice quality, or other acoustic aspect of speech are
affected.

neologism A meaningless word.
phonology The system of speech sounds.

prosody The melody, stress, and intonation of speech.

Aphasia is an acquired communication disorder caused by
damage to the brain that is manifest in an impairment
of the ability to transmit or exchange information and
feelings, especially in speaking, and it may also affect
writing, comprehension of spoken language, and
reading. There are more than 1 million individuals in
the United States with aphasia and approximately
84,000 new cases each year. The aphasia population
comprises approximately 15% of the adult speech—
language impaired population. Aphasia is most pre-
valent among individuals older than the age of 65 who
have suffered a stroke, and in a smaller number it may
be the result of head trauma or tumors. Aphasia is also
sometimes present in the early stages of Alzheimer’s
disease.

Encyclopedia of the Human Brain
Volume 1

I. HISTORICAL ASPECTS OF APHASIA

The cerebral lesions that cause aphasia are generally in
the left cerebral hemisphere. Some early Greek medical
literature noted speech impairment associated with
cerebral damage but little was made of the connection
between aphasia and the left cerebral hemisphere until
the late 19th century when Paul Broca, a surgeon and
anthropologist, reported the autopsy findings of the
brains of two patients with aphasia. Twenty-five years
before Broca made his observations known, Gustav
Dax published a paper written by his father, Marc
Dax, in which he presented a mass of evidence
supporting the discovery that aphasia was due to
lesions of the left hemisphere.

Efforts to localize aphasia in its many forms
continued throughout the 19th and 20th centuries by
medical scientists such as Wernicke and Lichtheim in
Germany, Pierre Marie in France, and Henry Head in
Britain. Head took issue with the idea that specific
areas of the cortex were responsible for the complex
functions necessary for human communication.
Among those who contributed to the understanding
of aphasia in the early 20th century were Kurt
Goldstein, a German neurologist; Weisenburg and
McBride in the United States; Alajouanine, Ombre-
dane, and Durand in France; and Roman Jakobson, a
noted linguist who had emigrated to the United States.

In the early 1960s, Norman Geschwind, a neurolo-
gist at the Boston Veteran’s Administration Hospital
and director of its aphasia center, reinterpreted the
works of earlier investigators and stimulated renewed
interest in the study of aphasia. His interpretation
of aphasia as the result of neural disconnection
and concurrent advances in radiologic technology

Copyright 2002, Elsevier Science (USA).
All rights reserved.



182 APHASIA

facilitated the neuroanatomical study of aphasia. In
this same era, D. Frank Benson (1967) reported
findings from one of the first studies that systematically
correlated neuroimaging with the symptoms of apha-
sia. Benson’s work provided radiologic confirmation
of the distinction between posterior left hemisphere
lesions resulting in ‘““fluent” aphasia and posterior
lesions with “‘nonfluent” aphasia using radiologic
data. The emergence of such measures as computerized
tomography, magnetic resonance imaging, single-
emission computed spectography, positron emission
tomography, and functional MRI in the last half of the
20th century increased the understanding of the
relationships between lesion localization and the signs
and symptoms of aphasia. Although the evolution of
neuroimaging techniques has had a great impact on the
study of the neural basis of aphasia, the autopsy
studies that preceded them have withstood the test of
time (Fig. 1).

The contemporary study of aphasia has been
influenced by the involvement of many disciplines
including the late 20th century emergence of speech—
language pathology, neuropsychology, behavioral
neurology, and neurolinguistics. Each field has
brought its particular perspective, expertise, and body
of knowledge to bear on the study of aphasia. The
founding of the Academy of Aphasia in 1962 and the
publication in this period of new journals that address
issues bearing on the study of aphasia, such as Cortex,

Broca Aphasia

41/42

Wernicke Aphasia

Brain and Language, and Aphasiology, reflected an
increased interest in the condition.

IIl. SYMPTOMS AND CLASSIFICATION

A. The Nature of Communication Behavior

When an individual generates an idea that he or she
wants to verbalize, certain physiologic and acoustic
events must take place in order for it to be transformed
into words and sentences. The message is converted
into linguistic form at the listener’s end. The listener, in
turn, fits the auditory information into a sequence of
words and sentences that are ultimately understood.
The system of symbols that are strung together into
sentences expressing our thoughts and the under-
standing of those messages is referred to as language.

Language is made up of phonology, the system of
speech sounds that are combined to form the syllables
that comprise words; a lexical system, or vocabulary of
words, used to communicate information; the gram-
mar, or syntax, that determines the sequence of words
that are acceptable as utterances; and semantics, or the
meaning system. When communicating using speech,
we also employ stress and intonation, referred to as
prosody, to help make distinctions among questions,
statements, expressions of emotions, shock, exclama-
tion, and so forth.

Conduction Aphasia

g S,

Transcortical Sensory Aphasia

Figure 1 Lateral view of the left hemisphere of a normal adult brain using thin contiguous MR slices and Brainvox. Brodmann’s areas 44 and
45 correspond to the classic Broca’s area, and area 22 to Wernicke’s area. Areas 41 and 42 correspond to the primary auditory cortex; these are
located in the depth of the sylvian fissure and cannot be seen in a lateral view of the brain. Area 40 is the supramarginal gyrus; area 39 is the
angular gyrus. Area 37, principally located in the posterior sector of the second and third temporal gyrus, does not have correspondence in gyral
nomenclature. [reproduced with permission from Damasio, H. (1998). Neuroanatomical Correlates of the Aphasias. In Acquired Aphasia, 3rd

ed., (M. T. Sarno, ed.), p. 45. Academic Press, San Diego.]
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B. Types of Aphasia

Aphasia is generally of sudden onset and is sometimes
present during the acute phase of an illness and then
disappears in a matter of hours or days. In this context,
the term aphasia is used when its symptoms persist for
more than 1 month.

An exception to the typically sudden onset of
aphasia occurs in primary progressive aphasia
(PPA), a diagnosis that is being made with increasing
frequency. PPA is usually gradual in onset, sometimes
emerging over a period of years, and may evolve into a
dementia or Alzheimer’s disease.

Individuals with aphasia may show evidence of
impairment in any or all language systems ranging
from a virtually total inability to communicate using
the speech code, but with preserved ability to commu-
nicate through the use of gestures, facial expression,
and pantomime, to a mild, barely perceptible language
impairment.

There is a group of distinct aphasia syndromes that
have a high correlation with the location of anatomical
lesions. However, it is not always possible to classify
patients according to these syndromes. In fact, esti-
mates of the proportion of cases that can be unam-
biguously classified range from 30 to 80%.

The determination of the aphasia syndrome that
best fits depends primarily on identification of the
characteristics of speech production combined with a
judgment of fluency. Speech output that is hesitant,
awkward, interrupted, and produced with effort is
referred to as nonfluent aphasia, in contrast to speech
produced with ease of articulation, at a normal rate,
with preserved flow and melody but that may be
lacking in coherence, which is referred to as fluent
aphasia. Fluency judgments are generally derived from
an extended conversation with a patient.

1. Fluent Aphasia

Fluent aphasia is characterized by fluent speech
produced at a normal rate and melody, accompanied
by impaired auditory comprehension. It is generally
associated with a lesion in the vicinity of the posterior
portion of the first temporal gyrus of the left hemi-
sphere. When fluent aphasia is severe, the individual
may substitute sounds and words with such frequency
and magnitude that speech may be rendered mean-
ingless. Some produce nonsense words, referred to as
neologisms or jargon aphasia. Those with fluent
aphasia tend to have greatest difficulty retrieving the
substantive parts of speech (i.e., nouns and verbs) and

also tend to manifest impaired awareness. They do not
generally evidence paralysis or weakness of the right
arm and leg.

a. Wernicke’s Aphasia The most common variety
of fluent aphasia is Wernicke’s aphasia, characterized
by fluently articulated speech sometimes marked by
word substitutions and accompanied by impaired
auditory comprehension. Individuals with Wernicke’s
aphasia may produce what appear to be complete
utterances, use complex verb forms, and speak at a rate
greater than normal that is sometimes referred to as
press of speech. Their communication behavior,
profile of language impairment, and lack of physical
impairment may lead to a psychiatric diagnosis
(Fig. 2).

b. Conduction Aphasia Conduction aphasia is
also one of the fluent aphasias, but unlike Wernicke’s
aphasia, auditory comprehension is generally more
intact. A deficit of word and sentence repetition
prevails and is marked by phonemic paraphasic
errors—that is, the production of inappropriate,
although precisely articulated speech sounds.

c. Transcortical Sensory Aphasia Individuals with
transcortical sensory aphasia have fluent speech out-
put marked by substitutions of words and severe
impairment of aural comprehension. Transcortical
sensory aphasia is distinguishable from Wernicke’s
aphasia by a preserved repetition performance. Also,
those with transcortical sensory aphasia often “echo”
questions, a behavior referred to as “‘echolalia.”

d. Anomic Aphasia The primary characteristic of
anomic aphasia is a pervasive difficulty in word
retrieval in the presence of fluent, well-articulated,
and grammatically correct output and intact auditory
comprehension. Anomic aphasia is often the mildest
form of aphasia and is sometimes the recovery end
point of other types of aphasia. It may also character-
ize the early stages of primary progressive aphasia.

2. Nonfluent Aphasia

Nonfluent aphasia is characterized by limited vocabu-
lary, sometimes restricted to nouns, verbs, adverbs,
and adjectives; slow, hesitant speech production,
awkward articulation; and a restricted use of grammar
with normal or near-normal auditory comprehension.
Individuals with nonfluent aphasia are often referred
to as agrammatic since they tend to have a pervasive
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Figure 2 Magnetic resonance template from a patient with Wernicke’s aphasia (WG0988). The lesion involved the posterior sector of the left
superior and middle temporal gyri but did not extend into the parietal lobe. [reproduced with permission from Damasio, H. (1998).
Neuroanatomical Correlates of the Aphasias. In Acquired Aphasia, 3rd ed., (M. T. Sarno, ed.), p. 50. Academic Press, San Diego.]

grammatical impairment as the result of difficulty in
retrieving less substantive parts of speech (i.e., pre-
positions, articles, and pronouns).

Nonfluent aphasia is usually associated with a high
degree of deficit awareness and impaired motor
function on the right side of the body (hemiplegia—
paresis). The intact deficit awareness generally present
in nonfluent aphasia may produce a significant degree
of frustration.

a. Broca’s Aphasia The most common type of
nonfluent aphasia is Broca’s aphasia, which is char-
acterized by awkward articulation, restricted vocabu-
lary, and grammatical forms in the presence of normal
or near-normal auditory comprehension. Writing
performance generally mirrors speech production and
reading may be less impaired than speech and writing.
In the majority of individuals with Broca’s aphasia,
awareness of deficit is good and paralysis on the right
side of the body (hemiplegia) is present (Fig. 3).

3. Apraxia of Speech

The term apraxia refers to an impairment in the ability
to carry out physical movements in the absence of
paralysis or sensory impairment to the body part.
Apraxia of speech (AOS), a term synonymous with
verbal apraxia and speech dyspraxia, is seldom
manifest independent of Broca’s aphasia, however

mild. It is an articulatory deficit characterized by
awkward and labored articulation, distortion of
phoneme production, and sound substitutions in the
absence of impaired strength or coordination of the
motor speech system. Unlike individuals with dysar-
thria, an impairment of speech associated with pathol-
ogy of the motor speech system, individuals with AOS
do not have difficulty performing nonspeech move-
ments of the oral musculature.

a. Transcortical Motor Aphasia This type of
aphasia is characterized by nonfluent speech, intact
repetition, impaired auditory comprehension, and a
tendency to perseverate and substitute both sounds
and words.

4. Global Aphasia

When aphasia is severe in all modes of communication,
rendering a person markedly restricted in participating
in verbal interactions, it is referred to as global aphasia.
Individuals who manifest global aphasia are often able
to produce serial or automatic speech (i.e., counting in
series, reciting the days of the week, reciting prayers,
singing the words to songs, and using common every-
day greetings). Global aphasia is generally associated
with extensive cerebral damage, often in both hemi-
spheres.
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Figure 3 Computerized tomographic template from a patient with Broca’s aphasia (MW0018). The lesion involved only the superior sector
of Broca’s area (area 44) and the premotor region (area 6) immediately above it. [reproduced with permission from Damasio, H. (1998).
Neuroanatomical Correlates of the Aphasias. In Acquired Aphasia, 3rd ed., (M. T. Sarno, ed.), p. 55. Academic Press, San Diego.]

5. Primary Progressive Aphasia

The onset of language impairment in primary pro-
gressive aphasia (PPA), unlike the classic aphasia
syndromes, begins gradually. It is often associated
with degenerative disease, such as spongiform ence-
phalopathies and Pick’s disease. Typically, the condi-
tion begins with the gradual onset of word retrieval
difficulties, especially for nouns and/or verbs. Al-
though individuals with PPA may appear to be free of
cognitive deficits for some time, language deficits other
than word-finding difficulties, especially the cognitive
symptoms of dementia, usually begin to emerge over
time.

C. Classification Nomenclature

Different investigators and clinicians have used differ-
ent terms to classify the aphasia syndromes, often
reflecting a difference in perspective. For example, the
classic designation expressive and receptive aphasia
was introduced by clinicians Weisenburg and McBride
(1935), whereas Luria used the terms efferent, afferent
motor, and dynamic aphasia, reflecting a physiological
approach. The classification scheme of Goodglass and
Kaplan (1972) is currently used (Table I).

lll. THE ASSESSMENT OF APHASIA

A. History of Aphasia Assessment

Formal aphasia testing was relatively unknown until
the early 1920 s when Henry Head and Weisenburg and
McBride published the first aphasia tests. Until then,
aphasia was assessed primarily on the basis of clinical
observations and examination.

B. Purpose of Assessment

The purpose of aphasia assessment varies according to
the demands of particular clinical settings and includes
the need to

1. Screen patients in the hospital setting in order to
determine the presence/absence of aphasia and the
need for comprehensive evaluation

2. Perform an in-depth evaluation in order to deter-
mine a diagnosis/clinical description

3. Identify areas of deficit and preserved performance
for rehabilitation assessment

4. Make recommendations for treatment if indicated

. Develop a treatment plan

6. Render a prognosis

w
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Table |
Classification Systems Schemes®
Boston Head Goldstein Weisenberg and Mcbride Luria Wepman
Anomia Nominal aphasia ~ Amnesic aphasia Amnesic aphasia Acoustic-amnestic Semantic aphasia

Wernicke’s aphasia Syntactic aphasia  Sensory aphasia

Broca’s aphasia Verbal aphasia Motor aphasia

Conduction aphasia Central aphasia

Transcortical sensory
aphasia (isolated speech
area syndrome)

Transcortical motor
aphasia

aphasia
Predominately receptive Acoustic aphasia Pragmatic
aphasia aphasia
Predominately Efferent motor Syntactic aphasia

expressive aphasia aphasia

Afferent motor
aphasia

Expressive-receptive

aphasia

Dynamic aphasia

“Reproduced with permission from Heilman, K. (1979). Clinical Neuropsychology. Oxford Univ. Press, Oxford.

The examiner includes an assessment of the indivi-
dual’s motivation, expectations, psychosocial status,
and ability to cope with the demands of the rehabilita-
tion process. Baseline measures obtained at the first
assessment are used to measure progress over time.

In addition to the described general measures of
aphasia, tests of specific linguistic performance, such
as the use of syntax, vocabulary, frequency of word
usage, pauses, hesitations, length of utterances, and
rate of speech, are derived from a free speech sample or
a narrative elicited in response to the tasks of
describing a picture or telling a story.

C. Aphasia Test Requirements

Adequate measures of aphasia adhere to the same
general requirements of all tests; that is, they must be
reliable, valid, and standardized. Several issues arise in
the design of tests for use with the brain damaged,
especially those with aphasia, including the range of
item difficulty, overlap of aphasia examinations with
intelligence tests, and the effectiveness of the test in
measuring progress.

D. Aphasia Measures

Comprehensive language tests designed to assess
aphasia are usually structured around specific domains

of performance: visual confrontation naming; a spon-
taneous or conversational speech sample that is
analyzed for fluency, articulation, phrase length,
prosody, word substitutions and omissions; repetition
of digits, single words, multisyllabic words, and
sentences of increasing length and complexity; com-
prehension of single words and sentences that require
yes—no responses and pointing on command; word
retrieval; reading and writing.

Some of the most widely used aphasia measures are
the Boston Diagnostic Aphasia Examination, the
Neurosensory Center Comprehensive Examination
for Aphasia, the Western Aphasia Battery, the Min-
nesota Test for Differential Diagnosis of Aphasia, and
the Multilingual Aphasia Examination.

Screening tests include the Sklar Aphasia Scale and
the Reitan Aphasia Screening test. Tests of specific
language performance include the Shewan Auditory
Comprehension Test for Sentences, the Boston Nam-
ing Test, Controlled Oral Word Association, the
Discourse Comprehension Test, the Reporter’s Test,
and the Token Test. A listing of aphasia assessment
instruments is provided in Table II.

E. Functional Communication Assessment

In addition to measuring specific linguistic perfor-
mance, a comprehensive aphasia assessment also
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Table Il

Differential Diagnosis of the Main Types of Aphasia“

187

Type of aphasia Speech Comprehension Capacity for repetition Otbher signs Region affected
Broca’s Nonfluent; Intact or largely Impaired Right hemiparesis Left frontal (lower,
effortful preserved (arm and leg); posterior)
patient aware of defect
and may be
depressed
Wernicke’s Fluent; abundant; Impaired Impaired No motor signs; Left temporal
well-articulated; patient may be anxious, (posterior and
melodic agitated, euphoric, superior)
or paranoid
Conduction Fluent with some Intact or largely Impaired Often none; Left supramarginal
articulatory preserved patient may have gyrus or left
deficits cortical sensory loss or  auditory cortex
weakness in right arm; and insula
right-sided facial
weakness may be seen
Global Scant; nonfluent Impaired Impaired Right hemiplegia may be With hemiplegia:
present without massive left perisyl-
hemiplegia vian lesion
Without hemiplegia:
separate frontal and
temperoparietal
damage
Transcortical
motor Nonfluent; Intact or largely Intact or largely — Anterior or superior to
explosive preserved preserved Broca’s area;
may involve part of
Broca’s area
Sensory Fluent; scant Impaired Intact or largely — Area surrounding
preserved Wernicke’s area,
posteriorly or
interiorly
Atypical
“Basal Dysarthric, but Impaired May be intact or Right hemiparesis Head of caudate
ganglia” often fluent Impaired (arm and leg) nucleus; anterior
limb of capsule
Thalamus Fluent; may Impaired Intact or largely Attentional and Anterolateral
be logorrheic preserved memory defects in thalamus

acute phase

“Reproduced with permission from Damasio (1992). Copyright © 1992 Massachusetts Medical Society. All rights reserved.

includes supplementary measures of “functional com-
munication.”

This category of measures provides information
about the individual’s actual use of residual commu-
nication skills in everyday life, in contrast to perfor-
mance, which is a response to the presentation of
specific tasks in a structured testing situation. Ordin-
ary everyday behaviors, such as making telephone
calls, using everyday greetings, and reading the news-
paper, have been noted to reflect another dimension of
communication behavior that is often not elicited in

the performance of a specific, structured task. The
notion of a “functional” dimension of communication
behavior emerged from the rehabilitation medicine
setting in the late 1950s when it was observed that
many patients with aphasia communicated with dif-
ferent degrees of skill depending on whether they were
communicating in a natural, interactive speaking
situation or in structured, task-oriented conditions.
Since then, many rating scales designed to assess
the functional communication dimension of aphasia
have been published, including the Functional
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Table Il
Aphasia Assessment Instruments”

Full title Abbreviation Source
Aphasia Screening Test AST Reitan (1991)
Appraisal of Language Disturbances ALD Emerick (1971)
Arizona Battery for Communication Disorder of Dementia ABCD Bayles and Tomoeda (1990)
Auditory Comprehension Test for Sentences ACTS Shewan (1988)
Boston Assessment of Severe Aphasia BASA Helm-Estabrooks et al. (1989)
Boston Diagnostic Aphasia Examination BDAE Goodglass and Kaplan (1983)
Boston Naming Test BNT Kaplan and Goodglass (1983)
Controlled Oral Word Association COWA Spreen and Benton (1977)
Discourse Comprehension Test DCT Brookshire and Nicholas (1997)
Minnesota Test for Differential Diagnosis of Aphasia MTDDA Schuell (1965, 1973)
Multilingual Aphasia Examination MAE Benton et al. (1994)
Neurosensory Center Comprehensive Examination for Aphasia NCCEA Spreen and Benton (1974)
Pantomime Recognition Test — Benton et al. (1994)
Phoneme Discrimination Test — Benton et al. (1983)
Porch Index of Communicative Ability PICA Porch (1981)
Reporter’s Test — De Renzi (1980)
Sklar Aphasia Scale SAS Sklar (1973)
Sound Recognition Test SRT Spreen and Benton (1974)
Token Test T Many versions
Western Aphasia Battery WAB Kertesz (1982)

“Reproduced with permission from Spreen, O., and Risser, A. H. (1998). Assessment of Aphasia. In Acquired Aphasia, 3rd ed., (M. T. Sarno,
ed.), Academic Press, San Diego.

Communication Profile (1969), the Communicative ~ F. Assessment of Aphasia in Bilingual Speakers
Abilities of Daily Living (1980), the Communicative

Effectiveness Index (1989), and the Functional Abil- Bilingual speakers who acquire aphasia present special
ities of Communication Profile (1995). problems with respect to the assessment of the
Table IV
Tests Available in Translation or Adaptation”

Test Language
Bilingual Aphasia Test French and other languages (Paradis, 1987)
Boston Diagnostic Aphasia Examination Norwegian (Reinvang and Graves, 1975), Spanish (Garcia-Albea et al., 1986)
Boston Naming Test Spanish (Taussig et al., 1988)
Communication Abilities in Daily Living Italian, Japanese (Pizzamiglio et al., 1984; Sasanuma, 1991; Watamori et al., 1987)
Controlled Oral Word Association Spanish (Taussig et al., 1988)
Multilingual Aphasia Examination Chinese, French, German, Italian, Portugese, Spanish (Rey and Benton, 1991)
Token Test Italian, German, Portugese
Western Aphasia Battery Portugese

“Reproduced with permission from Spreen, O., and Risser, A. H. (1998). Assessment of Aphasia. In Acquired Aphasia, 3rd ed., (M. T. Sarno,
ed.), Academic Press, San Diego.
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disorder. Study results differ as to whether or not the
older, more frequently used language is more pre-
served or whether there is little difference in the
accessibility of an individual’s primary and secondary
languages.

Several tests have been translated or adapted for use
with bilingual patients and are listed in Table III. The
Multilingual Aphasia Examination (MAE) was de-
signed to provide fully equivalent forms in several
languages but best results are obtained when it is
administered by someone fluent in both languages
(Table 1V).

G. Other Factors

Aphasia test results can be affected by many nonlan-
guage factors that need to be considered in the
interpretation of test findings. These include acute
confusion, agitation, drowsiness, depression, distract-
ibility, lack of cooperation, and attention deficits.

Given the complexity and broad scope of human
communication that encompasses both verbal and
nonverbal domains (i.e., facial expression and body
language), aphasia tests cannot be sufficiently com-
prehensive or sensitive to the full impact of aphasia on
communication behavior. The interpretation of apha-
sia test results requires an interpretation of the findings
in the context of the individual’s premorbid commu-
nication functioning, his or her perceived impairment,
compensatory skills, educational and vocational his-
tory, and overall psychosocial status. Most important,
the unique, personal nature of communication beha-
vior makes it difficult to make decisions regarding
diagnosis, classification, and rehabilitation manage-
ment based on test findings alone.

H. Related Disorders

Certain associated disorders are generally present in
the majority of individuals with aphasia. These include
deficits in writing, reading, and calculation. Patients
with Broca’s aphasia, for example, tend to have
difficulty with prepositions, articles, and conjunctions
not only in speaking but also when writing or reading,
that may range from mild to severe. This include
difficulty reading aloud, reading certain parts of
speech, greater ease reading longer than shorter words,
confusion over word meanings (i.e., reading the word
“wife” for “sister”), difficulty copying letters, and
writing small words or words with a low frequency of
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occurrence. Letter deletions, substitutions, and addi-
tions may also be present. Those with calculation
disorders in addition to aphasia may show deficits in
all four basic arithmetic operations.

1. Peripheral Field Deficits

A common physical consequence of damage to the
brain is visual deficits involving the peripheral field of
vision. The peripheral fields of vision refer to what we
see out of the “corners” of our eyes when looking
straight ahead. In the case of someone with a left
hemisphere cerebral lesion, the individual may have
absent vision in the right peripheral field of both eyes
and this can further complicate the reading process for
someone with aphasia.

l. Intelligence and Aphasia

Aphasiologists continue to debate the relationship
between aphasia and intelligence. The boundaries of
cognition and language are difficult to determine.
Some argue that aphasia is simply a component of the
cognitive system. Others view thought and language as
independent of each other. Cognitive slowing (i.e., a
greater than normal amount of time required to
perform cognitive processing) decreased activation
and initiation, and response latencies, deficits of spatial
relations, abstract reasoning, and visual perception
have all been identified as symptoms that may be
present in aphasia. Some of these may be coincidental
to the anatomical proximity of cerebral areas that
govern language and cognition.

From an operational perspective, clinicians gener-
ally view aphasia as a language processing disorder
that is not a thinking disorder. Those with aphasia
often state that they know what they want to say but
cannot adequately access language. This dichotomy
can be observed in the deaf population, in which
normal thought processing is present but the ability to
convert thought to language is impaired.

The term anosagnosia refers to a lack of awareness
and recognition of a condition or disease and is
sometimes present in individuals with aphasia.

J. Artistry and Aphasia

Aphasia affects performance in the arts in different
ways. Musical skill is not always affected, probably
owing to its cerebral control areas being located in the
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right rather than left hemisphere. However, among
talented musicians there appears to be different
representation in the brain for musical abilities.

In the visual arts, the average individual appears to
lose some ability but the very talented continue to
function without apparent difficulty. This is not the
case among professional writers, in whom aphasia has
a profound effect on performance.

K. Aging and Aphasia

Some language changes that are characteristic of
aphasia are also present in the normal elderly. For
example, the most frequently reported age-related
language changes in the normal elderly are word
finding difficulties and the comprehension of complex
sentences.

Elderly individuals with Broca’s aphasia, on average
tend to be significantly younger than the median age of
people with Wernickes aphasia. Ninety-five percent of
aphasias in individuals younger than 30 years of age
are of the nonfluent type, whereas only 45% of
aphasias are nonfluent in individuals over the age of
60. Results of studies addressing the predictive effect of
age on prognosis for recovery are controversial.

L. Acquired Aphasia in Children

Use of the term aphasia has unfortunately been
applied to children who have not yet developed age-
appropriate language skills. The term developmental
aphasia is often used for this population and is more
appropriate.

Acquired aphasia in children differs from that in
adults in several important ways. When aphasia is
acquired in childhood, the child’s stage of both central
nervous system development and language develop-
ment at the time of brain damage must be considered.
In adults an assumption is made that language was
fully developed at the time of disruption, whereas in
children a determination must be made as to which of
the observed deficits represent aphasia and which
represent aspects of language that have not yet
emerged.

Children with acquired aphasia generally recover
more rapidly and completely than adults. However,
there is no single correlation between age at lesion
onset and outcome. Furthermore, long-term studies
suggest that residual and long-standing linguistic

symptoms appear to be present in many children
who have acquired aphasia.

M. Aphasia Secondary to Traumatic Head Injury

The majority of patients have been in vehicular
accidents (closed head injuries), with a smaller number
receiving gunshot or other penetrating wounds (open
head injury). Unlike the pathophysiology of stroke,
the majority of those who have suffered traumatic
head injury do not have focal cerebral lesions but
suffer diffuse injury to the cerebral white matter that is
apparently the result of shearing and stretching of
nerve fibers at the moment of impact.

Classic aphasia symptoms as a result of traumatic
head injury are not uncommon, especially when there
is a history of loss of consciousness. A characteristic of
acute aphasia after trauma is the pervasiveness of
anomia. Nonaphasic language processing deficits are a
common finding in the closed head injury population.
It is generally reported that aphasia secondary to head
injury has a better prognosis for recovery than aphasia
secondary to stroke.

N. Psychosocial Aspects of Aphasia

The psychosocial consequences of aphasia represent
one of the most significant effects of the condition since
communication using language, especially speech, is
one of the most fundamental of human behaviors. The
effect of aphasia on the individual’s sense of self,
identity, and quality of life is considerable. The ability
to initiate and maintain personal relationships, which
are dependent on communication, often leads to social
isolation for the person with aphasia. Generally, those
with nonfluent disorders tend to be more aware,
frustrated, and depressed than those with aphasia of
the fluent type.

The psychological reactions to aphasia are believed
to be influenced to some degree by premorbid person-
ality, level of achievement, and values. As a result of its
negative effect on interpersonal activity and quality of
life, aphasia is frequently referred to as a social
disability. By far the most commonly mentioned
psychological reaction is depression. Difficulty in
coping with being socially different, feelings of loss,
grief, and lowered self-esteem are also pervasive.
Family members also suffer from the effects of role
changes, caregiving, the impact on the family’s sources
of gratification, and difficulties in communication.



APHASIA 191

0. The Natural Course of Aphasia

When aphasia has persisted for several months, a
complete recovery to a premorbid level of commu-
nication function is unlikely. The temporal course of
aphasia from its sudden onset, acute stage, and
subsequent phases of recovery evolves along separate
pathways depending on whether one is referring to the
individual’s communication skills, psychological state,
social functioning, compensatory skill level, or level of
adjustment.

In the period immediately following onset, a degree
of natural recovery referred to as spontaneous recov-
ery takes place in the majority of individuals. There is a
lack of concensus as to how long this period lasts,
ranging from 2 to 6 months postonset.

It is generally agreed that, with some exceptions,
major improvements in communication occur in the
first 12-24 months following onset. Gradual changes,
however, have been reported for many years there-
after, especially in compensatory, alternative skills
that are used more effectively over time.

Age, gender, education, and handedness do not
appear to affect recovery. Comprehension tends to
recover more than expressive communication. Some
individuals recover many communication skills but are
left with an anomia. Several studies report that for the
more severe aphasias recovery of communication skills
begins later than for the mild and moderately im-
paired.

P. Recovery and Rehabilitation

1. History of Aphasia Rehabilitation

Reports of recovery of function were documented as
early as the 16th century. In the late 19th and early 20th
centuries, the literature related to the rehabilitation of
aphasia was almost exclusively in German. Much of
this was the result of World War I experience when
rehabilitation centers for the brain injured were
established particularly in Germany. During World
War I, several specialized, comprehensive programs
were developed in military medical centers in the
United States for veterans with aphasia secondary to
head injuries. In the period immediately following
World War 11, concurrent with the birth of rehabilita-
tion medicine as a medical specialty and the emergence
of speech—language pathology as a health-related
profession, treatment services for civilians with apha-
sia began to emerge.

2. Approaches to Aphasia Rehabilitation

Treatment approaches have generally followed one of
two models: a substitute skill model or a direct
treatment model. Both models are based on the
assumption that the processes that subserve normal
performance need to be understood if rehabilitation is
to succeed. Treatment methods are categorized ac-
cording to whether they are primarily indirect stimu-
lation—facilitation or direct, structured, and pedagogic
in nature. Comprehensive, specialized treatment pro-
grams for aphasia generally offer both individual and
group therapy using a multimodal approach depend-
ing on language symptoms and psychosocial needs.

A primary goal in the management of aphasia is to
train the individual to use communication strategies
appropriate to the type and severity of impairment in
order to substitute or circumvent impaired language
processing. However, aphasia rehabilitation goes
beyond the development of communication strategies
by helping the person and his or her intimates facilitate
communication, enhance social interaction, and adjust
to the alterations and limitations imposed by the
disability. This social disability model considers all the
factors that contribute to an individual’s life experi-
ence, value systems, expectations, needs for fulfillment,
level of activation and initiation, social isolation,
physical endurance, associated physical and neurop-
sychological deficits, and emotional state in the
intervention process.

Professional responsibility for the language rehabi-
litation of the individual with aphasia has traditionally
been the domain of the speech—language pathologist.
In many cases, effective intervention requires a team of
several health professionals, including neuropsychol-
ogists, occupational therapists, physical therapists,
social workers, and vocational counselors. These
services are usually available in rehabilitation medicine
facilities and centers specializing in the rehabilitation
of communicative disorders.

Those experienced in the rehabilitation of aphasia
generally agree that no single technique or approach
can ameliorate aphasia completely once it is estab-
lished. Therefore, rehabilitation approaches tend to be
eclectic and include a broad spectrum of techniques.
Computers are frequently used as a facilitation and
training tool for the restoration of language skills by
reinforcing through the provision of feedback and
frequent repetition and practice. Software designed
specifically for the rehabilitation of aphasia and/or
facilitation is available. Alternative/augmentative sys-
tems are also used for selected individuals.
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Meta-analyses of the efficacy of aphasia treatment
reported by Robey and Whurr ez al. indicated (i) that
clinical outcomes showed a clear superiority in the
performance of those who received treatment by a
speech—language pathologist; (ii) the more intensive
the treatment, the greater the change; (iii) the outcome
is best when treatment is begun in the acute stage of
recovery; (iv) treatment for the moderately severe and
severe can have a major impact when it is begun in the
chronic stage; and (v) treatment in excess of 2 hr per
week yields greater gains than less intensive treatment.

Aphasia rehabilitation is viewed as a process of
patient management in the broadest sense. The process
is complex and encompasses many domains ranging
from the neurolinguistic and cognitive to the prag-
matic, functional, emotional, and social. As a result,
despite several decades of clinical research addressing
intervention issues, there is no defined philosophy of
aphasia rehabilitation.

Not all individuals with aphasia have access to
rehabilitation services, especially in the currently
constrained health service delivery situation. As a
result, there is a critical need for access to information
about aphasia, guidelines and training for the provi-
sion of treatment at home by family members, and
access to social opportunities and peer support.

A movement to develop advocacy/educational or-
ganizations for people with aphasia began in Finland
in 1971, followed by Germany in 1978, the United
Kingdom in 1980, Sweden in 1981, and Montreal,

Quebec, in 1988. In the United States, the National
Aphasia Association was founded in 1987 as an
advocacy organization that sponsors a national net-
work of aphasia support groups called aphasia com-
munity groups, provides educational publications
about aphasia, maintains a website (www@apha-
sia.org), and sponsors conferences and newsletters.
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I. History
Il. Apraxia Testing
lll. Types of Limb Apraxia

GLOSSARY

apraxia A disorder of implementing programs that instruct the
motor neurons how to position one’s hand and arm to interact with a
tool or object, to orient the limb toward the target of the limb’s
action, to move the limb in space, to determine the speed of the
movement, to order a series of acts leading to a goal, and to utilize the
mechanical advantage that tools afford.

conceptual apraxia A loss of mechanical knowledge.

conduction apraxia Patients with this form of apraxia are more
impaired at imitation than pantomiming to command.

dissociation apraxia Patients have a modality-specific apraxia
(e.g., verbal command). Unlike patients with ideomotor and
conduction apraxia, patients with this form of apraxia have almost
flawless imitation and correctly use actual objects.

ideational apraxia The inability to carry out a series of acts that
lead to a goal, an ideational plan.

ideomotor apraxia Patients with ideomotor apraxia make the
most severe errors when asked to pantomime transitive acts to verbal
command. When imitating their performance may improve but
frequently remains abnormal. When using actual tools their
performance may improve even further, but often their performance
remains impaired. Patients with ideomotor apraxia make primarily
spatial and temporal movement errors.

limb kinetic apraxia Patients with limb kinetic apraxia have a loss
of the ability to make finely graded, precise, individual finger
movements.

The pyramidal motor system, together with motor units, can
mediate an infinite number of movements. Therefore,

Encyclopedia of the Human Brain
Volume 1

to successfully manipulate environmental stimuli the
pyramidal motor neurons must be guided by move-
ment programs. The programs must instruct the motor
neurons how to position one’s hand and arm to
interact with a tool or object, to orient the limb toward
the target of the limb’s action, to move the limb in
space, and to determine the speed of the movement. To
successfully interact with the environment, one must
also know how to order components of an act to reach
a goal and the mechanical advantage that tools afford.
Disorders of this control system are called apraxia.

I. HISTORY

In 1871, Heymann Steinthal first used the term
“apraxia” for a loss of motor skills. Steinthal thought
that apraxia was a defect in “‘the relationship between
movements and the objects with which the movements
were concerned.” Despite this 19th-century descrip-
tion of apraxia, not many important advances were
made until the beginning of the 20th century with the
work of Hugo Liepmann, who described three forms
of apraxia: limb kinetic, ideomotor, and ideational.
After World War I there was a loss of interest in
continental European neurology and little interest in
apraxia. However, after seeing a patient with a callosal
disconnection, Norman Geschwind, in his classic
paper “Disconnection Syndromes,” renewed interest
in apraxia. In this brief review, we describe the three
form of apraxia described by Liepmann as well as three
other forms of apraxia he did not discuss.
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IIl. APRAXIA TESTING

In order to be classified as being apraxic, the inability
to perform skilled purposeful movements should not
be caused by sensory loss or by more elemental motor
disorders such as weakness, rigidity, tremors, dysto-
nia, chorea, ballismus, athetosis, myoclonus, or sei-
zures. Cognitive, motivational, and attentional
disorders may also be associated with an inability to
perform skilled acts. Therefore, before diagnosing
apraxia, a patient must undergo a detailed neurologi-
cal examination, including testing of cognitive func-
tion. Although the presence of cognitive behavioral
disorders does not preclude that the patient may also
have apraxia, before diagnosing apraxia the clinician
should be certain that these behavioral disorders do
not fully account for their patient’s inability to per-
form skilled acts.

Testing praxis involves selectively varying input and
task demands. When possible, the same items should
be used for all the following subtests. First, patients
should be requested to pantomime/gesture. Both
transitive (e.g., ““Show me how you would slice bread™)
and intransitive gestures (e.g., “Wave good-bye”)
should be tested. Independent of the way in which
patients perform to command, patients should be
asked to imitate the examiner performing, both with
meaningful and meaningless gestures. Independent of
the results of the pantomime to command and
imitation tests, the patient should also be allowed to
see and hold actual tools or objects and to demonstrate
how to use them. In addition to having a patient
pantomime to verbal command, the examiner may
also want to have the patient pantomime in response to
seeing pictures of tool or the objects on which tools
work. The examiner should learn if the patient can
name or recognize transitive and intransitive panto-
mimes made by the examiner and discriminate between
well-performed and poorly performed pantomimes
that are performed by the examiner. Lastly, the
examiner may want to learn if the patient knows the
mechanical advantage that tools afford and if the
patient can substitute or even fabricate tools to solve
mechanical problems.

lll. TYPES OF LIMB APRAXIA

There are six major forms of limb apraxia: limb kinetic,
ideomotor, dissociation, conduction, ideational, and
conceptual. Each of these forms of apraxia is defined

by the nature of errors made by the patient, and each of
these disorders also has different mechanisms. In this
article, we discuss the clinical presentation of each of
these apraxic disorders. Although constructional
apraxia and dressing apraxia also involve the limbs,
these disorders are strongly associated with visuoper-
ceptual-visuospatial disorders and will not be dis-
cussed here.

A. Limb Kinetic Apraxia

In 1920, Liepmann found that patients with limb
kinetic apraxia have a loss of the ability to make finely
graded, precise, individual finger movements. Tasks
such as finger tapping and pegboard may be impaired.
The patient may have difficulty picking up a straight
pin from the top of a desk using a pincer grasp of the
thumb and forefinger. Limb kinetic apraxia usually
affects the hand that is contralateral to a hemispheric
lesion.

Liepmann thought that limb kinetic apraxia was
induced by lesions that injured the primary motor and
sensory cortex. In 1968, it was demonstrated that
monkeys with lesions confined to the corticospinal
system show similar errors.

B. Ideomotor Apraxia

Patients with ideomotor apraxia (IMA) make the most
severe errors when asked to pantomime transitive acts
to verbal command. When imitating, their perfor-
mance may improve. When using actual tools their
performance may improve even further, but often their
performance remains impaired. Patients with IMA
make primarily spatial and temporal movement er-
rors. Spatial errors include postural, spatial trajectory,
and spatial orientation. One of the most common
postural errors is using a body part as a tool, despite
being instructed not to use emblems of tools. When not
using their body parts as tools, patients with IMA will
often fail to position their hands as if they were holding
the tool or object.

Whereas normal subjects will orient their hands to
an imaginary target of that tool’s action, patients with
IMA often fail to orient their forelimbs to an
imaginary target. IMA spatial trajectory errors are
caused by incorrect joint movements. Apraxic patients
will often stabilize a joint that they should be moving
and move joints that should not be moving. Patients
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with apraxia may be unable to coordinate multiple
joint movements to get the desired spatial trajectory. It
has been noted that patients with IMA may also make
timing and speed errors.

In right-handed individuals, IMA is almost always
associated with left hemisphere lesions, and in left-
handed people IMA is usually associated with right
hemisphere lesions. IMA is associated with lesions in a
variety of structures, including the corpus callosum,
the inferior parietal lobe, convexity premotor area,
and the supplementary motor area. In 1907, Liepmann
posited that the left hemisphere of right-handed people
contains movement formulas (memories of how to
make these skilled movements) or what are called
praxicons, and that the callosal lesions may disconnect
these movement formulas from the right hemisphere’s
motor areas. Years later, it was proposed that the
movement representations first posited by Liepmann
were stored in the left parietal lobe of right-handed
people and it was demonstrated that destruction of the
left parietal lobe produces both a production deficit
(apraxia) and a gesture/pantomime comprehension/
discrimination disorder. In contrast, apraxia induced
by premotor lesions, lesions in the pathways that
connect premotor areas to motor areas, and lesions in
the pathways that lead to the premotor areas from the