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MASARYK, TOMAS

GARRIGUE
(1850-1937)

Tomd$ Garrigue Masaryk, a Czech statesman and
philosopher, and president of Czechoslovakia from 1918
to 1935, was born in Hodonin, Moravia. His political
career belongs to history; of interest to students of phi-
losophy is the fact that he studied philosophy at the Uni-
versity of Vienna from 1872 to 1876 under Franz
Brentano. He spent the year 1876-1877 at Leipzig, where
Wilhelm Wundt was his teacher and Edmund Husserl
and Richard Avenarius were fellow students. In 1879
Masaryk became Privatdozent at Vienna, submitting Der
Selbstmord als sociale Massenerscheinung (Vienna, 1881)
as his habilitation thesis. In 1882 Masaryk became profes-
sor of philosophy at the Czech University in Prague,
where he soon made his mark as a politician and writer in
Czech. Zdkladové konkretné logiky (The foundations of
concrete logic; Prague, 1885; German translation, Versuch
einer concreten Logik, Vienna, 1887) and Otdzka socidlni
(The social question; Prague, 1898; German translation,
Die philosophischen und sociologischen Grundlagen des
Marxismus, Vienna, 1899) were followed by books on
Czech history and politics and by an extensive Russian

intellectual history, first published in German as Russland
und Europa (2 vols., Jena, Germany, 1913; translated by
Eden and Cedar Paul as The Spirit of Russia, 2 vols., Lon-
don, 1919). World War I and the presidency of Czecho-
slovakia put an end to Masaryk’s academic pursuits, but a
book of memoirs, Svétovd revoluce (The world revolution;
Prague, 1925; English translation, edited by H. W. Steed,
The Making of a State, London, 1927) and Hovory s T. G.
Masarykem (Conversations with T. G. Masaryk; 3 vols.,
Prague, 1931-1935) by Karel Capek (English translations
by M. and R. Weatherall, President Masaryk Tells His
Story, London, 1934, and Masaryk on Thought and Life,
London, 1938) reformulate his convictions impressively.

Masaryk was a practical philosopher who believed
that philosophy should not only contemplate the world
but also try to change it. He thus had little interest in
problems of epistemology or cosmology. In his early life
he reacted against German idealism and accepted British
empiricism (David Hume) and French positivism
(Auguste Comte). Later he argued for a type of realism
that he called concretism. In every act of knowing, he
believed, the whole man takes part. Concretism acknowl-
edges not only reason but also the senses, the emotions,
and the will—the whole experience of our consciousness.
It is something like William James’s radical empiricism
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without the exceptional experiences admitted by James.
But Masaryk’s main interest was in sociology and philos-
ophy of history.

Masaryk’s realism was combined with a deep reli-
gious belief—Masaryk was a theist who found the Uni-
tarianism of his American wife congenial—and a strong
conviction of the immutable difference between right and
wrong. MasaryKk’s thinking centered on the crisis of civi-
lization caused by the decay of religion. He diagnosed the
diseases of modern man (indifference, suicidal mania,
violence, war, etc.) and prescribed remedies for them. He
believed that sociology is the foundation of any further
cultural advance but that its method must not be purely
genetic and descriptive. Teleology, or explanation by pur-
pose, is legitimate. The aim of history is the realization of
the ideal of humanity. Masaryk’s humanism was not,
however, merely humanitarianism, although he often
spoke of democracy as another term for his ideal. In spite
of his sympathies for the concrete demands of socialism,
Masaryk remained an individualist who disapproved of
all forms of collectivism. He criticized Karl Marx as a
blind worshiper of determinist science. Nevertheless,
Masaryk exalted the role of the right kind of science. In
Zdkladové konkretné logiky, his philosophically most
ambitious book, he classified the sciences and showed
how they are internally related and coordinated. The task
of philosophy is to create a worldview based on the results
of the sciences. Masaryk desired a new “Advancement of
Learning” that would save man from intellectual and
moral anarchy.

Masaryk assigned an important role in the realiza-
tion of his ideal to his own nation, the Czech, and inter-
preted its history, remembering the Hussites and the
Bohemian Brethren as a preparation for this task. He
thoroughly criticized Russia for being a breeding ground
for all the European diseases, particularly romanticism
and materialism. Fédor Dostoevsky, whom he both
admired and rejected as a thinker, was a lifelong concern.
Masaryk always expressed the deepest sympathies for the
English and American tradition of empiricism and
moralism and, in politics, turned his nation resolutely
toward the Anglo-Saxon West. In 1918 he liberated the
Czechs not only politically but also intellectually.

See also Avenarius, Richard; Brentano, Franz; Comte,
Auguste; Dostoevsky, Fyodor Mikhailovich; Empiri-
cism; Humanism; Hume, David; Husserl, Edmund;
James, William; Marx, Karl; Philosophy of History;
Positivism; Teleology; Wundt, Wilhelm.
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MASS

The mass of a body is its inertia or resistance to change of
motion. More precisely, it is a property of the body that
determines the body’s acceleration under the influence of
a given force. Mass can therefore be measured either by
the amount of force necessary to impart to the body a
given motion in a given time or by the acceleration pro-
duced by a given force.

The absolute metric unit of mass is the gram, which
is the mass of a body whose velocity increases by one cen-
timeter per second each second if acted upon by a force
of one dyne. Other common units are the kilogram
(1,000 grams) and the pound (453.592 grams). For veloc-
ities that are small as compared with the speed of light,
the mass of a body is a constant, characteristic of the body
and independent of its location—in contrast to weight,
which varies with the body’s place on Earth or in the uni-
verse.

Although fundamental to science and, together with
length and time, the basis of all measurements in physics,
the concept of mass was unambiguously defined only at
the end of the nineteenth century. However, its rudimen-
tary sources, systematically employed long before by Isaac
Newton and to some extent already by Johannes Kepler,
can be traced back to early Neoplatonic ideas concerning
the inactivity of matter as opposed to the spontaneity of
mind. The ancient metaphysical antithesis of matter and
spirit served as a prototype of the physical contrast of
mass and force.

CONCEPT OF INERTIAL MASS

Antiquity, and Greek science in particular, had no con-
ception of inertial mass. Even the idea of quantity of mat-
ter (quantitas materiae), the antecedent of inertial or
dynamic mass, was foreign to the conceptual scheme of
Aristotelian natural philosophy. Paradoxically, it was
Neoplatonism and its admixtures of Judeo-Christian
doctrines, with their emphasis on the spiritual and imma-
terial nature of reality, that laid the foundations for the
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inertial conception of mass, which later became the basic
notion of materialistic or substantial philosophy. To
accentuate the immaterial, sublime source of all force and
life in the intellect or God, Neoplatonism degraded mat-
ter to impotence and endowed it with inertia in the sense
of an absolute absence of spontaneous activity. For Ploti-
nus, Proclus, Philo, Ibn Gabirol, and the Platonic patris-
tic authors, matter was something base, inert, shapeless
and “plump,” attributes that reappear in Kepler’s charac-
terization of matter as that which is too “plump and
clumsy to move itself from one place to another.”

The idea of a quantitative determination of matter
different from, and ontologically prior to, spatial exten-
sion originated in scholastic philosophy in connection
with the problem of the transubstantiation. The question
of how accidents of condensation or rarefaction (volume
changes) can persist in the consecrated hostia of the holy
bread and wine of the Eucharist whereas the substances
of the bread and the wine change into the Body and the
Blood of Christ led Aegidius Romanus, a disciple of
Thomas Aquinas, to the formulation of his theory of
duplex quantitas. According to this theory matter is deter-
mined by two quantities; it is “so and so much” (tanta et
tanta) and “occupies such and such a volume” (et occupat
tantum et tantum locum), the former determination, the
quantitas materiae, having ontological priority over bulk.
Aegidius’s early conception of mass as quantity of matter,
expounded in his Theoremata de Corpore Christi (1276),
was soon renounced and had little influence on the sub-
sequent development of the concept of mass. It was pri-
marily Kepler who ascribed to matter an inherent
propensity for inertia in his search for a dynamical expla-
nation of the newly discovered elliptical orbits of plane-
tary motion; in need of a concept expressing the
opposition intrinsic in matter to motory forces, Kepler
formulated the inertial concept of mass. In his Epitome
Astronomiae Copernicanae (1618) he declared that “iner-
tia or opposition to motion is a characteristic of matter;
it is stronger the greater the quantity of matter in a given
volume.”

A different approach to the same idea arose from the
study of terrestrial gravitation. As soon as gravity was
regarded no longer as a factor residing in the heavy body
itself, as Aristotle taught, but as an interaction between an
active principle, extraneous to the gravitating body, and a
passive principle, inherent in matter, as Alfonso Borelli
and Giovanni Baliani (author of De Motu Gravium, 1638)
contended, the notion of inertial mass became a necessity
for a dynamical explanation of free fall and other gravita-
tional phenomena. Furthermore, Christian Huygens’s

MASS

investigations of centrifugal forces (De Vi Centrifuga,
1659; published in Leiden, 1703) made it clear that a
quantitative determination of such forces is possible only
if with each body is associated a certain characteristic
property proportional to, but conceptually different
from, the body’s weight. Finally, the systematic study of
impact phenomena, carried out by John Wallis, Sir
Christopher Wren, and Huygens, enforced the introduc-
tion of inertial mass. With Newton’s foundations of
dynamics (Principia, 1687) these four categories of
apparently disparate phenomena (planetary motion, free
fall, centrifugal force, and impact phenomena) found
their logical unification, through his consistent employ-
ment of the notion of inertial mass. Newton’s explicit def-
inition of this concept, however, as “the measure of
quantity of matter, arising from its density and bulk con-
jointly” was still unsatisfactory from both the logical and
the methodological points of view. It was probably the
influence of Kepler or of Robert Boyle and his famous
experiments on the compressibility of air that made New-
ton choose the notion of density as a primary concept in
his peculiar formulation of the definition of mass, a for-
mulation that was severely criticized in modern times,
especially by Ernst Mach and Paul Volkmann.

LEIBNIZ AND KANT

Gottfried Wilhelm Leibniz’s original conception of mass
(1669), in contrast to Newton’s, defined it as that prop-
erty which endows primary matter with spatial extension
and antitypy, or impenetrability. In his later writings,
especially in his doctrine of monads, Leibniz associated
mass with secondary matter and saw in it a property of a
collection of substances (monads) resulting from their
being a collection. Finally, recognizing the insufficiency of
purely geometric conceptions to account for the physical
behavior of interacting bodies, Leibniz departed from the
Cartesian approach and accepted the dynamic, or inertial,
conception of mass. The trend of Leibniz’s ideas was
brought to its final consequences by Immanuel Kant,
with his rejection of the Newtonian vis inertige, the
dynamic opposition against impressed force. Refuting its
legitimacy on the ground that “only motion, but not rest,
can oppose motion,” Kant postulated the law of inertia as
corresponding to the category of causality (“every change
of the state of motion has an external cause”) and conse-
quently defined mass as the amount of the mobile (die
Menge des Beweglichen) in a given volume, measured by
the quantity of motion (Die metaphysischen Anfangs-
griinde der Naturwissenschaft, 1786).
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DEFINITION OF MASS

Under the influence of the Kantian formulation, often
incompletely understood, and primarily owing to the fact
that in spite of the universal use of the concept in science
as well as in philosophy no clear-cut definition of mass
was available, most authors defined mass as quantity of
matter without specifying how to measure it. Toward the
middle of the nineteenth century, with the rise of modern
foundational research and the critical study of the princi-
ples of mechanics, the logical deficiency of such defini-
tions became obvious. It was primarily Ernst Mach,
preceded by Barré de Saint-Venant and Jules Andrade,
who insisted on the necessity of a clear operational defi-
nition of mass. In an essay, “Uber die Definition der
Masse” (1867; published in 1868 in Carl’s Repertorium der
Experimentalphysik, Vol. 4, pp. 355-359), and in the Sci-
ence of Mechanics (Die Mechanik in ihrer Entwicklung, his-
torisch-kritisch dargestellt, Leipzig, 1883; translated by T. J.
McCormack, La Salle, IL, 1942), Mach defined the ratio of
the masses of two bodies that interact with each other but
are otherwise unaffected by all other bodies in the uni-
verse as the inverse ratio of their respective accelerations
(m,/m, = a,/a,), thereby converting Newton’s third law of
action and reaction to a definition of mass. If a particular
body is chosen as the standard unit of mass, the mass of
any other body can be unambiguously determined by
simple physical operations. The practical method of com-
paring masses by weighing is, of course, operationally still
simpler but logically more complicated, since the notion
of weight presupposes that of mass. Although Mach’s def-
inition is not quite unobjectionable, it has gained great
popularity and is generally adopted in modern texts in
science.

INERTIAL AND GRAVITATIONAL MASS

In addition to its inertial mass, every physical body pos-
sesses gravitational mass, which determines, in its active
aspect, the strength of the gravitational field produced by
the body and, in its passive aspect, the amount by which
the body is affected by the gravitational field produced by
other bodies. According to Newton’s law of universal
gravitation, the force of attraction is proportional to the
inertial masses of both the attracting and the attracted
bodies. The resulting proportionality of inertial and grav-
itational masses of one and the same body, experimen-
tally confirmed by Newton, Friedrich Bessel, Roland von
E6tvos, and others, remained in classical physics a purely
empirical and accidental feature, whereas the strict pro-
portionality between the active and the passive gravita-
tional masses is a straightforward consequence of

Newton’s third law of action and reaction or, alterna-
tively, of the very definition of inertial mass if the postu-
lated interaction is of gravitational nature. In general
relativity, however, the so-called principle of equivalence,
which maintains the unrestricted equivalence between
uniformly accelerated reference systems and homoge-
neous gravitational fields, implies the fundamental iden-
tity between inertial and passive gravitational masses. In
addition, it can be shown that on the basis of general rel-
ativity the active gravitational mass of a body or dynam-
ical system equals its inertial mass, so that in relativistic
physics, in contrast to Newtonian physics, the identity of
all three kinds of masses is a necessary consequence of its
fundamental assumptions.

MASS AND ENERGY

Whereas general relativity led to an important unification
of the concept of mass, special relativity already, with
Albert Einstein’s paper Does the Inertia of a Body Depend
upon Its Energy Content? (1905; reprinted in The Principle
of Relativity, New York, 1923), led to a vast generalization
of the concept by showing the equivalence of mass and
energy insofar as a body emitting radiative energy of an
amount E loses mass to an amount of E/c’, where ¢ is the
velocity of light. Subsequent research, especially in con-
nection with energy transformations in nuclear physics,
supported the general validity of the formula E = mc,
according to which mass and energy are interconvertible
and one gram of mass yields 9x10* ergs of energy. It also
became obvious that Antoine Lavoisier’s law of the con-
servation of mass (1789) and Robert Mayer’s (or Her-
mann Helmholtz’s) law of the conservation of energy
were only approximately correct and that it was the sum
total of mass and energy that was conserved in any
physicochemical process.

INFLUENCE OF THE
ELECTROMAGNETIC CONCEPT

The way to these far-reaching conclusions of relativity
had been prepared to some extent already by the intro-
duction of the electromagnetic concept of mass at the
end of the nineteenth century (by J. J. Thomson, Oliver
Heaviside, and Max Abraham). It seemed possible on the
basis of James Clerk Maxwell’s electromagnetic theory to
account for the inertial behavior of moving charged par-
ticles in terms of induction effects of purely electromag-
netic nature. Walter Kaufmann’s experiments (1902) on
the deflection of electrons by simultaneous electric and
magnetic fields and his determination of the slightly vari-
able inertial mass of the electron seemed at the time to
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support the hypothesis that the mass of the electron, and
ultimately the mass of every elementary particle, is of
purely electromagnetic nature. Although such eminent
theoreticians as H. A. Lorentz, Wilhelm Wien, and Henri
Poincaré accepted these ideas, according to which the
whole universe of physics is but an interplay of convec-
tion currents and their radiation, with physical reality
stripped of all material substantiality, the electromagnetic
conception of mass had to make way for the relativistic
concept as outlined above. Certain aspects of the electro-
magnetic conception of mass did survive, however, and
reappeared in modern field theories—in particular the
fundamental tenet that matter does not do what it does
because it is what it is, but it is what it is because it does
what it does.

See also Aristotle; Boyle, Robert; Energy; Ibn Gabirol,
Solomon ben Judah; Kant, Immanuel; Kepler,
Johannes; Leibniz, Gottfried Wilhelm; Mach, Ernst;
Maxwell, James Clerk; Neoplatonism; Newton, Isaac;
Patristic Philosophy; Philo Judaeus; Plotinus; Poincaré,
Jules Henri; Proclus; Thomas Aquinas, St.
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MATERIALISM

Materialism is the name given to a family of doctrines
concerning the nature of the world that give to matter a
primary position and accord to mind (or spirit) a sec-
ondary, dependent reality or even none at all. Extreme
materialism asserts that the real world is spatiotemporal
and consists of material things and nothing else, with two
important qualifications: first, space and time, or space-

MATERIALISM

time, must also be included if these are realities rather
than mere systems of relations, for they are not material
things in any straightforward sense. Second, materialism
is fundamentally a doctrine concerning the character of
the concrete natural world we inhabit, and it is probably
best to set to one side controversies over abstract entities
such as numbers, or geometric figures, or the relations of
entailment and contradiction studied in logic. A strictly
extreme materialism would undertake to show that, to
the extent that any of these were genuine realities, they
are all material in nature, but the issues raised by abstract
entities will not be pursued here. It is with extreme mate-
rialist views in the concrete realm that this entry is con-
cerned, and in what follows, “materialist” is to be
understood in that sense.

Philosophers and scientists have had various views
regarding the constitution and behavior of material
objects and over whether every material thing is a body,
or whether forces, or waves, or fields of force are also real-
ities in their own right. Thus, the cardinal tenet of mate-
rialism, “Everything that is, is material,” covers a range of
different claims.

To accommodate these differences, a material thing
can be defined as a being possessing many physical prop-
erties and no other properties, or as being made up of
parts all of whose properties are physical. The physical
properties are position in space and time, size, shape,
duration, mass, velocity, solidity, inertia, electric charge,
spin, rigidity, temperature, hardness, magnetic field
intensity, and the like. The phrase “and the like” is impor-
tant, for it indicates that any list of physical properties is
open-ended. A material thing is one composed of prop-
erties that are the object of the science of physics. And
physics is a developing science, in which new properties
are still being discovered. The question “What counts as a
physical property?” thus has no determinate answer. In
consequence, there are also no fully determinate answers
for the questions “What is a material thing?” and “What
does materialism claim?”

This is less serious for materialism than may at first
appear, for there is a broad consensus on which proper-
ties—among those already known—are the physical
ones. And new properties that emerge from research in
the physical sciences are, generally speaking, readily iden-
tified as belonging among the physical ones rather than
representing an anomalous, nonphysical development. It
is known well enough what is involved in claiming that
something is a material reality, and therefore it is under-
stood well enough what is involved in the various ver-
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sions of extreme materialism, all of which assert that
everything there is, is material.

The psychological characteristics people ascribe to
themselves and to one another—consciousness, purpo-
siveness, aspiration, desire, and the ability to perceive, for
example—are not considered to be physical properties.
So materialism differs from panpsychism, the doctrine
that everything material is also at least partly mental or
spiritual. Materialism denies the world’s basic entities
possess these psychological properties. Materialists add
that there is no second class of nonmaterial beings in pos-
session of such psychological properties and no others;
there are no incorporeal souls or spirits, no spiritual prin-
cipalities or powers, no angels or devils, no demiurges
and no gods (if these are conceived as immaterial enti-
ties). Hence, nothing that happens can be attributed to
the action of such beings.

The second major tenet of materialism is, accord-
ingly, “Everything that can be explained can be explained
on the basis of laws involving only the relevant physical
conditions.” The differences among materialists over the
types of effect material things can have on one another
make this second tenet another slogan covering a variety
of particular doctrines. Further, although materialists
have traditionally been determinists, holding that there is
a physical cause for everything that happens, this is not
strictly required by materialism itself. Recently, the appeal
of determinism has been weakened by the development
and success of quantum theory, and many contemporary
materialists are not committed to determinism. It should
also be mentioned that metaphysical materialism in no
way involves an overzealous disposition to pursue money
and tangible goods, despite the popular use of “material-
istic” to describe this interest.

NATURE AND APPEAL OF
MATERIALISM

The enduring appeal of materialism arises from its
alliance with those sciences that have contributed most to
an understanding of the world humans inhabit. Investi-
gations in the physical sciences have a materialist
methodology; that is, they attempt to explain a class of
phenomena by appeal to physical conditions alone. The
claim of materialists is that there is no subject matter that
cannot be adequately treated with a materialist method-
ology. This claim cannot be established by any scientific
investigation; it can be established, if at all, only by criti-
cal reflection on the whole range of human thought and
experience.

Early philosophers proceeded dogmatically, aiming
to prove the material nature of the world by mere reflec-
tion on what must be. Contemporary materialists are
much more modest, offering the claim as a speculative
but reasonable generalization from the progress of the
physical sciences.

Materialism has been, traditionally, a minority view,
indeed a rather daring and scandalous one, but it has
made considerable progress over the past century, partic-
ularly among educated European peoples. There seem to
be three main reasons for this. First, the rise of what
might be called “cosmic naturalism”; there has been a
decline in those aspects of religious conviction that
involve appeal to providential or satanic interventions in
the course of events, so that pestilence or climate change,
for example, are not attributed to nonmaterial, supernat-
ural forces. Second, the rise of “medical materialism”; the
discovery of the biochemical mechanisms involved in
neural functioning, and their links to psychological
processes, so that it is now taken for granted that think-
ing, feeling, and the will are subserved by the nervous sys-
tem, and can be altered by making physical changes by the
use of drugs or electrodes. A malfunction of the mind is
taken to be a malfunction of the brain. This is a kind of
pragmatic materialism—the physical aspects are
accorded primacy. Third, the rise of “electronic material-
ism”; recent years have witnessed an astonishing expan-
sion in the range and sophistication of the mental tasks
that digital machines can perform. Not only remember-
ing, recalling, and calculating, but pattern recognition,
estimation processes, problem solving, and learning new
skills, which hitherto have been the exclusive preserve of
living, conscious beings, are now routinely performed by
electronic devices that, unless panpsychism is true, are
purely physical structures. This has formed the back-
ground for an increasingly common assumption that
mental activity is a special kind of physical process, which
is one critical aspect of materialism.

Materialism remains, nonetheless, a striking and
apparently paradoxical doctrine, for it insists that the
only differences between human beings and grains of
sand prove to be matters of energy flow and structural
complexity. People have continued to embrace material-
ism in the face of the difficulties with which it is beset
because it offers a comprehensive, unified account of the
nature of reality that is economical, intelligible, and con-
sistent with the most successful of the sciences.
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HISTORY OF MATERIALISM

CLASSICAL PERIOD. Materialism has been a theme in
European speculative thought from the earliest periods
for which there is any record.

Ionian philosophers in the tradition of Thales (sixth
century BCE) attempted to account for the origin and
present state of the world by appeal to changes in the state
of a fundamental underlying substance (the arche), which
in most cases was held to be of a physical nature. Par-
menides of Elea (fifth century BCE) vigorously defended
a thoroughgoing monism, maintaining that the world is
One, unchanging, eternal, homogeneous, indivisible,
indestructible, and without any interior void.

These two threads of thought are combined in the
true materialism of Leucippus and his pupil Democritus,
who flourished at Abdera in the fifth century BCE.
Between them they worked out the first clear conception
of matter, the first clear restrictions on the kinds of natu-
ral interactions in which material particles could partici-
pate, and the first clear program of explanation by appeal
to these material interactions alone. The “Great Diakos-
mos,” a lost work written by one or the other (or both),
expounded their position. Their basic idea was that the
fundamental stuff was of just one kind (matter) and that
the fundamental entities were material atoms that were of
course by no means unique, but otherwise had all the
characteristics of Parmenides’ One. These atoms are in
constant motion in a void that surrounds them.

Insofar as it can be reconstructed, their doctrine
embraced the following theses:

(1) Nothing exists but atoms and empty space.

(2) Nothing happens by chance (for no reason at all);
everything occurs for a reason and of necessity.
This necessity is natural and mechanical; it
excludes teleological necessitation.

(3) Nothing can arise out of nothing; nothing that is
can be destroyed. All novelties are merely new
combinations or separations of atoms.

(4) The atoms are infinite in number and endlessly
varied in form, but uniform in composition,
being made of the same stuff. They act on one
another by pressure or collision only.

(5) The great variety of things that we encounter in
the world is a consequence of the variety in num-
ber, size, shape, and arrangement of the atoms
that compose them.

(6) The atoms have been in confused random motion
from all eternity. This is their natural state and
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requires no explanation. (Some scholars dispute
the attribution of random motion to the atoms
and credit the “Great Diakosmos” with advancing
the doctrine of an eternal fall through infinite
space, which was later presented by Epicurus.)

(7) The basic mechanism whereby complex bodies
are formed is the collision of two atoms, setting
up a vortex. In the vortex motion is communi-
cated from the periphery toward the center. In
consequence, heavy atoms move to the center, and
there form a body, which is dense relative to the
collection of light atoms around the periphery.
The vortex continually embraces any new atoms
that come near it in their random motion, and it
thus begins a world.

This materialist philosophy requires a mechanical
account of human sensation. The Leucippus-Democritus
account seems to have been ingenious, speculative, and
false. Sensation occurs in the human soul, which, like
everything else, is composed of atoms. Objects percepti-
ble by the distal senses sight, hearing, or smell, give off
effluences, or images, composed of fine, smooth atoms.
There are channels in the eyes, ears, and nose along which
these effluent atoms pass to collide with the atoms of the
soul and produce sensation. Differences of color, in the
case of vision, or of pitch, in the case of sound, are due to
the varying smoothness or roughness of the incoming
image atoms. With the contact senses touch and taste, it is
the size and shape of the atoms on the surface of the per-
ceived object that act on soul atoms in the skin or tongue.

Sensory qualities (for example, sweetness, bitterness,
temperature, and color) are thus not qualities of the
object perceived, which is a collection of atoms, possessed
only of physical properties such as size, shape, mass, and
hardness. The sensory qualities are, rather, the effects of
that collection of atoms on us, that is, on our soul atoms.
Here is an early appearance of the distinction between
primary and secondary qualities, a distinction every sub-
sequent materialist has also found it necessary to make.

Empedocles (fifth century BCE) founded a medical
school in Acragas (Agrigento) in Sicily. His aim was to
account in a naturalistic manner for the special features
of this world, particularly for the specially organized mat-
ter to be found in living creatures. The first appearance of
the famous four elements—earth, air, fire, and water—is
in his theory. Empedocles seems to have believed that
each of these four elements comprised a different type of
atom. The creation and dissolution of the macroscopic
objects of this world is brought about by the combination
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and separation of these atoms by two fundamental forces,
love and hate, or harmony and discord.

Under the influence of love and hate the world goes
through an endless cycle from complete random separa-
tion of elements (the triumph of hate), through gradually
increasing order, to a complete, calm, spherical, harmo-
nious union (the triumph of love). Hate then begins to
exert itself once more. Disintegration sets in, and ulti-
mately the world returns to the state of complete separa-
tion of elements. The present state of the world lies
between these two extremes. The existence of planetary
systems and the origin of animals are thus explained as
the influence of love.

Empedocles can be considered a true materialist only
if love and hate are either inherent forces in the elemen-
tal atoms or themselves material elements with a cement-
ing or corrosive effect on combinations of the other
elements; however, he probably thought of them as blind,
powerful gods. The rest of his system is similarly ambigu-
ous. On the one hand, he believed in the transmigration
of souls and adhered to some kind of Orphic mystery
religion; on the other, he gave a mechanical account of
sensation, held that the soul was composed of fiery
atoms, and said that the blood around the heart is the
thought of men. Empedocles’ philosophy thus perpetu-
ated the materialist tradition but not in a rigorous or con-
sistent form.

The hostile misinterpretation of his ethics as
unworthily hedonistic has made Epicurus (342-270 BCE)
the most famous of classical materialists. In his middle
age Epicurus came to Athens and founded a school where
materialism was taught as the sole foundation of a good
life, at once disciplined, calm, serene, and free from
superstition.

He adopted the materialist metaphysics of the “Great
Diakosmos” but gave a modified account of the origin of
worlds. There are an infinite number of atoms falling ver-
tically through an infinite space. In one construction of
the Epicurean system the heavier, faster atoms occasion-
ally strike the lighter, slower ones obliquely, giving them a
slight lateral velocity. In another construction all atoms
fall at uniform velocity, and the original deviations from
parallel downward motion are left unexplained.

However caused, the original lateral deviations result
in more collisions and deviations and the establishment
of vortexes. From these vortexes ordered arrangements of
atoms arise. The number of atoms and the time available
are unlimited, so every possible arrangement of atoms
must occur at some time or another. This world, with its

marvelously organized living bodies, is thus just one of
the infinite, inevitable arrangements into which the inde-
structible atoms must fall.

The only Roman author of note in the tradition of
materialism is Lucretius (born c. 99 BCE), whose long
didactic poem De Rerum Natura gives imaginative
sparkle to the metaphysics of Epicurus. Lucretius adopted
the second account of the fall of atoms through the void
and appealed to some form of voluntary action to explain
the original deviations from vertical descent. He thus
introduced a nonmechanical source of motion, inconsis-
tent with the remainder of his system.

Like Epicurus, Lucretius was motivated by a wish to
free people from the burden of religious fear. He argued
passionately and at length against the existence of any
spiritual soul and for the mortality of humankind. These
beliefs have been explicit features of materialism ever
since.

SEVENTEENTH CENTURY. From the close of the classi-
cal period until the Renaissance the church and Aristotle
so dominated European speculation that materialist the-
ories virtually lapsed. The revival of materialism is attrib-
utable to the work of two seventeenth-century
philosophers, Gassendi and Hobbes, who crystallized the
naturalistic and skeptical movements of thought that
accompanied the rediscovery of antiquity and the rise of
natural science. Their most important forerunners were
probably Telesio, Campanella, and Cyrano de Bergerac,
all of whom attempted to combine materialistic views in
physics with a psychology based on sensations.

Pierre Gassendi (1592-1655), who in the last part of
his life taught astronomy at the Royal College in Paris,
rejected the official Aristotelian philosophy of his time
and set about the rehabilitation of Epicureanism. To
bring the Epicurean system into closer conformity with
Christian doctrine, he claimed that the atoms are not
eternal but created. They are finite, not infinite, in num-
ber and are organized in our particular world by a provi-
dential determination of initial conditions.

Gassendi’s materialism extended over physics and
psychology, undertaking to account for all inanimate
changes and for sensation on a materialist basis. He
treated the coming into being of particular things as the
accumulation of matter about a seed atom.

But his metaphysics was not, strictly speaking, mate-
rialistic, for outside the experienced world Gassendi
admitted a creative and providential God and an imma-
terial and immortal intellect in man distinct from his cor-
poreal soul. There are even some lapses in the physics,
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too, for Gassendi spoke of gravitation as some kind of
movement for self-preservation and allowed that growth
from seed atoms may be controlled by formative princi-
ples other than the natural motions of atoms.

Thomas Hobbes (1588-1679) was much more con-
sistent and uncompromising. In 1629 he discovered
Euclidean geometry and was captivated by its method.
During the years that followed he strove to work out a
rational philosophy of nature on the Euclidean model.

Hobbes’s aim was to discover by cunning analysis of
experience the fundamental principles expressing the
true nature of everything. The truth of these principles
would be manifest to right reason and could thus serve as
axioms from which a comprehensive theory of the nature
of the world could be deductively derived.

The resulting system is almost pure materialism.
Hobbes hoped to use the new non-Aristotelian physics of
the seventeenth century as the basis for a final, complete
account of reality. From definitions of space and motion
he derived the laws of uniform motion. From these,
together with a notion of the interaction of bodies, he
hoped to proceed to an account of change, thence to an
account of sensible change, thence to a theory of the
senses and appetites of people, and finally to his notori-
ous civil philosophy.

No part of the universe is not a body, said Hobbes,
and no part of the universe contains no body. Hobbes was
a plenist, holding all space to be filled by an intangible
material ether if nothing else. This doctrine followed
directly from his definition of a body as anything existing
independently of human thought and having volume.
Thus, Hobbes considered God to be a corporeal spirit dif-
ficult to distinguish from his eternal, immutable,
omnipresent, embodied space, the pervasive ether.

All change in the universe consists in the motion of
bodies, so all change reduces to change of position and
velocity. Further, nothing can cause a motion but contact
with another moving body. The substance of anything is
body, and “incorporeal substance” is therefore a contra-
diction in terms. Hobbes thereby disposed of angels, the
soul, and the God of orthodox theology. He departed
from strict materialism, however, in his introduction of
“conatus” and “impetus” (which are not physical proper-
ties) into his account of the initiation of motion and
measurement of acceleration. Conatus also enters into
Hobbes’s account of human sensation and action. Sensa-
tions are motions in a person’s body, and changes of sen-
sation are changes of that motion. Sensory qualities are
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really within the perceiver, but by conatus a “phantasm” is
projected from the observer onto the observed.

Hobbes was the first to take seriously the problems
that language, thought, and logic pose for materialism.
He developed a nominalist theory of language and took
the subject matter of thought and inference to be phan-
tasms of sense or abstractions from these phantasms. He
held, for example, that to remember is to perceive one has
perceived. But Hobbes did not make clear just what con-
tact mechanism is at work in mental operations nor
whether the phantasms are genuinely corporeal. Thus, in
spite of his best efforts, it is doubtful that he developed a
fully consistent materialism.

The influence of Gassendi and Hobbes was dimin-
ished by the prestige of their brilliant contemporary, Rene
Descartes (1596-1650), who accepted a materialist and
mechanical account of the inanimate world and the brute
creation but insisted that men had immaterial, im-
mortal spirits whose essential nature lay in conscious
thought undetermined by causal processes. According to
Descartes, there are in the world two quite different sorts
of things, extended (material) substances and thinking
(spiritual) substances, which are mysteriously united in
the case of humankind. He thus crystallized the tradition
of dualism (the doctrine that there are just two funda-
mentally different kinds of substance), which was until
recently materialism’s chief rival.

EIGHTEENTH CENTURY. In Epicurus and Lucretius
one motive for working out a materialist philosophy
was to provide an antidote for the all too prevalent reli-
gious terror of their times. With Hobbes, and again
in eighteenth-century France, the corresponding motive
was opposition to religious oppression. But in addition,
rapid growth in physiological knowledge had given rise to
the hope that a complete doctrine of man in purely phys-
iological terms was possible and so generated a medical
materialism that made the path of the metaphysicians
smoother.

Ever since the time of Democritus, materialists had
held that the soul consists of fine particles within the
body. In the course of the eighteenth century this sugges-
tion was taken up and amplified, and some attempt was
made to give it an experiential basis.

An anonymous manuscript, the Ame materielle, writ-
ten between 1692 and 1704, contains many ingenious
explanations of mental function along Democritean
lines. Pleasure and pain consist, respectively, of the flow
of finer or coarser particles through the channels of the
brain. The passions are a matter of the temperature of the
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heart. Reason consists in the ordering of the soul’s fine
particles, and the effect of wine in its course through the
body is to dislodge some of these fine particles from their
proper places. The manuscript is panpsychic in its expres-
sion, crediting the atoms with a rudimentary conscious-
ness and will, but it is materialist in substance, for these
qualities are not credited with any causal power. The doc-
trines advanced were purely hypothetical and, as we now
know, false. The Ame materielle had successors in Dr.
Maubec’s Principes physiques de la raison et les passions de
Phomme (1709), which again gave a materialist vision of
man a panpsychic dress and opposed Descartes’s view of
the mind as a thinking substance. During the middle
years of the century, Denis Diderot’s many unsystematic
writings took progressively a more materialistic turn.
Diderot’s Le reve de d’Alembert is a striking hypothetical
account of heredity, growth, and the simpler forms of
animal behavior in terms of internal motions of living
bodies.

The most famous medical materialist is Jean de la
Mettrie (1709-1751), a doctor with a philosophical bent
whose radical views obliged him to leave a fashionable
practice in Paris to live in Holland and Prussia. In
Lhomme machine (1943 [1748]) he presented a view of
the human being as a self-moving machine.

After criticizing all views of the soul as a spiritual
entity, La Mettrie proceeded to review all the common-
sense evidence for the physical nature of mental activity.
He cited the effects of bodily needs, aging, and sleep; he
pointed to the analogy of the human body to much
“lower” forms, which were not supposed to harbor spiri-
tual minds. Anticipating Pavlov, he spoke of the mechan-
ical basis of speech and of the possibilities of educating
deaf-mutes and anthropoid apes. He explained learning
to perceive and learning to make moral judgments by
appeal to modifications of the brain. Human action is
accounted for by the then new doctrine of the stimulus
irritability of muscles. La Mettrie embarrassed those who
held that the soul is a spiritual unity governing all vital
functions by observing the continuing function of organs
removed from bodies, the muscular activity of dead or
decapitated animals, and the ability of a bisected polyp to
grow into two complete ones. He explained conscious
sensation and the mental capacities of which we are
introspectively aware by means of a magic-lantern anal-
ogy, but this was unsatisfactory, for the status of the
images involved was not made clear.

The details of La Mettrie’s physiology, depending as
they do on supposed movements of nervous filaments,
are false. However, his program of seeking in neural

changes the explanation of mental activity has endured,
and his claim that appeals to the actions of a spiritual soul
can furnish only pseudo-explanations has gained wide
support.

Jean Cabanis (1757—-1808), a French doctor, contin-
ued this line of thought and in 1802 published Rapports
du physique et du moral de 'homme, the most notable
innovation of which was to treat the brain as analogous
with the digestive system, making sensory impressions its
aliments and thoughts its product. The great metaphysi-
cal materialist of the period is Paul Heinrich Dietrich
d’Holbach (1723-1789), a German nobleman living in
Paris. His work the Systeme de la nature was published
under a false name “Mirabaud,” with a false imprint
“London” (Amsterdam) in 1770. This “Bible of all mate-
rialism” is speculative philosophy in the grand style; in it
the antireligious motive is again uppermost. Holbach
maintained that nothing is outside nature. Nature is an
uninterrupted and causally determined succession of
arrangements of matter in motion. Matter has always
existed and always been in motion, and different worlds
are formed from different distributions of matter and
motion. Matter is of four basic types (earth, air, fire, and
water), and changes in their proportions are responsible
for all changes other than the spatiotemporal ones that
motion without redistribution can accomplish.

Mechanical causes of the impact type, such as colli-
sion or compression, are the only intelligible ones, hence
the only real ones. Because human beings are in nature
and part of nature, all human actions spring from natu-
ral causes. The intellectual faculties, thoughts, passions,
and will can all be identified with motions hidden within
the body. In action outward motions of the limbs are
acquired from these internal movements in ways we do
not yet understand.

Holbach based the intellectual faculties on feeling
and treated feelings as a consequence of certain arrange-
ments of matter. Introspected changes are all changes in
our internal material state. Thus, in remembering, we
renew in ourselves a previous modification. He treated
personal characteristics and temperament in terms of a
person’s internal structure and interpreted so-called free
action not as motiveless action (an absurdity) but as
action that, although seeming to flow from a free choice,
actually springs from an ultimately unchosen modifica-
tion of the brain. Holbach’s theory of mind is also inter-
esting because in dealing with wit and genius, it suggests
the first behavioral analyses of mental concepts. As con-
sistency required, he held the soul to be mortal. The
purity of Holbach’s materialism is marred only by his
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admission of relations of sympathy, antipathy, and affin-
ity among material particles, in addition to their
unequivocally physical properties, the primary qualities,
gravity, and inert force.

The revolution in chemistry that was effected by
Joseph Priestley (1777) in England and Antoine-Laurent
Lavoisier in France in the 1770s and 1780s was of impor-
tance for the later development of materialism, for it
established chemistry as a strictly physical science. Since
the beginning of the nineteenth century, all properly
chemical explanations appeal only to material substances
and their natural interactions. Such a chemistry has since
been extended in biochemistry to cover all the processes
of life, and the case for materialism has thereby been pro-
foundly strengthened. Priestley himself nevertheless vig-
orously upheld an unorthodox version of Christianity,
insisting that the existence of God and the resurrection of
the body are not incompatible with a materialist and
determinist view of the natural world.

NINETEENTH CENTURY. The philosophers of greatest
influence in the nineteenth century—Kant, Fichte, Hegel,
Schopenhauer, Lotze, and Mill, for example—were all of
an idealist or phenomenalist bent. The dialectical materi-
alism of Friedrich Engels and Karl Marx is not an extreme
materialism of the kind discussed here.

Ludwig Buchner, a minor figure, deserves mention as
the first to claim explicitly that materialism is a general-
ization from a posteriori discoveries. In Kraft und Stoff
(1855) he claims that we have discovered (not proven a
priori) that there is no force without matter and no mat-
ter without force.

There was during this period a continuation of
inquiry and speculation on the physiological bases of
mental function. Jacob Molescott (1852), Karl Vogt
(1846, 1854), and Emil Du Bois-Raymond proceeded
with the investigation of physiological processes along
biophysical and biochemical lines. The most important
developments were scientific findings that undermined
the barrier between physical systems and living organ-
isms and thus softened the natural resistances to materi-
alistic theses.

In 1828 the synthesis of urea was achieved, and this
refuted the idea that biochemistry was in some way spe-
cial and distinct from chemistry. In 1847, Hermann
Helmbholtz established the conservation of energy in
organic systems, making still less plausible any claims that
living and nonliving systems could not possibly be com-
prehended in a single theory.
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In 1859 Charles Darwin published his Origin of
Species, in 1871 his Descent of Man. T. H. Huxley had pro-
duced Man’s Place in Nature in 1863. These three works at
last provided a plausible, empirically grounded case for
two of the main planks of materialism, the claim that the
organization of living things into forms admirably
adapted for survival and reproduction can be explained
without appeal to immanent or transcendent purposes,
and the claim that humans are a part and product of the
natural world. Since then biologists, physiologists, and
pathologists have increasingly taken the truth of medical
materialism for granted, couching their explanations in
physicochemical terms without questioning the propriety
or completeness of successful explanations in this form.

TWENTIETH CENTURY. The triumphant progress in
the twentieth century of a materialistic biology and bio-
chemistry has almost completely eliminated vitalist
notions of living forms as governed by forces additional
to, and distinct from, the purely physical forces operating
on inanimate matter. The situation of earlier ages has
been reversed; it now seems implausible to maintain that
the vital functions of living organisms are different in
kind from chemical (ultimately, physical) processes. In
the attempt to demonstrate that something other than
matter exists, it is on mind, rather than life, that the
opponents of materialism now rely.

Early in the twentieth century, the behaviorist move-
ment arose, in a development linked to the emergence of
psychology as a distinct science in its own right, rather
than a branch of the philosophy of mind. Many psychol-
ogists became disheartened by the difficulties involved in
any introspective investigation of inner mental states, and
turned to the study of behavior. In its analyses and expla-
nations of human activities, behaviorist psychology relies
as far as possible on publicly observable, physical phe-
nomena of stimulus and response. Its aim was to expel
the traditionally conceived inner, immaterial mind from
psychology, and in this way was a profoundly materialis-
tic development.

In the realm of the mind, a new challenge for imma-
terialists has also developed. The rise of cybernetics (the
abstract theory of machines) and its applications in com-
puting machinery threatens the idea of a special status for
mental activity. The gathering and interpretation of
information, the employment of stored information, suc-
cessful and spectacular problem solving, even analogues
of fatigue, overload, and confusion, hitherto all found
only among complex living organisms, are now displayed
by computing hardware, that is, by material structures all
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of whose operations can be explained in terms of physi-
cal properties alone.

Approaching the issue from the opposite direction,
experimental study of the nervous systems of animals
and of ourselves is showing, in ever-increasing detail, how
artificially induced physical changes in the electrochemi-
cal state of the nervous system issue in changes in the
subject’s mental activity. Displays of emotion, perform-
ance in perception and recall, and anxiety and tension are
being tied down to brain function in this way.

During the twentieth century, there were in fact three
distinct movements of a materialistic stamp in the phi-
losophy of mind. In the 1920s and 1930s some logical
positivists, led by Rudolph Carnap (1932-1933) and Otto
Neurath, espoused an epistemic materialism. They held
that the meaning of any statement consists in the directly
testable statements deducible from it (the protocol sen-
tences). In order for language and meaning to be public
and shared, these protocol sentences must be intersubjec-
tively testable. However, because no statement about one
individual’s experience or thought or other inner psycho-
logical state can be tested by anyone else, only sentences
referring to the physical properties of physical entities are
intersubjectively testable in the required way. Now,
because most statements about minds are incontestably
meaningful, they must, despite appearances to the con-
trary, in fact refer to physical properties and entities, even
though translations of them into physical terms cannot
be provided. In this way the philosophy of language led to
a behaviorist materialism.

The beginnings of translation into behavioral terms
was offered for some psychological expressions—for
example, “is happy”—Dby directing attention to the way in
which the use of such expressions is taught. A key element
in teaching such an expression is to point to people
behaving happily. In this emphasis on the conditions
under which an expression can be learned, the positivists
anticipated the favorite strategy of Ludwig Wittgenstein
(1953) and moved away from complete dependence on
their general doctrines of meaning and verification.

During the middle years of the twentieth century, the
analytic behaviorists, in particular Gilbert Ryle (1949)
and his followers, offered to show that descriptions of
states of mind are essentially dispositional, so that attri-
butions of intention and intelligence, choice and desire,
excitement and fear, and other mental states are all to be
understood as attributions of a disposition to behave in a
characteristic manner in appropriate circumstances. Dis-
positions are held by most thinkers to issue from some
standing or recurrent underlying state, and with these

analytic behaviorists the relevant states underlying
human mental life were assumed to be states of the body.
Their manifest intention to exorcise any spiritual soul—
as Ryle would put it, any “ghost in the machine”—places
them in the materialist tradition.

Wittgenstein, although he disdained the title behav-
iorist, belongs to the same group. He insisted that in any
acceptable analysis of a mental concept the description of
a person’s state of mind must make reference only to pub-
licly detectable features of the organism and its behavior.
His many subtle discussions of mental concepts are all
attempts to identify the patterns of behavior whose dis-
play would constitute being in a given state of mind. To
attribute that state of mind to someone is to attribute a
disposition to display the relevant pattern of behavior.
The alternative analysis that interprets the various states
of mind as states and processes in a spiritual soul is,
according to Wittgenstein, not merely false, it is unintelli-
gible.

On two key points the analytic behaviorists were not
convincing. First, if mental states are dispositions to dis-
play particular patterns of behavior, they cannot be
causes of the behavior in question. It cannot be that a
man’s anger made him shout, for the shouting is itself just
an aspect of the anger. Nor can a woman’s pride have
made her stubborn. Yet this causal link between a mental
state and the characteristic behavior pattern that springs
from it, is at the heart of how we understand one another.

Second, some inner mental episodes, such as after-
images, pains, sudden unsought recollections, dreams, or
flashes of insight, resist any plausible dispositional analy-
sis. The mind does seem to be a collection of categorical
states, items, or events in addition to a cluster of disposi-
tions. The effort to correct both these weaknesses, first the
denial of any categorical component, and later the denial
of any causal power to the mind, was a significant factor
in materialism’s subsequent development.

The third group of twentieth-century materialists
embraced a theory of mind known as central-state phys-
icalism, from which contemporary materialism derives.
The central-state physicalists held that although it may be
that some mental states can be understood disposition-
ally, there are many mental states, items, or events that
must be accorded a straightforwardly categorical status.
These categorical mental states turn out to be, as a matter
of contingent fact, states of the central nervous system. To
introspective awareness they do not seem to be neural
states, but the explanation for this is that the nervous sys-
tem is presented to itself in an opaque or covert fashion.
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The mind has many aspects, and mental life under-
pins almost every distinctively human capacity. Most of
our distinctive capacities have been pointed to as showing
that a living human being must be something more than
a mere assemblage of atoms. To understand ourselves, we
cannot do without the concepts of perception, belief, and
intelligence; action, decision, and choice; motive, drive,
and need; feeling, emotion, and mood; temperament and
character. We will also need to treat of consciousness and
self-consciousness. The task for materialists is to explain
how merely material structures could exhibit all these
mental attributes. In attempting this, two basic
approaches were at first adopted, the behavioral and the
topic neutral.

Behavioral strategy. The central-state physicalists
were able to appropriate the earlier work of the behavior-
ists and accept that the attribution to an organism of
some of the mental predicates (for example intelligence,
equanimity, or ambition) is in reality the attribution of a
disposition to behave in a characteristic way under suit-
able conditions. The organism displaying the behavior,
the form the behavior takes, and the conditions under
which it is manifested, are all specifiable in purely physi-
cal terms. Moreover, the remarkable subtlety and com-
plexity of human behavior, which until the twentieth
century appeared to surpass anything of which a mere
machine could be capable, no longer has such immateri-
alist implications, for now the development of elec-
tronic machines suggests that the ability to duplicate
human performance is possible. In particular, the self-
monitoring features of conscious behavior can be dis-
played by material systems.

Topic-neutral strategy. Many mental states resist the
behavioral strategy: being in pain, seeing a color, or feel-
ing depressed, for example. For these, a different claim
was made: To attribute such a state is to assert that there
is present within the organism some state or process that
typically arises from a particular kind of stimulus and/or
typically issues in a characteristic kind of behavior. A
burning pain, for example, is a state of a person typically
arising from excessive heat on the skin, and characteristi-
cally issuing in applications of soothing cream to the
affected part. Mental predicates of this kind have been
called topic-neutral because they do not specify the nature
of the inner state in question. The inner state is not
described either as material or as immaterial. To say that
someone is in pain, the argument runs, does not of itself
imply that the experience belongs to a immaterial mind.
It implies only that the person is in some central state or
other, arising from the states and processes in the sensory
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system (input), and issuing in certain behavior patterns
(output). When we attempt to identify this central state,
we find that the sensory system provides inputs to the
organism’s central nervous system, which in turn sets in
train the muscular movements required for any type of
behavior. If inner states admit of the topic-neutral treat-
ment, they, too have no immaterialist implications.

Among early central-state physicalists, some, such as
Paul K. Feyerabend (1963) and Hilary Putnam, claimed
only that this is the most promising line for investigation
to now take. Others, such as U. T. Place (1956), J. J. C.
Smart (1959, 1963), and Herbert Feigl (1958), went fur-
ther and held that any alternative dualist view is already
frankly incredible.

CONTEMPORARY MATERIALISM

During the later years of the twentieth century, under the
influence chiefly of David Armstrong (1968) and David
Lewis (1972), the topic-neutral strategy was taken up and
developed. The behavioral strategy became less promi-
nent, as more and more mental attributions were inter-
preted as asserting that the organism was in an
appropriate categorical state. And the role of the mental
as the causal bridge between stimulus and response was
taken up and emphasized. Mental states came to be
regarded as theoretical constructs and assimilated to
other theoretical entities more familiar from other sci-
ences, as philosophers adopted a third strategy for
accounting for mental descriptions in a material world.

CAUSAL/THEORETICAL STRATEGY. In a complete
departure from the behaviorist viewpoint, which saw
mentality as a matter of the outer effects of stimuli, the
new position is that the really essential thing about any
mental state is its causal role, as the crucial inner inter-
mediary between input and response. The idea is that the
activity of conscious living beings calls for explanation,
and the most appropriate explanations will attribute to
such organisms inner states, produced by environmental
and remembered elements, and producing behavior that,
in the light of the organism’s beliefs, is best suited to ful-
filling its purposes.

So the mind becomes an inner, theoretical entity, the
that-which-best-accounts-for the phenomena of con-
scious behavior. The analogy was drawn with the gene in
biology, that-which-best-accounts-for the phenomena of
heredity, and with lightning, that-which-best-accounts-
for flashes, thunder, and some kinds of storm damage.

Then, still following the analogy, the research ques-
tion becomes that of finding which element in the world
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turns out to fill the theoretical role in question. Structures
crucially involving the DNA molecule, as it turns out, best
account for heredity. Electrical discharges, as it turns out,
best account for the flashes, rumbles, and damage of elec-
trical storms. This is a matter of the contingent identifi-
cation of underlying structures and processes as the
causal bases for patterns of observed phenomena. So with
the mind: It is the central nervous system (brain, optic
nerve, spinal chord, and some other components) that, as
it turns out, fulfills the mind’s causal role as the interme-
diary and clearinghouse between the inputs, many of
which we know as experience, and the outputs that con-
sist in purposive activity.

In this way functionalism, the dominant form of
contemporary materialism, developed. It has two compo-
nents. The first component is a theory of the mind, which
asserts that the essential feature of the mind is its causal
role, and identifies the different states of mind—beliefs,
fears, plans, twinges, and so forth—in terms of their par-
ticular places in the whole mental causal scheme. This
theory of the nature of mind lends itself to materialism,
but is not itself materialist. It is topic-neutral, allowing for
any of a number of views of what it is that provides the
causal bridge between inputs and responses. The second
component in functionalist materialism is the theoretical
identification of the mind with the central nervous sys-
tem. This is a contingent assertion about what minds turn
out to be in this world. As such, it is vulnerable to various
empirical developments, as all substantial empirical
claims should be.

OBJECTIONS TO MATERIALISM

THE POSSIBILITY OF SCIENTIFIC REFUTATION.
Materialism is a strong version of naturalism. It asserts
that everything whatsoever that occurs in this world is the
result of the operation of physical forces in accord with
physical laws. So a spectacular and unequivocal divine
intervention in the course of nature, such as the Apoca-
lypse and the Day of Judgment as described in the book
of Revelation, would spell the end of materialism as a
credible philosophy.

Less spectacular developments could have the same
impact. The firm establishing of parapsychological pow-
ers (telepathy, clairvoyance, or psychokinesis) would do
so, for by definition any paranormal phenomenon
involves knowledge or action by a mind in defiance of
physical law. So also would developments in neural sci-
ence that uncovered variations in effectual states of mind
without any appropriate change in states of the central
nervous system. Or changes in the central nervous system

linked to changes in mental state, such as forming a new
resolution, that systematically violate the probabilities for
neural change that physical laws set forth and that defy
any modification to accepted physical laws.

Materialism, being vulnerable in these ways, remains
to that extent speculative. But whereas a watching brief
needs to be kept over the progress of scientific investiga-
tions, it is fair to say that there is at present no serious
threat from these quarters. The credibility of positive
paranormal results has, if anything, diminished in the
course of the past half century. And we are very far indeed
from being able to assert that the activity of the brain is
physically anomalous. Quite the contrary; so far, no
apparent violations of physical law have been found.

THEOLOGY. Materialism not only holds that there are
no supernatural interventions in the course of nature, but
that there are no divine beings of any kind. To defend
materialism on these points, one must first show that
there is no valid deductive argument for the existence of
a necessary being, then sustain the view that this world
does not call for a divine creator as the best explanation
for its existence and character.

Next, one must deny that religious experience reveals
a supernatural realm, as vision provides access to a phys-
ical one. Adopting the skeptical empiricists’ critique, one
can argue that religious experience is not sufficiently uni-
form, widespread, and unanimous to warrant abandon-
ing the natural modes of explanation that have served so
well in all other enquiries, especially as supernatural
hypotheses face peculiar difficulties when it comes to
putting them to the test. The materialist position is
strengthened by the promise of continued success in find-
ing concrete natural explanations of religious experience
through developments in sociology, psychology and
physiology.

If these positions can be established, claims to the
existence of God and the occurrence of miracles are
established neither by argument nor in experience and so
must be considered as interpretative hypotheses laid
upon the experienced world. The materialist must again
urge that in framing hypotheses, as in seeking explana-
tions, there is no sufficient reason for deserting the natu-
ral for the supernatural. In such circumstances as these
considerations of parsimony exclude all supernatural
entities from any reasonable ontology.

Materialists must show that, contrary to the claims of
Spiritualists and Buddhists, there is no sufficient reason
to believe in survival of bodily death or in reincarnation.
And indeed there are plausible arguments that both
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doctrines rest on untenable views of the self. These
arguments do not impugn the possibility of bodily resur-
rection, but that is compatible with materialism.

METAPHYSICS. Materialism has in the past been assailed
as incomplete. Even if, in a great advance on its predeces-
sors, modern cosmology does provide explanations for
the origin, persistence, and motion of the fundamental
particles, it provides none for the initial conditions from
which these derive. Nor does materialism make intelligi-
ble why each fundamental interaction has had one result
and not another. The reply, now widely accepted, is that
all chains of explanation must eventually come to a ter-
minus and that to seek to go beyond contingent truths
concerning the items and processes in this world is to go
hunting a mare’s nest.

THE MIND AND HUMAN EXPERIENCE. There is no
doubt that our own conscious experience provides the
greatest intuitive challenge to materialism. C. D. Broad in
The Mind and Its Place in Nature (1925) formulates many
people’s reaction to the suggestion that mental events are
physical events, such as molecular movements, taking
place in our body:

About a molecular movement it is perfectly rea-
sonable to raise the question “Is it swift or slow,
straight or circular and so on?” About the aware-
ness of a red patch it is nonsensical to ask
whether it is a swift or slow awareness, a straight
or circular awareness, and so on. Conversely, it is
reasonable to ask whether it is a clear or a con-
fused awareness, but it is nonsense to ask of a
molecular movement whether it is a clear or a
confused movement. Thus the attempt to argue
that “being a sensation of so and so” and “being
a bit of bodily behavior of such and such a kind”
are just two names for the same characteristic is
evidently hopeless. (p. 623)

Indeed, this attempt is hopeless, but it is not one a
materialist must make. We need to distinguish the process
of being aware from the item of which we are aware. The
two “names” that materialists claim to name the same
thing are “subject S having sensation P” and “subject S
undergoing bodily changes Q,” and it has become clear
since Broad wrote that what is or is not nonsensical is not
an immediate deliverance of introspection, but an issue
in the fashioning of concepts to improve theories of the
world. As for P, which is the item of which S is aware—
what Broad calls the sensation S has—there would be no
absurdity if this could be dealt with by a topic-neutral
strategy. We are aware that something is going on in us,
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which deserves the description “red patch,” but according
to the topic-neutral strategy, the nature of what is going
on is not part of what we are conscious of. The fact of the
matter, according to the materialists, is that we have a
covert presentation of bodily changes Q to the person S,
who is having the sensation. Nevertheless, the two main
stumbling blocks for functionalist materialism both con-
cern the character of our inner life.

The qualia problem. The topic-neutral or causal/the-
oretical strategies may well be satisfactory for those inner
states that have no special “feel” about them, such as
deciding. We can decide to do something, and be aware
that we have decided, but that awareness carries no spe-
cial feel or twinge or glow with it. We are aware that
something is going on in us, something that will have an
impact on how we behave by bringing a new causal factor
into our life. But that state, and our awareness of that
state, reveal nothing about its nature as material or
immaterial. Decisions and intentions are thus favorable
candidates for a topic-neutral analysis—so, too, is doing
mental arithmetic, where the process leads to changes in
what one will say or do, but carries no other inner char-
acteristics that one is aware of.

The case is otherwise, however, with sensations and
feelings. To see a red patch is to be aware of an inner state
that has a redness about it, that sets it apart from the
green and blue patches we see. This difference is not obvi-
ously a difference in how we discriminate the two items,
and react to them, as is brought out by the spectrum-shift
arguments, which point out that although your outward
color-vision behavior may match mine, you may see reds
as I see pale pinks, or blues as I see greens.

To be in love is certainly to be in a state apt to issue
in a characteristic pattern of behavior. But it is more than
that; there is a complex of feelings involved that do not of
themselves involve behavioral differences, but differences
in consciousness, by comparison with those not in love.

To be angry, or in pain, or delighted, carry special
sensations or feelings with them too. All such sensations
or feelings are known as qualia, and the qualia problem is
the problem of fitting them in to a materialist world view.
It is notorious that when you are seeing something green,
and therefore experiencing a sensation of green, there is
no green physical surface anywhere inside you. The sharp
pangs of pain are similarly elusive—the neural activities
have been found that occur when pain is felt, but the
painfulness of pain does not seem to be present among
them.
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Qualia seem to be an important part of being con-
scious. They seem to make a difference to how we speak
and act, yet they stand outside the network of physical
causation, neither taking energy in their production, nor
having any force to apply to change the world. They chal-
lenge the deep materialist commitment to the physical
closure of the natural world. If only physical items can
have physical effects, then qualia cannot even produce
our awareness of them, nor our capacity to describe
them, which makes them paradoxical items indeed.

There have been attempts to account for them
behavioristically, as dispositions to act and react in par-
ticular ways. Perhaps the most promising materialist sug-
gestion is that the intrinsic qualities of sensations are in
reality purely schematic and enable us only to distinguish
one sensation from another. Inner states notoriously
elude direct characterization. Our attempts to describe
them often proceed by comparison with other sensations
directly or ultimately picked out by reference to their
stimulus and/or response. For example, we describe
smells as of cinnamon or of rotten eggs (stimulus) and as
appetizing or nauseating (response); we speak of pains as
jabbing, burning, or like “pins and needles.” Feelings of
anger, shame, pride, and fear are all described in terms of
bodily temperature.

If the sameness or difference of inner states but not
their nature is given introspectively, sensations could well
be states of the nervous system typically connected with
stimulus and/or response, even though we are not aware
of this. This strategy for dealing with qualia faces the
problems of spectrum-shift arguments, because two sets
of sensations, tastes for example, could be shifted relative
to one another along a spectrum, yet perform equally well
in informing us of the sameness or difference, and typical
causes and effects, of our inner states.

The qualia problem was long emphasized by E C.
Jackson (1998) in a series of influential articles. His most
recent stance is the “there must be a solution” solution:
Somehow, qualia must be reconcilable with materialism,
even if we cannot see how.

The insight problem. The second currently most
acute problem for materialism concerns the nature of
human insight and understanding. When we learn to
speak a language, we acquire the ability to conduct a con-
versation satisfactorily; that is, to make appropriate
responses to the speech of others, to initiate conversations
using sounds the other recognizes and responds to. But to
properly understand, more than linguistic competence is
required. This was dramatized by John Searle (1992) in
his “Chinese Room” argument: If someone who had no

understanding of Chinese but who could recognize Chi-
nese characters were shut away in a room, and provided
with pieces of Chinese—questions and so forth—
through a mailbox, that person could, using a computer-
ized dictionary for example, choose appropriate
Chinese-character responses. This is a linguistic compe-
tence that does not include understanding and is clearly
deficient by comparison with the capacity of a genuine
Chinese speaker. The missing component, understanding
or insight, proves just as elusive as do the qualia to mate-
rialist studies of the nervous system.

PHILOSOPHY. Materialism faces several other more gen-
eral objections, for the most part of a logical kind, that
must be faced.

The argument from self-destruction. A popular argu-
ment for disposing of materialism is this:

All doctrines concerning the nature of the world are
arrived at by inference.

Thus, a fortiori, materialism is so reached.

But if materialism is true, inference is a causally
determined process in people’s brains, and not a
rational process.

Materialism is therefore a doctrine arrived at by non-
rational causal processes.

Thus, if it is true, there can be no reason to think it
sO.

This argument has a long history, being found in
Epicurus and developed and defended by J. B. S. Haldane
(1932) and Karl Popper (1977). Nevertheless, it is invalid.
That the course of a given process of inferring was deter-
mined by the structure of a brain does not entail that it
was an unreasonable inference. Nor does it entail that
there could be no ground for thinking it reasonable. We
can see that this is so, by comparing reasoning in people
with calculating in adding machines. The result reached is
a causal consequence of the structure of the machine; it is
nonetheless a correct one, and one we are entitled to rely
on. Haldane later retracted his argument (1954).

Asymmetrical knowledge of physical and mental
states. Another common argument against materialism
points out that,although ordinary people can recognize
thoughts and feelings and intentions, they are completely
ignorant of processes in the central nervous system, and
so the mental occurrences cannot be identified with any
such physical events. Friedrich Paulsen, for example,
argued to this effect in chapter one of his Introduction to
Philosophy (1895 [1892]).
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This argument is also, as it stands, invalid. It is like
arguing that because the police know some of the charac-
teristics of a man who committed a crime but do not
know anything about John Smith, John Smith could not
possibly be the man who committed the crime. A similar
reply is provided by Place and Smart in articles cited in
the bibliography.

The argument would be valid if another premise
were added: In introspection the full nature of mental
events is disclosed. But there is no good reason for think-
ing this premise is true.

A variation of this argument claimed that introspec-
tive knowledge of our own mental states is incorrigible,
whereas no knowledge of anything physical is incorrigi-
ble, so mental states cannot be physical. This argument
faded from view after Armstrong exposed its weakness:
We can and do make mistakes about our own inner men-
tal states.

The general nature of human reason. Keith Gunder-
son (1964) revived an argument of Descartes’s to the
effect that men are not machines, even cybernetic
machines, and therefore not merely material. In all
known machines the matching or surpassing of a human
intellectual ability is a specific outcome of a specific
structure. Each skill is a skill at some specific task and no
other. But in human beings, intellectual skills are general-
ized and come in clusters; human reason is a tool for all
circumstances. Thus, it is not proven that the human skill
and that of the machine arise from a like inner structure.
On the contrary, the reasonable conclusion is that the
machine’s skill and the human skill are to be explained in
different ways—that is, a person is not any kind of
machine.

The reply available to materialists is that this argu-
ment is premature. The simulation of human perform-
ance by material assemblages is in its infancy. There
seems no reason to suppose a machine with generalized
skills impossible.

Intentionality. Unlike the situation with anything
physical, in the realm of the mind there are relations that
can exist even in the absence of one of their terms. These
are the intentional relations, which include intending,
believing, hoping, fearing, and desiring. The argument
from intentionality rests on this peculiarity and may be
put this way:

A peculiarity of many mental states is their essential
connection with an object. In intending, I must
intend something, and in hoping, I must hope for
something.

MATERIALISM

However, whereas when I kick something, the thing I
kick must exist, the thing intended or the thing
hoped for may or may not have any real existence.

In this way some mental states differ essentially from
all physical states.

Thus, materialism cannot be true.

The materialist reply to this argument is that inten-
tional “relations” are strictly speaking not relations but
monadic states that are identified by reference to what
would fulfill them or constitute their exercise. These are
possible states or circumstances that, were they actual,
would be material. It is a further question, however,
whether the existence of mere, unactualized possibilities
is compatible with a strict materialism.

Logical connections between distinct existences. The
essential link between a mental state and the behavior to
which it gives rise has also been seen to rule out material-
ism:

Where an intention is carried out, both the intention

and the thing intended exist.

They are two different things.

Nevertheless, they are logically connected, because
what was carried out makes the intention what it
was.

But any two different physical items are only contin-
gently connected.

Hence, mental states cannot be physical items.

Materialists urge in rebuttal that this is a conse-
quence of the peculiarly causal character of mental
states and has its counterpart in the uncontrover-
sially physical realm.

Thus if we describe arsenic causally as a lethal poison,
there is a logical connection between drinking the lethal
poison arsenic and dying, even though the arsenic, the
drinking, and the dying, are all distinct existences.

NONREDUCTIVE MATERIALISM

Despite the progress made in rebutting the classical
objections to materialism, and despite the current popu-
larity, in English-speaking philosophy, of functionalist
physicalism as a philosophy of mind, uneasiness remains
that materialism accords insufficient recognition to con-
sciousness and its highest expressions—music, literature,
love, and fine feeling generally, as well as culture, moral-
ity, and religious aspiration. In response to this, there
have been some attempts at a softer materialism that tries
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to accord to the physical a primary but not exclusive
place. While everything depends on the physical, it does
not reduce to the physico-chemical, but rather super-
venes upon it. The most thorough attempt in this direc-
tion is J. E Post’s The Faces of Existence (1987). A further
step away from extreme materialism is taken in Nicholas
Maxwell’s The Human World in the Physical Universe
(2001), which advocates a dual-aspect position while
clinging to the central materialist claim that the universe
is a closed system, in which the only causally effective
forces are the physical ones.

See also Philosophy of Mind.
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MATHEMATICS,
FOUNDATIONS OF

The study of the foundations of mathematics comprises
investigations, though probably not all possible investiga-
tions, that consist of general reflection on mathematics.
The subject naturally proceeds by singling out certain
concepts and principles as “fundamental” and concen-
trating attention on them, but of course the identification
of fundamental concepts and principles is itself based on
foundational research or may be revised in the light of it.

In this entry considerable emphasis will be placed on
philosophical questions about mathematics, which
undoubtedly belong to foundations. However, many, per-
haps most, foundational investigations are mainly math-
ematical. In the last hundred years an important role has
been played by mathematical logic. We shall not give a
detailed exposition of mathematical logic, but we hope
that our discussion will give an idea of the relation
between the logical problems and results and the philo-
sophical problems and an idea of some of the results of
recent work in logic.

Two of the main qualities for which mathematics has
always attracted the attention of philosophers are the
great degree of systematization and the rigorous develop-
ment of mathematical theories. The problem of system-
atization seems to be the initial problem in the
foundations of mathematics, both because it has been a
powerful force in the history of mathematics itself and
because it sets the form of further investigations by pick-
ing out the fundamental concepts and principles. Also,
the systematic integration of mathematics is an impor-
tant basis of another philosophically prominent feature,
its high degree of clarity and certainty. In mathematics
systematization has taken a characteristic and highly
developed form—the axiomatic method—which has
from time to time been taken as a model for systematiza-

tion in general. We shall therefore begin our main expo-
sition with a discussion of the axiomatic method.

Foundational research has always been concerned
with the problem of justifying mathematical statements
and principles, with understanding why certain evident
propositions are evident, with providing the justification
of accepted principles that seem not quite evident, and
with finding and casting off principles which are unjusti-
fied. A natural next step in our exposition, then, will be to
consider mathematics from an epistemological point of
view, which leads us to examine mathematics as a pri-
mary instance of what philosophers have called a priori
knowledge. In this connection we shall give some logical
analysis of two very basic mathematical ideas, class and
natural number, and discuss the attempts of Gottlob
Frege and Bertrand Russell to exploit the intimate rela-
tion between these two ideas in order to prove that math-
ematics is in some way a part of logic. We shall also
discuss Immanuel Kant’s views on the evidence of math-
ematics and other conceptions of a priori knowledge.
(The word evidence will often be used in this entry in a
way that is unusual outside philosophical writings influ-
enced by the German tradition, to mean “the property of
being evident”—German, Evidenz.)

The growth of modern mathematics, with its
abstract character and its dependence on set theory, has
caused the problem of evidence to be focused on the
more particular problem of platonism. It is in this devel-
opment and the accompanying growth of mathematical
logic that modern foundational research has centered.

Throughout the nineteenth century, mathematicians
worked to make arithmetic and analysis more rigorous,
which required axiomatization and an attempt to use the
concepts of the theory of natural numbers as a basis for
defining the further concepts of arithmetic and analysis.
The manner in which this axiomatization and definition
was undertaken was platonist, in the sense that both
numbers and sets or sequences of numbers were treated
as existing in themselves. The development of set theory
by Georg Cantor provided a general framework for this
work and also involved even greater abstraction and even
stronger platonist assumptions.

The growth of mathematical logic introduced as fur-
ther elements the axiomatization of logic (the basic step
in which was completed by Frege in 1879), the effort to
incorporate the axiomatization of logic into that of math-
ematics, and the accompanying tendency, on the part of
Frege and Giuseppe Peano, to interpret rigorous axioma-
tization as formalization. Frege carried the development
much further by undertaking to develop the whole of
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arithmetic and analysis in a formal system that is essen-
tially a system of set theory.

At the turn of the twentieth century the entire devel-
opment reached a crisis with the discovery of the para-
doxes of set theory, which showed that the concept of
class or set as it was then being used had not been suffi-
ciently clarified. Much of the foundational research of the
early twentieth century—and not only in the axiomatiza-
tion of set theory—was directed at problems posed or
believed to have been posed by the paradoxes.

In that period emerged three general viewpoints,
each of which had its own program based on a distinctive
attitude toward the question of platonism. The most rad-
ical was intuitionism, based on L. E. ]. Brouwer’s critique
of the whole idea of platonism. In contrast to Brouwer,
David Hilbert had a firm commitment to the patronizing
tendency in mathematics, but he held epistemological
views that were fundamentally in accord with Brouwer’s
critique of platonism. Making use of the fact that no mat-
ter how platonist the mathematics formalized, questions
of provability in a formal system are meaningful from a
narrow constructivist point of view, Hilbert’s school
sought to secure the foundations of platonist mathemat-
ics by metamathematical investigation of formalized
mathematics—in particular, by a proof of consistency.
This viewpoint was called formalism, although the desig-
nation is misleading, since Hilbert never maintained that
even platonist mathematics could be simply defined as a
“meaningless” formal system.

Proponents of the third viewpoint, logicism, whose
leading figure was Russell, continued to believe in Frege’s
program of reducing mathematics to logic. Accepting this
program involved taking some platonist assumptions as
intuitively evident.

A great deal of work in mathematical logic was
directed toward clarifying and justifying one or another
of these points of view. We might mention Brouwer’s
(informal) results on the impossibility of constructively
proving certain theorems in analysis, Arend Heyting’s
formalization of intuitionist logic, the development of
finitist proof theory by Hilbert and his coworkers, and
Russell and A. N. Whitehead’s Principia Mathematica as a
much further development of mathematics within a sys-
tem of set theory.

Nonetheless, the trichotomy of logicism, formalism,
and intuitionism has probably never been the best classi-
fication of points of view in foundations. It does not take
account of one of the philosophically most important
problems, that of predicativity, or of some mathematical
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developments—such as the development of the seman-
tics of logic by Leopold Lowenheim, Thoralf Skolem,
Kurt Godel, and Alfred Tarski—which were crucially
important for later work. At any rate the schools no
longer really exist. All of them had programs that
encountered serious difficulties; further experience with
set theory and the axiomatizations of Ernst Zermelo and
Russell deprived the paradoxes of their apparently apoca-
lyptic character; and specialized work in mathematical
logic led more and more to the consideration of problems
whose significance cut across the division of the schools
and to looking at the results of the schools in ways which
would be independent of the basic controversies. A deci-
sive step in this development came in the early 1930s,
with the discovery of Godel’s incompleteness theorem
and the coming of age of formal semantics.

Some areas of the foundations of mathematics will
be passed over here—in particular, we shall not go far
into the significance of the fact that mathematics has
applications to the concrete world, although historically
the relation between mathematics and its applications has
been very close, and the present sharp distinction
between pure and applied mathematics is a rather recent
development. For instance, we shall omit a special con-
sideration of geometry. If the pre-twentieth-century view
that geometry is a purely mathematical theory that
nonetheless deals with actual space is correct, then the
omission is unjustified. However, even the question
whether this view still has something to be said for it is
more intimately related to the philosophy of physics than
to the problems on which we shall concentrate. Geometry
as understood today by the pure mathematician, as the
general study of structures analogous to Euclidean space,
raises no philosophical problems different from those
raised by analysis and set theory.

§1. THE AXIOMATIC METHOD

As we said, we shall begin our discussion with the axi-
omatic method. Consideration of the notion of an infor-
mal axiomatic system leads to the notions of formaliza-
tion and formal system. Through this process, especially
through the last step, mathematical theories become
themselves objects of mathematical study. The exploita-
tion of this possibility is perhaps the specifically modern
move in the study of the foundations of mathematics and
has led to an enormous enrichment of the subject in the
last hundred years.

1.1. AXIOMATIZATION. Ever since Euclid, axiomatizing a
theory has meant presenting it by singling out certain
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propositions and deducing further ones from them; if the
presentation is complete, it should be the case that all
statements which could be asserted in the theory are thus
deducible. Axiomatization has also come to mean a simi-
lar reduction of vocabulary, in that certain notions
should be taken as primitive and all further notions
which are introduced in the development of the theory
should be defined in terms of the primitive ones. In
essence this is the conception of an axiomatized theory
that prevails today, although it has been developed in dif-
ferent directions.

There are important ambiguities concerning the
means of deduction and definition to be admitted in the
development of the theory. Here informal axiomatics
always makes use of some general background that can be
used in developing the theory but is not itself included in
the axiomatization. In modern mathematics this back-
ground typically includes logic and arithmetic and usu-
ally also analysis and some set theory. For example, in an
axiomatic theory concerning objects of a certain kind,
one permits oneself very quickly to make statements
about sequences and sets of those objects, to introduce
concepts defined in terms of the primitives of the theory
by means of these general mathematical devices, and to
make inferences that turn on laws of arithmetic, analysis,
or set theory. Such notions often enter into the statement
of the axioms themselves. We shall presently say more
about the significance of this procedure.

It might seem natural to require provisionally that
the means of deduction and definition be restricted to
those of pure logic, for logic is supposed to contain those
rules of correct inference which have the highest degree
of generality and which must be applied in all sciences.
We would then regard an axiomatization as only partial if
deductions from it required the use of methods of the
special sciences—in particular, branches of mathematics
(likewise if, in addition to the primitives, notions other
than purely logical ones entered into the definitions). An
axiomatic theory would then consist of just those state-
ments that are deducible by purely logical means from a
certain limited set of statements and of the statements
that can be obtained from these by definitions expressible
purely logically in terms of the primitives.

It seems possible that such an axiomatic system was
the objective toward which Euclid was striving. He evi-
dently did not intend to allow himself general mathemat-
ical notions, such as arithmetical ones, for he included
propositions involving such notions among his axioms
and undertook to develop some of number theory from
the axioms in Books VII-IX. Even some of Euclid’s well-

known failures to achieve this degree of rigor—for exam-
ple, his assuming in his very first proof that two circles
with the center of each lying on the circumference of the
other will have two points of intersection—might have
arisen because he saw them as immediate deductions
from the meaning of the concepts involved. Of course, a
rigorous theory of definition would require definitions to
be given or axioms to be explicitly stated in such a way
that such deductions do proceed by mere logic.

A perfectly satisfactory axiomatization in this form
certainly was not possible in Euclid’s time; it proba-
bly had to wait for two developments that did not
take place until the late nineteenth century, Frege’s dis-
covery and axiomatization of quantification theory
and the Dedekind-Peano axiomatization of arithmetic.
(Nonetheless, considerable progress was made prior to
these developments.)

This remark points to a limitation of the conception
we are considering, for it does not give a meaning to the
idea of an axiomatization of logic itself, although such
axiomatization has played a vital role in modern founda-
tional studies. Appreciation of this point leads to the con-
cept of a formal system, but before we consider this
concept let us observe a consequence of the axiomatiza-
tion of a theory.

1.2. THE ABSTRACT VIEWPOINT. Suppose a theory is so
completely axiomatized that all concepts of the special
theory which are used in statements and deductions are
explicitly given as primitives and all special assumptions
underlying the proofs are disengaged and either stated
among or deduced from the axioms. This means that the
validity of the deductions does not at all depend on the
actual meaning of the primitive terms of the special the-
ory. It follows that the formal structure determined by the
primitive concepts and the axioms can have a more gen-
eral application than they have in the given special theory,
in the sense that we could by any choice of interpretation
of the primitive terms obtain a deductive system of
hypotheses concerning some subject matter, even though
the hypotheses will in many cases be false.

This fact is of crucial importance in the study of
axiom systems. We can then think of a model of an
axiomatic theory as a system of objects and relations that
provides references for the primitive terms so that the
axioms come out true. We can think of axiomatization as
having proceeded with a particular model in mind, but
this need not have been the case; at any rate, interest
attaches to the study of other possible models. (Although
we may, in this discussion, allow means of deduction that

ENCYCLOPEDIA OF PHILOSOPHY

22 2nd edition



go beyond pure logic, it ought to be the case that if a
proposition is deducible from the axioms of the theory,
then it must be true in all models of the theory. It might
be reasonable to take this as a sufficient condition of
deducibility, but if so it seems that the notion of model
will have to have a relativity comparable to that of the
notion of deducibility.)

For example, suppose we consider absolute geome-
try—that is, Euclidean geometry without the parallel
postulate. Then any model either of Euclidean geometry
or of the standard non-Euclidean geometries will be a
model of absolute geometry. If the parallel postulate is
deducible from the other axioms of Euclidean geome-
try—that is, from the axioms of absolute geometry—
then it must be true in every model of absolute geometry.
The construction of models for non-Euclidean geome-
tries showed that this is not the case. We call an axiom of
a system independent if it is not deducible from the oth-
ers. Thus, if the theory obtained by dropping an axiom &
has a model in which o is false, then o is independent.

Another possibility, which has been much exploited
in modern mathematics, is to replace a system of primi-
tive terms and axioms by what amounts to an explicit def-
inition of a model of the axioms. Thus, suppose
Euclidean geometry is formulated with two primitive
predicates (following Alfred Tarski in “What Is Elemen-
tary Geometry?,” 1959):

“Blx,3,2)"

meaning “x, y, and z are collinear, and y lies between x and
zory=xory=z and

“B(xyzw)

meaning “x is the same distance from y as z is from w.”
(The variables here range over points, which in the infor-
mal theory must be thought of as a primitive notion.)
Then we can define a Euclidean space as a triple (S,B,D),
where S is a set of entities called “points,” B a ternary rela-
tion on S, and D a quaternary relation on S, such that the
axioms of Euclidean geometry hold. Then to any theorem
proved from these axioms corresponds a statement of the
form “Every Euclidean space is such that ... ” A number
of attempts to characterize mathematical structures
axiomatically have led in a similar way to explicit defini-
tions of abstract types of structure. This is regarded, for
more than historical reasons, as a fruit of the axiomatic
method. The search for an axiomatic basis for a mathe-
matical theory is also the search for a formulation of the
arguments in a fashion which will make them more gen-
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erally applicable, giving them a generality which can be
expressed in the definition of a general type of structure.

1.3. FORMALIZATION. Whereas one development of the
axiomatic method tends to the replacement of axioms by
definitions, another leads to the conception of a formal
system. One result of the axiomatization of a theory was
that the meaning of the primitive terms became irrele-
vant to the deductions. If we carry this abstraction from
meaning to its limit, we can cover the case of axiomatiza-
tions of logic and resolve once and for all the question of
what means of deduction are to be allowed. That is, we
put into the construction of an axiom system a complete
specification of all the means of inference to be allowed
(for example, logic and basic mathematics) in the form
both of further axioms and of rules of inference that
allow us to infer from statements of certain given forms a
statement of another given form. If this is done with
utmost rigor, so that use can be made of only as much of
the meaning of the terms as is specified in axioms and
explicit definitions, then the system is specified simply in
terms of the designs of the “linguistic” forms in which it
is expressed. “Linguistic” is put in quotation marks
because, invariably, much of the language has been
replaced by an artificial syntax. We are left with a specifi-
cation of certain strings of symbols as “axioms” and cer-
tain rules, each of which allows us to “infer” a new string
from certain prior ones. The strings which we can obtain
from axioms by successive application of the rules can be
called theorems.

A proper explanation of the concept of a formal sys-
tem requires somewhat more apparatus. The exactness of
this procedure requires that the strings of symbols used
be constructed out of preassigned material, which we can
assume to be a finite list of symbols. Among the strings of
these symbols we single out a subclass that we call for-
mulae (or well-formed formulae, wffs), which are those
strings to which, in an interpretation, we would give a
meaning. (The non-wffs correspond to ungrammatical
sentences.) Then a certain class of formulae is singled out
as the axioms. The class of theorems can be defined as the
closure of the axioms under certain operations; that is,
rules of the following form are specified:

(R).If A, - - -, A, are theorems and R,(A,, - - - A, ),
then % is a theorem, where R, is some relation on
strings of the symbols of the system.

So the definition of theorem is an inductive definition
with the clauses (R;) and

every axiom is a theorem.
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In this setting we can resolve another ambiguity of
our original rough conception of axiomatization. The
question arises concerning what conditions a class of
statements must satisfy to be appropriate as the axioms of
an axiomatic theory. Various epistemological desiderata,
such as self-evident truth for the intended model, are put
aside once we take the abstract point of view. Another
requirement that has been found natural in the past is
that both individual axioms and the class of axioms as a
whole should have a certain simplicity. What there is in
the way of general theory about the simplicity of individ-
ual axioms has not played much of a role in investigations
of the foundations of mathematics, although much effort
has been expended in replacing individual axioms with
simpler ones or in finding systems of axioms which have
particular advantages of “naturalness” for intended appli-
cations.

In order to characterize the important axiom systems
which have been used in the past we shall have to place
some limitation on the class of axioms. In the traditional
cases the class has been finite. However, the formalization
of such an axiomatic system can give rise to an infinite
system—for example, if we take as axioms all instances of
a certain schema.

The limitation which is used instead of a finite class
of axioms is based on the fact that the notions of formula,
axiom, and theorem are to be syntactically specified.
Then the requirement is that there be a mechanical, or
effective, procedure for deciding whether a given formula
is an axiom and whether a given inference (of a formula
from finitely many premises) is correct according to the
rules of inference. This requirement is natural in the light
of the idea that a proof of a statement in an axiomatic
theory should contain all the mathematically significant
information needed to show that the statement is indeed
assertible in the theory. That would not be the case, it is
argued, if something beyond mechanical checking were
needed to determine the correctness of the proof. (It
should be pointed out, however, that generalizations of
the concept of formal system in which this condition is
not satisfied are frequently used in mathematical logic.)

The notion of a formal system gives the highest
degree of generality, in that there is no element of the
symbolism whose interpretation is restricted. Indeed, it
permits much of what we might want to say about an
axiomatic theory to be formulated without reference to
interpretation, since the formulae, axioms, and rules of
inference are specified without reference to interpreta-
tion, and what is a theorem is then defined, again without
such reference. An entire division of the theory of formal

systems—what is usually called syntax—can thus be built
up with no more than a heuristic use of interpretation. In
particular, the intensional notions—concept, proposi-
tion, etc.—relied on so far in the informal exposition can
be eliminated.

The concept of a formal system also brings to the for-
mulation of the theory the highest degree of precision, at
the cost of a still further idealization in relation to the
concrete activities of mathematicians. Furthermore, the
concept not only gives a refined formulation to axiomati-
zations and allows a mathematical study of axiom sys-
tems of a more general scope than was possible without it
but also makes possible a precise formulation of differ-
ences about mathematical methods. Carrying the
axiomatic method to this limit makes possible a new
approach to a wide variety of questions about the foun-
dations of mathematics.

Inasmuch as axiomatization is a rendering of a the-
ory in a more precise formulation (if not a singling out of
some particular aspect of the theory), the axiomatized
theory cannot be identified in every respect with what has
gone before. It can replace, however, what has gone before
and actually has done so in many cases. The passage from
axiomatization to formalization is in an important
respect more radical than the various stages of informal
axiomatization, and we can therefore regard a formaliza-
tion of a theory as not so much a more precise formula-
tion of the theory as an idealized representation of it. The
process of replacing expressions of natural language by
artificial symbols, which goes on in all mathematical
development, is here carried to an extreme. For example,
we lay down by a definition what are “formulae” and
“proofs” in the system, whereas informally we rely for the
notion of sentences on our more or less unanalyzed lin-
guistic sense, and for proofs we rely on this sense, on
mathematical tradition, and on intuitive logic. In partic-
ular, formulae and formal proofs are of unbounded
length and complexity, without regard to the limits of
what we can perceive and understand.

With this goes the fact that the basic general notions
with which we operate in formulating and reflecting on
theories—sentence, proposition, deduction, axiom, infer-
ence, proof, definition—are replaced in the formalized
version by specifically defined, more or less simplified
and idealized substitutes. In particular, although we
“interpret” formalized theories, the relation between a
sign or a formal system and its reference in some model
is a “dead” correspondence, an aspect of a purely mathe-
matical relation between two systems of objects. This
enables one to avoid the intractable problems of how lin-
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guistic expressions come to have “meaning” and, with it,
reference and is therefore an extremely valuable piece of
abstraction. But it is an abstraction; moreover, it does not
mean that the informal linguistic and intellectual appara-
tus disappears altogether, since it will still be used in the
setting up and investigation of the formalized theory. In
fact, one of the results of formalization is a sharper sepa-
ration between what is within the theory and what
belongs to discourse about it—that is, to the metatheory.
If the metatheory is in turn axiomatized and then for-
malized, the same situation arises at the next-higher level.

The importance of this observation is difficult to
assess, but it is relevant to a number of problems we shall
discuss later—in particular, attempts to argue from
results of mathematical logic to philosophical conclu-
sions.

§2. EPISTEMOLOGICAL DISCUSSION

2.1. A PRIORI KNOWLEDGE. We shall now put the mat-
ter of axiomatization and formalization aside and con-
sider mathematics from the point of view of general
epistemology. The guiding thread of our discussion will
be the fact that a powerful tradition in philosophy has
regarded mathematics, or at least a part of it, as a central
case of a priori knowledge. This means that reflection on
mathematics has been at the center of philosophical dis-
cussion of the concept of a priori knowledge.

The characteristics of mathematics which have led to
the conclusion that mathematics is a priori are its abstract
character and accompanying enormous generality and its
great exactitude and certainty, which, indeed, have tradi-
tionally been considered absolute. Thus, even before set-
ting forth a developed logical analysis of the concept of
number, we find that the effort to interpret “2 + 2 = 4” as
a hypothesis that can be checked by observation runs into
obvious obstacles. It is perhaps not so vital that the state-
ment refers to abstract entities, numbers, which are not
the sort of thing we observe. The concept of number cer-
tainly does apply to empirically given objects, in the sense
that they can be counted and that the numbers thus
attributed to them will obey such laws as “2 + 2 = 4
Therefore, the proposition could so far be taken as a law
concerning such entities. Even then its range of applica-
tion is so enormous, extending over the entire physical
universe, that it seems evident that if it were taken as a
hypothesis, it would be stated and used in a more quali-
fied way, at least by critically minded scientists. In other
words, the certainty that we attribute to elementary arith-
metical propositions would be quite unwarranted if they
were laws based on observation. Even in the case of math-
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ematical principles to which we do not attribute this
degree of certainty, such as the axiom of choice and the
continuum hypothesis, the possible “contrary evidence”
would arise from the deductive development of the the-
ory involved (in the examples, set theory), not from
observation.

Moreover, it seems that we ought to be able to con-
ceive of a possible observation which would be a counter-
instance. Although it is perhaps not evident that this is
impossible, the ideas that come to mind lead either to
descriptions of doubtful intelligibility or to the descrip-
tion of situations where it seems obviously more reason-
able to assume some other anomaly (such as miscounting
or the perhaps mysterious appearance or disappearance
of an object) than to admit an exception to “2 + 2 =4

Another difficulty is that the concept of number
must apply beyond the range of the concrete entities
which are accessible to observation; such abstract entities
as mathematical objects must be subject to counting, and
this seems also to be the case for transcendent entities.

The foregoing considerations could be developed
into decisive arguments only with the help of both a more
developed formal analysis of number and a more detailed
discussion of the relation between arithmetical laws and
actual counting and perhaps also of the role of mathe-
matics in empirical science. In any case, they do not tell
against another form of the denial that arithmetic is a pri-
ori, the view that arithmetical laws are theoretical princi-
ples of a very fundamental sort, which we are therefore
far more “reluctant to give up” in a particular situation
than more everyday beliefs or impressions or even than
fundamental theoretical principles in science. Such a view
would nonetheless take it to be conceivable that in
response to some difficulty in, say, particle physics a new
theory might be formulated which modified some part of
elementary arithmetic.

2.2. MATHEMATICS AND LOGIC. The above considera-
tions show why it is necessary to add technical analysis to
the epistemological discussion. We shall take as our guid-
ing thread the attempt to show that mathematics—in
particular, arithmetic—is a part of logic. This attempt has
led to some of the most important results in the logical
analysis of mathematical notions. The view that mathe-
matics can be reduced to logic is one of the principal gen-
eral views on the foundations of mathematics which we
mentioned earlier; it goes generally by the name of logi-
cism, and its classic expression is in the writings of Frege
and Russell.
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Even if successful, the reduction of mathematics to
logic could not by itself give an account of how there can
be a priori knowledge in mathematics, for it would only
reduce the problem of giving such an account to the cor-
responding problem with regard to logic. Nonetheless,
the a priori character of mathematics has traditionally
been found perhaps slightly less certain than that of logic.
The obvious fact that one of the primary tasks of mathe-
matics is the deductive development of theories has been
found to be one of the most powerful supports of the
claim that mathematics is a priori. We can expect that a
successful reduction of mathematics to logic will simplify
the problem of a priori knowledge, and not only by
replacing two problems by one. Logic is more unavoid-
able: We cannot get anywhere in thinking without using
logical words and inferring according to logical rules.
This would suggest that logic is in fact more basic than
mathematics and more certainly a priori. (It would also
suggest that philosophical treatments of logic are more
liable to circularity.) Moreover, in the course of history
philosophers have invoked sources of evidence for math-
ematics which are at least apparently special, such as
Kant’s pure intuition. Thus, a reduction of mathematics
to logic might make superfluous certain difficult episte-
mological theories.

The claims of logicism are based in large part
on mathematical work in axiomatics. A number of
nineteenth-century investigations showed that the basic
notions of analysis—for example, rational, real, and com-
plex number—could be defined, and the basic theorems
proved, in terms of the theory of natural numbers and
such more general notions as class and function. At the
same time, axiomatic work was done in the arithmetic of
natural numbers, culminating in the axiomatization of
Richard Dedekind (1888) and Peano (1889). The move-
ment toward formalization began somewhat later, with
the work of Frege and of the school of Peano.

Thus, the effort to reduce mathematics to logic arose
in the context of an increasing systematization and rigor
of all pure mathematics, from which emerged the goal of
setting up a comprehensive formal system which would
represent all of known mathematics with the exception of
geometry, insofar as it is a theory of physical space. (But
of the writers of that generation only Frege had a strict
conception of a formal system.) The goal of logicism
would then be a comprehensive formal system with a nat-
ural interpretation such that the primitives would be log-
ical concepts and the axioms logical truths.

We shall be guided by Frege’s presentation, although
he did not go very far in developing mathematics within

his system and of course the system turned out to be
inconsistent. Nonetheless, it is already clear from Frege’s
work how to define the primitives and prove the axioms
of a standard axiomatization of arithmetic. We shall
begin with some discussions of the notions of number
and class, which are crucial for the reduction and for the
foundations of mathematics generally.

2.3. COUNTING AND NUMBER. In order to be clearer
about the concept of number, we might start with the
operation of counting. In a simple case of carefully
counting a collection of objects, we perhaps look at and
point to each one successively, and with each of these
directions of the attention we think of or pronounce one
of a standard series of symbols (numerals) in its place in
a standard ordering of these symbols. We are careful to
reach each of these objects once and only once in the
process. We thus set up a one-to-one correspondence
between the objects and a certain segment of the series of
numerals. We say that the number of objects in the col-
lection is , where the blank is filled by the last
numeral of the series.

Before pursuing this matter further, let us examine
the series of numerals itself. We have certain initial sym-
bols and rules for constructing further symbols whose
application can be iterated indefinitely. We could simplify
the situation in actual language and suppose that there is
one initial symbol, say “|,” and a generating operation,

«| »
>

concatenation of another “|,” so that the numerals will be
LAL S 1 + = It is not clear, however, that it is merely a
matter of “practical convenience” that ordinary numerals
are, in the long run, considerably more condensed: If a
string of several million “|’s” were offered as a result of
counting, one would have to count them to learn what
the number was.

However, it is worth asking whether the pure notion
of natural number requires more than the possibility of
generating such a string of symbols. By “symbols” do we
mean here blobs of ink? Only with certain reservations.
The particular blobs which we have produced are not at
all essential; if we write others—]|, ||, |||, ||| - - - —they will
do just as well. In fact, we could have chosen symbols of
quite different forms and still have produced something
equivalent for our purposes, such as +, ++, +++, - - -, or
something not consisting of marks on paper at all, such as
sounds, which are, of course, actually used. As long as it is
capable of representing to us the process of successive
generation by which these sequences of symbols are pro-
duced, anything will do—any collection of perceptible

ENCYCLOPEDIA OF PHILOSOPHY

26 2nd edition



objects that can be placed in one-to-one order-preserving
correspondence with our first sequence of symbols.

Thus, the blobs of ink serve as the representatives of
a quite abstract structure. This abstraction allows us
(even on a subordinate level) to disregard some limita-
tions of the blobs besides their particularity and accom-
panying boundedness to a particular place and time.
They are constructed according to a procedure for gener-
ating successive ones, and what matters is the structure
embodied in the procedure, not any particular limitations
that might be encountered in carrying it out. On a suffi-
ciently abstract level we say that we can continue to gen-
erate symbols indefinitely, although life is too short,
paper and ink run out, the earth perhaps disintegrates,
etc.

Here we have already taken the step of introducing
abstract entities. In a weak form this could be represented
as taking certain abstract equivalence relations between
entities (e.g., marks on paper) as criteria of identity for
new kinds of entities (e.g., symbols as types or, further,
numbers). But we have already reached a point where
more is involved, since the abstract entities which are rep-
resented by all the marks of a given equivalence class
belong to a series which can be continued far beyond any
practical possibility of constructing representatives. We
can create a “pseudo-concrete” model by appealing to
space, time, and theoretical physics, but then we are
already depending on abstract mathematical objects.
Given that we do think of numerals as referring to num-
bers, it is natural to introduce the apparatus not only of
identity but also of quantification. Certain uses of such
quantification, however, will involve still stronger presup-
positions than we have uncovered up to now, and we shall
discuss these when we consider platonism and construc-
tivism.

2.4. AXIOMS OF ARITHMETIC. We have so far taken for
granted that the natural numbers are obtained by starting
with some initial element 0 and iterating an operation of
“successor” or “adding 1.” This is the basis for an espe-
cially simple axiomatization of the theory of natural
numbers, that of Dedekind and Peano, in which the
primitives are “0,” “number” (“NNx”), and “successor”
(which we shall give as a relation: “Sxy” means “y is suc-
cessor of x”). Then the axioms are

(1) NNO.
2) NNx D () (Nny & Sxy).
(3) —S0x.
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(4) Sxz & Syz. D x=y.

(5) (F)[FO & (x)(y)(Fx & Sxy . D Fy) . D (x)(NNx D
Fx)].

In (5), “(F)” may be read “for all properties F,” but for the
present we shall not discuss just what this means. We do
not need to suppose that precisely what properties there
are is determined in advance, but we have to acknowledge
that if it is not determined what properties there are, then
it may not be determined precisely what natural numbers
there are.

We could think of the natural numbers as given by a
kind of inductive definition:

(a) NNO.
(b) If NNx, then NN(Sx).

(¢) Nothing is a natural number except by virtue of

(a) and (b).

However, in this case we have to suppose that the succes-
sor relation is given in such a way that axioms (2), (3),
and (4) are evident. We might think of “0” as represented
by “|” and the successor function as represented by the
addition of another “|” to a string. Then there is appar-
ently an appeal to spatial intuition in regarding these
axioms as evident. In that event the induction principle
(5) will be in some way a consequence of (¢). It could be
regarded simply as an interpretation of (c), or one might
argue, as Ludwig Wittgenstein apparently did at one time
(see Friedrich Waismann, Introduction to Mathematical
Thinking, Ch. 8), that the meaning of all natural numbers
is not given to us by such specifications and our inde-
pendent concept of “all” and that the induction principle
functions as a criterion for a proposition’s being true of
all natural numbers.

2.5. THE CONCEPT OF CLASS (SET). Before we discuss
further the notion of number it is necessary to give some
explanation of the notion of class or set. We shall consider
two explanations, one suggested by Cantor and one sug-
gested by Frege.

2.5.1. Frege’s explanation. Instead of the term class or
set, Frege used the phrase “extension of a concept.” Frege’s
usage is based on the tendency to regard the predicates of
a language as standing in quantifiable places—

John is a Harvard man.
Henry is a Harvard man.

. John and Henry have something in common—
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and the tendency to derive from general terms abstract
singular terms, which are usually explained as referring to
properties or attributes.

These two tendencies can be separated. Frege
regarded predicates in context as in fact referring, but to
concepts, not to objects. Concepts, like the predicates
themselves, have argument places; Frege called both pred-
icates and concepts “unsaturated” because only with the
argument place filled by an object (in the case of a predi-
cate, a proper name) could they “stand by themselves.” A
notation which expresses his conception is that of the
second-order predicate calculus, in which the above con-
clusion might be symbolized (misleadingly) as
(3F)[F(John) & F(Henry)]. An expression which is syn-
tactically appropriate for denoting an object cannot
denote a concept, and vice versa.

The extension of a concept, then, is simply an object
associated with the concept in such a way that if two con-
cepts apply to the same objects, they have the same exten-
sion—that is,

(6) XFx = Gx. = (x)(Fx = Gx),

where £Fx is the extension of the concept F. This is essen-
tially Frege’s famous axiom V (Grundgesetze der Arith-
metik, Vol. I, p. 36; Frege’s notion of concept can interpret
the quantifiers in our axiom 5).

2.5.2. Cantor’s explanation. Cantor characterized a
set as “jedes Viele, welches sich als Eines denken ldsst, d.h.
jeden Inbegriff bestimmter Elemente, welcher durch ein
Gesetz zu einem Ganzen verbunden werden kann”
(“every many, which can be thought of as one, that is,
every totality of definite elements which can be combined
into a whole by a law”; Gesammelte Abhandlungen, p.
204). “Unter einer ‘Menge’ verstehen wir jede Zusam-
menfassung M von bestimmten wohlunterschiedenen
Objekten m unserer Anschauung oder unseres Denkens
(welche die ‘Elemente’ von M genannt werden) zu einem
Ganzen” (“By a ‘set’ we understand any collection M of
definite well-distinguished objects of our intuition or
thought, which are called the ‘elements’ of M, into a
whole”; p. 282).

It is virtually impossible to explain Cantor’s idea of
set without using words of the same general type, only
vaguer (“collection,” “multitude,” Inbegriff). We can per-
haps approach it by mentioning a few ways in which mul-
titudes are thought of as unities: by being thought of by
means of a predicate—that is, by being brought under a
concept in Frege’s sense—so that Frege’s extensions could
perhaps be regarded as sets, or by being in some way

brought to the attention at once, even without the inter-

vention of language; in particular, a finite number of
objects of perception can constitute a set. That the objects
must be “determinate and well-distinguished” means that
it must be determinate what the elements are, that iden-
tity and difference be well-defined for the elements, and
that a set must be determined by its elements.

One is inclined in this connection to think of a set as
“composed” of its elements, but this is not essential and
might lead to confusion of a set with a spatiotemporal
sum, but a portion of space or time (for example, a geo-
metric figure) can be partitioned in a number of ways, so
the sets of the parts will be different but the sum will
always be the same.

The picture of finite sets can be extended in such a
way that one might imagine an “arbitrary” infinite set
independent of any predicate. Suppose it is to be a set S of
natural numbers. We go through the natural numbers
one by one deciding for each n whether # is a member of
S (n € S) or not. Although the determination takes infi-
nitely long, it is determined for each #n whether n € S. (Or
we might imagine its being done all at once by God.)

2.5.3. Difficulties in these conceptions. Both Cantor’s
and Frege’s conceptions of sets have difficulties which did
not come clearly to the consciousness of logicians and
set-theorists until the discovery of the set-theoretical
paradoxes, discussed below. We shall merely mention
here a source of difficulty. In both theories a set or exten-
sion is supposed to be an object, capable of being itself a
member of sets. Cannot this give rise to circularities—
that is, that a set is formed from or constituted by certain
objects, among them itself?. (Or, in Frege’s terms, among
the objects in the range of the quantifiers on the right side
of formula 6 are £Fx and £Gx themselves, so that the
identity condition for these objects, which from Frege’s
point of view was part of their essence, seems to depend
on particular facts about them.)

We shall not say anything at the moment about the
particular form the difficulties take or about how to
resolve them. We shall continue to use second-order
quantification somewhat vaguely; one can interpret the
variables as ranging over Frege’s concepts, in most cases
over classes or even over intensional entities, as might
have been suggested by our original word “property.”

2.6. FREGE'S ANALYSIS OF NUMBER. We can now pro-
ceed to the main steps of Frege’s argument for the thesis
that arithmetic is a part of logic. Frege observed that a
necessary and sufficient condition for, say, the number of
F’s (which we shall write as “N_Fx”) to be the same as the
number of G’s is that there should be a one-to-one corre-
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spondence of the F’s and the G’s. (In that case we say they
are numerically equivalent.) This criterion, which is quite
general—that is, not restricted to the case where there are
only finitely many F’s or G’s—had already been exploited
by Cantor to generalize the notion of cardinal number to
infinite classes. It can be justified by our discussion of
counting and number, above.

On the basis of a one-to-one correspondence
between the F’s and {1, - - -, n} we are prepared to say that
the number of F’s is n. But no such correspondence can
then exist with {1,- - -,m} for any m # n, and if by the same
criterion there are n G’s, then by composition we can set
up a one-to-one correspondence between the F’s and the
G’s. If there are m G’s for m # n, we cannot. So we say that
there are n F’s if and only if a one-to-one correspondence
exists between the F’'s and {1, - - -, n}, and in that case there
are n G’s if and only if there is a one-to-one correspon-
dence between the F’s and the G’s. Writing “there are n
F’s” as “(dx) ,Fx,” we have that if (In)[(Ix),Fx],

(7)NFx = N,Gx. = the F’s and the G’s are numerically
equivalent.

Since we have no independent criterion for the case
where there are infinitely many F’s, we take (7) to be true
by definition in that case. We then have Frege’s criterion.

Frege then defined a relation H as a one-to-one cor-
respondence of the F’s and the G’s if and only if for every
F there is exactly one G to which it bears the relation H
and vice versa—in symbols,

(8)(x)[Fx D (3y)(Gy & Hxy)] & (y)[Gy D (Ilx)(Fx &
Hxy)],

where “(3!x)(- - - x - - -)” can be defined in first-order logic:

9)“@X)(---x-- ) for “F)[- - x- - &)y
Dy=x)]"

Thus, numerical equivalence can be defined by a formula
“(AH)Y(H,EG),” where “¥(H,FEG)” is an abbreviation for
a first-order formula, namely, the expansion of (8) in
terms of (9).

The relation of numerical equivalence is an equiva-
lence relation; Frege’s idea was, in effect, to define cardi-
nal numbers as the equivalence classes of this relation.
This definition, however, requires a powerful use of the
notion of extension which is allowed by his axiom (6). In
other words, N, Fx is to be the extension of the concept
concept numerically equivalent to the concept F—that is,
we define

(10) “N Fx” for “G(3H)¥(H,G,F)".
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(In fact, in the Grundgesetze, Frege avoided applying
the extension operator to a second-order variable by
appeal to formula 6: G can be replaced by its extension.
We define “G.7 (G)” as $(3G)[y = XGx . 7 (G)])

Formula (10) gives a definition of Cantor’s general
concept of cardinal number, so we can prove (7); no fur-
ther use of axiom V is needed for the definition of the
natural numbers and the proof of the axioms (1)—(5). We
now define Peano’s primitives—0,” “Sxy” (“y is the suc-
cessor of x”), and “NNx” (“x is a natural number”):

(11) “0” for “N,(x #x),”

for then (7) yields N .Fx = 0 = —(3x)Fx.

Intuitively, n + 1 = NJ(x =0V - - - v x = n); this result
will be reached if we define “Sxy” as follows:

(12)“Sxy” for “(IF){y = N ,Fw & (3z)[Fz & N,(Fw & w #
z) = x|}

Intuitively, the number of F’s is one more than the num-
ber of G’s if there is an F such that the number of the rest
of the F’s is precisely N,Gx. Definition (12) implies that in
this case S(N,Gx, N, Fx).

The remaining primitive is defined by an ingenious
device (already present in Frege’s Begriffsschrift), which
yields mathematical induction: we want to define “NNx”
so that something true of 0 and of the successor of any-
thing of which it is true is true of every natural number—
that is,

(13) FO & (x)()(Fx & Sxy. D Fy) . D (x)NNx D Fx).

But this will be immediate if we define “x is a natural
number” as “x falls under every concept F which 0 falls
under and which is such that any successor of whatever
falls under it also falls under it”—that is,

(14) “NNx” for “(F){F0 & (x)(y)(Fx & Sxy. D Fy) . D
Fx}”.

To prove the other axioms: (1) is immediate from (14);
that S is one-to-one and that 0 is not the successor of any-
thing follow from (12) together with (7).

2.7. DIFFICULTIES IN LOGICISM. The first difficulty
with Frege’s construction is certainly the use Frege made
of the notion of extension. We have alluded to difficulties
with the ideas of set theory; they affected Frege’s system
through Russell’s deduction in 1901 of a contradiction
from (6). (For Russell’s initial exchange of letters with
Frege, see van Heijenoort, 1967). We shall discuss Rus-

ENCYCLOPEDIA OF PHILOSOPHY

2nd edition

29



MATHEMATICS, FOUNDATIONS OF

sell’s paradox and other paradoxes and the difficulties of
the concept of class below.

Nonetheless, it turns out that a reasonably secure sys-
tem of set theory can be developed in any one of a num-
ber of ways that are more than sufficient for the
definition of Peano’s primitives and proof of his axioms.
In fact, no part of the axiomatic apparatus of a system of
set theory which gives rise to any doubts as to consistency
is really necessary for this reduction; we can say that if the
development in set theory of a branch of mathematics
necessarily involves the stronger and more problematic
parts of set theory, this is due to the nature of the branch
of mathematics itself, not the reduction to set theory.

This success is not without loss for the development
of arithmetic: it seems that in the more natural set-theo-
retical systems (the theory of types, Zermelo’s set theory)
no definition of “N,Fx” can be given with the same
appearance of naturalness as in (10). The consequences
of Russell’s theory of types are more serious: The num-
bers must be duplicated at each type. What one usually
ends up doing is identifying the numbers in a somewhat
arbitrary way with a sequence of sets of the required
order type.

Given that all this has been done, in what sense is the
enterprise a reduction of arithmetic to set theory, and in
what sense is it a reduction to logic? To take up the last
question first, obviously the construction does not reduce
arithmetic to logic unless the principles of the set theory
involved can count as logical principles. The notion of
class is not very far removed from concepts which played
arole in traditional logic; from that point of view it is not
at all evident why the first-order predicate calculus, which
is already a considerable extension of the traditional for-
mal apparatus, should count as logic and the theory of
classes should not.

One difference is that whereas a valid formula of
first-order logic will yield a truth if the quantifiers are
interpreted to range over any domain of objects whatso-
ever, and without regard to its cardinal number in partic-
ular, set theory involves existence assumptions, so the
domain over which the quantifiers range must be large
enough to contain representatives for the sets whose exis-
tence is implied by the formula in question. In Frege’s
procedure these assumptions were embodied in the
admission as a term of an abstract “ XFx” for any predi-
cate “F,” and simple nonparadoxical instances of (6)
already require that Frege’s universe contain infinitely
many objects.

Frege, of course, regarded (6) as a logical principle, a
view which was fairly well refuted by its inconsistency. It
would be much more reasonable to regard set theory as
logic if its existence assumptions all followed from a sin-
gle general principle, such as (6). But the analysis of the
foundations of set theory stimulated by the paradoxes
points to the opposite conclusion: Any very definite sys-
tem of existential postulates will prove incomplete in the
sense that it is always possible to construct further exis-
tential postulates that are stronger (in the sense of first-
order, or even second-order, logic). Moreover, these
postulates assume a character not unlike principles of
construction, so it is at least as natural to consider them
hypothetical and analogical extensions of “constructions
in pure intuition” as it is to consider them principles of
logic. At any rate, if logic consists of the necessary princi-
ples of all coherent reasoning, then it seems evident that
the stronger principles of set theory do not have this
character; it is far from certain even that the weaker ones
have it (perhaps even that all of first-order logic does).
This being so, a reduction of arithmetic to set theory does
little to increase the security and clarity of the founda-
tions of arithmetic.

2.8. KANT'S VIEW. One of the purposes that Frege, Rus-
sell, and many later proponents had in mind in seeking to
reduce arithmetic to logic was to show that no appeal to
sensible intuition was necessary in arithmetic, as had
been claimed by such empiricists as John Stuart Mill and
by Kant in his theory of a priori intuition. Let us consider
whether this purpose has been accomplished. Since
Kant’s view constitutes an independent effort to explain
the a priori character of arithmetic, and since it is part of
an extremely influential general philosophy, it deserves
special mention.

Kant began by insisting that mathematical judg-
ments (at least the most characteristic ones) were syn-
thetic, rather than analytic. We shall not enter into the
question of just what he meant by that. Provided that one
remembers that the scope of logic was much narrower for
Kant than it is for us, it is plausible to suppose that his
claim that mathematical judgments are synthetic implies
that the propositions of a mathematical theory cannot be
deduced from logical laws and definitions. The case of
Kant’s principal example, the geometry of space, seems
clear, given, for instance, the fact that there are consistent
geometrical theories which differ with respect to certain
fundamental principles, such as the parallel postulate.
(Even here, however, one might claim that the difference
in principles corresponds to a difference in the meanings
of the primitive terms. In application to real space this
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comes down to the question of “conventionalism” in
geometry. W. V. Quine is probably right in holding that
one cannot, in general, decide the question whether such
a difference is merely a difference of meaning.)

The case of arithmetic presents a certain similarity if
we deny that set theory is logic. The proofs in the set-
theoretic development even of such elementary arith-
metical laws as “2 + 2 = 4” depend on existential axioms
of these theories. However, this does not mean that we
can come as close to clearly conceiving the falsity of these
principles as we can for the principles of geometry.
Although we can easily enough set up a domain in which
the existence postulates will fail, it is not clear that this
counts as conceiving that the numbers 0, 1, 2, - - - should
not exist.

Kant went on to maintain that the evidence of both
the principles of geometry and those of arithmetic rested
on the “form of our sensible intuition.” In particular, he
said that mathematical demonstrations proceeded by
“construction of concepts in pure intuition,” and thus
they appealed to the form of sensible intuition. Mathe-
matical proof, according to Kant, required the presenta-
tion of instances of certain concepts. These instances
would not function exactly as particulars, for one would
not be entitled to assert anything concerning them which
did not follow from the general concept. Nonetheless,
conclusions could be drawn which were synthetic,
because the construction of the instance would involve
not merely the pure concept as of an abstract structure
but also its “schematism” in terms of the general structure
of our manner of representing objects to ourselves.

Thus, geometric figures would obey the axioms of
geometry even though these axioms were not provable by
analysis of the concepts. At the same time, the construc-
tions would serve to verify any existence assumptions
involved. (Indeed, instead of existential axioms Kant
spoke of postulates asserting the possibility of certain
constructions.)

In the case of arithmetic Kant argued that in order to
verify “7 + 5 = 12” one must again consider an instance,
this time in the form of a set of five objects, and add each
one in succession to a given set of seven. It seems that
although the five objects may be quite arbitrary, even
abstract, they will, if not themselves present to percep-
tion, be represented by symbols which are present and
which exhibit the same structure. In fact, we find this
structure even in the symbolic operations involved in the
formal proofs of “7 + 5 = 12” either within a set theory or
directly from axioms for elementary number theory—or
even in the proof of the formula of first-order logic
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(15)(Fx),Fx & (Ax)sGx & (x)—(Fx. Gx) . D (Ix) ,(Fx v
Gx),

which is the key to the proof of “7 + 5 = 12” in Frege’s
construction. We think of “(3x),(Fx)” expanded as fol-
lows:

“(Ix),Fx” for “—(Ix)Fx.

“(3x) .1 Fx” for “(Ix) [Fx & (Ty),(Fy & y # x)]”.

The arguments for the claim that intuition plays an
essential role in mathematics are inevitably subjectivist to
a degree, in that they pass from a direct semantical con-
sideration of the statements and of what is required for
their truth to a more pragmatic consideration of the
operations involved in understanding and verifying them
(and perhaps even “using” them, in a broad sense) and to
a metalinguistic reflection on formulae and proofs as
configurations of symbols. Gottfried Wilhelm Leibniz
had already emphasized the essential role of calculation
with symbols in mathematics, and to Kant this role
became an argument for the dependence of mathematics
on sensible intuition.

We can see why the arguments must have this sub-
jectivist character if we notice the complete abstractness
of both set theory and arithmetic, which talk of objects in
general in terms of logical operations (propositional
combination, quantification) which are equally general.
Even the specifically mathematical objects (sets and num-
bers) are subjected by the theory only to certain struc-
tural, relational conditions, so that they are not, as it were,
individually identified by the theory. The content thus
does not suggest any direct sensory verification; indeed, it
seems that any proposition which is susceptible of such
verification must contain some particular reference to
space or time or to objects or properties which by nature
occur only in space and time. Although it is Frege’s con-
struction and the development of set-theoretic mathe-
matics which make this fact clear, Kant apparently was
aware of it in the case of arithmetic, which he related
closely to the pure categories and therefore to logic.

Nevertheless, it does not seem, at least in the light of
philosophical and mathematical experience, that we can
directly verify these propositions, or even understand
them, independently of the senses. Determining the pre-
cise nature of the dependence of the operations of the
mind in general on the senses is one of the central diffi-
culties of all philosophies. But it is hard to maintain that
we understand mathematical structures, or even the gen-
eral notion of object which underlies them, without at
least starting with a sensible representation, so that con-
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crete explanations make use both of embodiments of the
structures by perceptible objects and of reflection on
symbolism. For instance, explanations of the notion of
class can either make use of an appeal to language, as
Frege’s explanation does, or begin with the notion of a
group of perceptible objects. (Indeed, it seems that even
in the second case an appeal to language is sooner or later
indispensable.)

Perhaps more decisive than these rather vague con-
siderations is the fact that we cannot carry on any even
fairly elaborate reasoning in mathematics without, as it
were, placing ourselves at the mercy of a symbolic repre-
sentation. Prior to the construction of a proof or calcula-
tion we do not know the answer to any substantial
mathematical question. That the proof can be con-
structed, that the calculation turns out as it does, is, as it
were, brute fact without which one cannot see any reason
for the mathematical state of affairs being what it is. In
Uber die Deutlichkeit der Grundsiitze der natiirlichen The-
ologie und der Moral, Kant gave this as his principal rea-
son for asserting that mathematics proceeds by
representing concepts in intuition, and in the Critique of
Pure Reason the idea is again suggested in the discussion
of “7 + 5 = 12”7 and the remarks about “symbolic con-
struction” in algebra.

One might argue that the existence of a natural num-
ber n is verified by actually constructing a sequence of
numerals up to that point. Such a construction provides
a representation for the numbers up to . It is noteworthy
that either it or a mental equivalent is necessary for a full
and explicit understanding of the concept of the number
n. This gives some plausibility to the view that the possi-
bility of such a representation rests on the “form of our
sensible intuition,” since everything belonging to the
content of the particular realization is nonessential. It
is perhaps permissible to speak, as Kant did, of “pure
intuition,” because we are able to take the symbols as rep-
resenting or embodying an abstract order. This concep-
tion could be extended to the intuitive verification of
elementary propositions of the arithmetic of small num-
bers. If these propositions really are evident in their full
generality, and hence are necessary, then this conception
gives some insight into the nature of this evidence.

However, the above description already ceases to
apply when we pass to the construction, by a general rule,
of the sequence of natural numbers and therefore when
we consider large numbers, which we must describe in
terms of general rules. Besides the “factor of abstraction”
signalized in our being able to use sensory representa-
tions in thinking about the abstract structures they

embody, there is also a factor of higher generality and the
accompanying possibility of iteration, so that the
sequence of natural numbers extends far beyond those
represented by numerals it is possible actually to con-
struct. Here the sense of the notion of “form of intuition”
is less clear. Kant’s idea, however, must surely be that the
larger numbers are conceived only as an extension of the
structures of our actual experience. The fact that the
forms in question are, according to Kant, those of space
and time means that the abstract extension of the math-
ematical forms embodied in our experience parallels an
extension of the objective world beyond what we actually
perceive.

Kant connected arithmetic with time as the form of
our inner intuition, although he did not intend by this to
deny that there is no direct reference to time in arith-
metic. The claim apparently was that to a fully explicit
awareness of number goes the successive apprehension of
the stages in its construction, so that the structure
involved is also represented by a sequence of moments of
time. Time thus provides a realization for any number
that can be realized in experience at all. Although this
view is plausible enough, it does not seem strictly neces-
sary to preserve the connection with time in the necessary
extrapolation beyond actual experience. However, think-
ing of mathematical construction as a process in time is a
useful picture for interpreting problems of constructivity
(discussed below).

Kant’s view enables us to obtain a more accurate pic-
ture of the role of intuition in mathematics, but, at least
as developed above, it is not really satisfying, because it
takes more or less as a fact our ability to place our per-
ceptions in a mathematically defined structure and to see
truths about this structure by using perceptible objects to
symbolize it. The great attraction of Kantianism comes
from the fact that other views seem unable to do any bet-
ter: Frege, for example, carried the epistemological analy-
sis less far than Kant in spite of his enormously more
refined logical technique.

2.9. CONVENTIONALISM. Attempts to avoid dogma-
tism completely while still affirming the existence of a
priori knowledge in mathematics have been made on the
basis of conventionalism, the characteristic logical posi-
tivist view of a priori knowledge. This view in effect
rejects the question of evidence in mathematics: Mathe-
matical statements do not need evidence because they are
true by fiat, by virtue of the conventions according to
which we specify the meanings of the words occurring in
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mathematics. Mathematics is therefore “without factual
content” or even “empty.”

Before we proceed to discuss this view we should dis-
tinguish it from two others which are associated with log-
ical positivism, the view that mathematical statements are
true by virtue of the meanings of the words in them and
the view that they are analytic. The doctrine that mathe-
matical statements are true by virtue of the meaning of
the words they contain is somewhat vague and is likely to
reduce to the doctrine that they are analytic, to conven-
tionalism, or to something compatible with Kantianism
or even with some form of direct realism. If there are
objective relations of meaning which hold not merely by
fiat, then there is as much need in this view for an account
of the evidence of our knowledge of them as there is for
the evidence of mathematics itself.

The view that mathematics is analytic has generally
been associated on one side with logicism and on the
other with conventionalism. The definitions of “analytic”
that have been given have been such that logical truths
were automatically analytic. If the thesis that mathemat-
ics is analytic was to say more than the thesis of logicism,
the definitions had to be taken as explicating a concept
which had a more direct epistemological significance,
usually truth by virtue of meanings or truth by conven-
tion. (Once this has been done, the connection with logi-
cism seems less important, in spite of the importance that
the logical positivists attributed to it. Thus, one may
explain the claim that the axioms of set theory are ana-
lytic by saying that they are “meaning postulates” in Car-
nap’s sense, but one could argue equally well that the
axioms of number theory are meaning postulates. Logi-
cism was important to the logical positivists for other rea-
sons: the reduction served as a methodological paradigm;
it served the “unity of science.”)

That the propositions of mathematics should be true
by convention in a strong sense, that one should actually
have set up conventions which determine that they
should be true, seems possible only for “rational recon-
structions” of mathematics by explicit construction of an
axiom system and identification of the system with math-
ematics. If such a procedure could be carried out, there
would still be room for discussion of the sense in which it
showed that the mathematics practiced by those who are
not interested in foundations is true by convention.

The usual conventionalist position appeals to rules
specifying that certain propositions are to be true by con-
vention or, more often, to rules of another sort (such as
semantical rules of an interpreted formal system), from
which it can be deduced that certain statements are true,
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the nature of the premises being such that they can be
called conventions governing the use of expressions. (For
example, the truth of any statement that is a substitution
instance of a theorem of the classical propositional calcu-
lus can be deduced from the information contained in the
truth tables for the propositional connectives. Then if the
truth tables are regarded as semantical rules specifying
the meanings of the connectives, then the theorems of
classical propositional logic thus become true by virtue of
these rules.)

In the simplest case—that of simply laying down, by
rules or in individual instances, that certain sentences are
to be taken as expressing true statements—something
more seems to be required to justify this procedure as
attributing “truth” to “statements.” No serious philoso-
pher, however, has been content to leave the matter at
that.

Nonetheless, the procedure of specifying by rules
runs into a difficulty essentially independent of the form
of the rules and the manner in which they are interpreted.
This difficulty, which was pointed out forcefully by Quine
early in his career (in “Truth by Convention”) and is per-
haps implicit in remarks by Frege, is that the passage from
the general statements which are the actual explicit con-
ventions to the truth by convention of specific statements
involves inference. So something essentially logical is not,
on the face of it, reduced to convention by the analysis.
The inferences will assume properties of generality (for
example, the properties of the universal quantifiers) and
of the conditional, since the rules will in all probability be
of the form of conditionals—for instance, they may say
that if a statement satisfies certain conditions, then it is
true by convention. In the example that we gave, one
needs in addition the laws of contradiction and of
excluded middle: Application of the truth tables already
supposes that each statement has one, and only one, of
the two truth-values.

Quine showed that the attempt to regard the rules by
which this inference proceeds as themselves valid by con-
vention leads to an infinite regress. For example, suppose

a rule is modus ponens: from “p” and “p D g infer “q”.
This could be stated as the convention:

(16) If A and C are true and C is the result of sub-
stituting A for “p” and B for “q” in “p D ¢, then B is to
be true.

Now, suppose that for some A' and B' we have proved
that A' and C' are true by convention, where

(17) C'is the result of substituting A' for “p” and B'

« _»

for “qg”in “p D "
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Then we have also
(18) A'is true;
(19) A' D B'is true.

Therefore, by (16) and modus ponens, B' is true. However,
in order to represent this inference as proceeding accord-
ing to the convention, it is necessary to make another
application of modus ponens, and so on.

The above argument would not prevent this form of
conventionalism from being applied to further parts of
mathematics, particularly to existential axioms. In view of
the equivalences between derivability statements in logic
and elementary propositions in number theory, as well as
the above-mentioned element of brute fact in the exis-
tence of a derivation, it is not likely that such an approach
will work for elementary number theory. But with the
stronger axiom systems for set theory the view is on
somewhat firmer ground, in that such axioms are often
not justified by appeal to direct evidence and “pragmatic”
criteria have played a role in the selection of axioms.

Nonetheless, the procedure also has much in com-
mon with the setting up of a hypothetical theory in sci-
ence, and, indeed, as Alfred North Whitehead and Russell
already emphasized, the axioms are subject to a sort of
checking by their consequences, since some propositions
deducible from them are decidable by more elementary
and evident mathematical means. It is not evident that if
a system of axioms is replaced by another because its con-
sequences come into conflict with intuitive mathematics,
the meaning of “set” has changed and the original axioms
can be interpreted according to a previous meaning so as
to remain true. Moreover, set theory proceeds on the
assumption that the truth-value of statements is determi-
nate in many cases where it is not determined by the
axioms—that is, by the conventions.

Quine, in fact, now argues, apparently even in the
case of elementary logic, that there is no firm ground for
distinguishing between making such principles true by
convention and adopting them as hypotheses (“Carnap
and Logical Truth”). This is as much an extension of con-
ventionalism to the whole of science as a rejection of it in
application to mathematics.

2.9.1. Wittgenstein’s view. At this point we must con-
sider the possibility that a priori truths, even the elemen-
tary ones, are thought of as true by convention, not in the
sense that they may be made so by an explicit convention
actually set up but in the sense that the conventions are,
as it were, implicit in our practice with the logical and
mathematical vocabulary. It might still be argued that the

principles of mathematics are not in that way sufficiently
distinguished from the principles of natural science or
from other rather deep or fundamental principles that we
firmly accept. But this objection could be met by a more
detailed descriptive analysis of how logical and mathe-
matical words are used.

However, this type of conventionalism must be care-
ful not to slip into the situation of the more explicit con-
ventionalism of requiring a necessary connection
between general intentions and their application in par-
ticular statements which is not itself accounted for by the
conventions. It appears that the only philosopher who has
really faced these challenges has been Ludwig Wittgen-
stein, in his later period. In connection with Wittgenstein
it would probably be better to speak of “agreement” than
convention, since the reference to explicit conventions or
to “decisions” seems metaphorical, as a picture which is
contrasted with that against which he is arguing rather
than as a fundamental theoretical concept. It is agreement
in our actions—e.g., what we say follows from what—
that is essential. We should also be cautious in attributing
to Wittgenstein any explanatory theory of logical and
mathematical knowledge, in view of his disclaimers of
presenting a theory.

Even with these qualifications Wittgenstein’s view
seems highly paradoxical, for in order to avoid the above-
mentioned pitfall the analysis in terms of agreement must
extend even to the connection between general rules and
their instances. This seems to be the point of the famous
discussion of following a rule in Wittgenstein’s Philosoph-
ical Investigations. What ultimately determines what is
intended in the statement of a rule are facts of the type of
what is actually accepted in the course of time as falling
under it.

Wittgenstein (I, 185) gave the example of instructing
someone in writing down the terms of the sequence of
natural numbers 0, 2, 4, - - -, 2n, - - -. At the start the
instructor does not actively think that when the time
comes the pupil is to write 1,000, 1,002, 1,004, - - -, rather
than 1,000, 1,004, 1,008, - - -. Wittgenstein regarded it as
conceivable that the pupil might do the second on the
basis of a misunderstanding which we just could not clear
up. Moreover, it is, as it were, just a fact of natural history
that normally, in such a case, we accept the first and reject
the second—indeed, continue in that way ourselves. It
appears, further, that the same issue can arise for steps in
the sequence which have been written before, since the
recognition of symbols as tokens of an already under-
stood type is itself an application of a rule (see I, 214).
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Wittgenstein’s criticism seems directed particularly
against certain psychological ideas associated with pla-
tonism and Kantianism. The manner in which the steps
of writing numerals are determined by the rule cannot be
explained by appealing to one’s understanding of the
relations of abstract entities expressed in the rule or even
to the intentions of the instructor. According to Wittgen-
stein the criterion of how the pupil does understand the
rule lies in the steps which he in fact takes. And what
makes them right or wrong is their agreement or dis-
agreement with what we do.

The steps are indeed determined by the rule, in the
sense that at each stage there is only one number we
accept as correct, and the force of social custom directs us
to expand the series in the way we do. But this does not
mean that Wittgenstein considered his appeals to custom
and training as constituting a fully satisfactory explana-
tion of either the agreement that exists or the fact that we
feel “compelled” by the rule, for it is because we are made
as we are that we react to custom and training as we do.

The paradoxical nature of Wittgenstein’s position
can perhaps be brought out by considering the case of a
complex mathematical proof which contains steps which
no one has thought of before. The proof may lead to a
quite unexpected conclusion. Yet each step is recognized
by every trained person as necessary, and their combina-
tion to form the proof is entirely convincing. (This is, of
course, not inevitably the case: proofs as published can be
obscure or doubtful and can rest on principles about
which there are difficulties.) In spite of the fact that it is
in principle possible for an irresolvable disagreement to
arise at each point, this does not happen: Irresolvable dis-
putes among mathematicians are only about fundamen-
tal principles and about taste. Nonetheless, Wittgenstein,
in Remarks on the Foundations of Mathematics, used the
metaphor of decision in speaking of our acceptance of
the proof and spoke of the proof as providing a new cri-
terion for certain concepts; his terminology suggests
change of meaning.

The vast extent of the agreement on which mathe-
matics rests seems to have astonished Wittgenstein;
indeed, it is hard to understand, on his view, how such
agreement is possible and why contradictions arise so sel-
dom. We may be faced here with natural facts, but they
are facts which show an extremely regular pattern.

Wittgenstein devoted a good deal of attention in the
Remarks to discussions of calculation and proof, their
relation to mathematical truth, and the ways in which
they resemble and differ from experiment. In a number of
examples he revealed an outlook which resembles Kant’s
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in seeing a construction either of figures or of arrange-
ments of formulae or propositions as essential to a proof.
To the problem concerning how such a singular con-
struction can serve to establish a universal and necessary
proposition Wittgenstein suggested a quite different
answer: In accepting the proof we accept the construction
as a paradigm for the application of a new concept, so
that, in particular, we have new criteria for certain types
of judgments. (For example, if we have determined by
calculation that 25 X 25 = 625, then a verification that
there are 25 X 25 objects of a certain kind is also accepted
as verifying that there are 625.) The same question arises
in connection with the possibility of conflict in these cri-
teria as arose in connection with agreement.

We shall close at this point our discussion of the a
priori character of mathematics and the attempts to jus-
tify and explain it. In the sense that the concepts of math-
ematics are too general and abstract to refer to anything
particular in experience, their a priori character is evi-
dent, at any rate after a certain amount of logical analysis
of mathematical concepts. The a priori evidence of math-
ematics, on the other hand, is perhaps not raised, by our
discussion, above the level of a somewhat vague convic-
tion. In the case of the more powerful forms of set theory
one is probably forced to admit that the evidence is less
than certainty and therefore to admit that there is an
analogy between the principles involved and the hypothe-
ses of a scientific theory. In the case of arithmetic and ele-
mentary logic, however, this conviction can withstand the
objections that might be posed, but in view of the diffi-
culties we have discussed in relation to various accounts,
it seems still not to have been analyzed adequately.

§3. PLATONISM AND
CONSTRUCTIVISM

The discussion in the preceding section suggests that the
problem of evidence in mathematics will appear to differ
according to the part of mathematics being emphasized.
The form which discussion of these differences has
tended to take is a distinction between two broad
methodological attitudes in mathematics, which we shall
call platonism and constructivism. This section will be
devoted to a discussion of these attitudes.

3.1. PLATONISM. We begin with platonism because it is
the dominant attitude in the practice of modern mathe-
maticians, although upon reflection they often disguise
this attitude by taking a formalist position. Platonism is
the methodological position that goes with philosophical
realism regarding the objects mathematics deals with.
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Mathematical objects are treated not only as if their exis-
tence is independent of cognitive operations, which is
perhaps evident, but also as if the facts concerning them
did not involve a relation to the mind or depend in any
way on the possibilities of verification, concrete or “in
principle.”

This is taken to mean that certain totalities of math-
ematical objects are well defined, in the sense that propo-
sitions defined by quantification over them have definite
truth-values. Thus, there is a direct connection between
platonism and the law of excluded middle, which gives
rise to some of platonism’s differences with construc-
tivism.

It is clear that there is a connection between platon-
ism and set theory. Various degrees of platonism can be
described according to what totalities they admit and
whether they treat these totalities as themselves mathe-
matical objects. These degrees can be expressed by the
acceptance of set-theoretic existence axioms of differing
degrees of strength.

The most elementary kind of platonism is that which
accepts the totality of natural numbers—i.e., that which
applies the law of excluded middle to propositions
involving quantification over all natural numbers. Quite
elementary propositions in analysis already depend on
this law, such as that every sequence of rational numbers
either tends to the limit 0 or does not, which is the basis
for the assertion that any real number is either equal to 0
or not. We shall see that not even this assertion is immune
to constructivist criticism.

What is nowadays called classical analysis advances a
step further and accepts the totality of the points of the
continuum or, equivalently, the totality of subsets of the
natural numbers. The equivalence between these totali-
ties and their importance in mathematics were brought
out by the rigorous development and “arithmetization” of
analysis in the nineteenth century. We recall that the the-
ories of (positive and negative) integers and rational
numbers can be developed from the theory of natural
numbers by means of the notion of ordered pair alone
and that this notion can in turn be represented in num-
ber theory. A general theory of real numbers requires
general conceptions of a set or sequence of natural num-
bers to which those of a set or sequence of rational num-
bers can be reduced.

Following Paul Bernays (“Sur le platonisme dans les
mathématiques”) we can regard the totality of sets of nat-
ural numbers on the analogy of the totality of subsets of
a finite set. Given, say, the numbers 1, - - -, 1, each set is

fixed by n independent determinations of whether a
given number belongs to it or not, and there are 2" possi-
ble ways of determining this. An “arbitrary” subset of the
natural numbers is fixed by an infinity of independent
determinations fixing for each natural number whether it
belongs to the subset or not. Needless to say, this proce-
dure cannot be carried out by a finite intelligence. It
envisages the possibility of sets which are not the exten-
sions of any predicates expressed in a language.

3.1.1. Impredicative definitions. The strength of the
assumption of the totality of arbitrary subsets of the nat-
ural numbers becomes clear if we observe that it justifies
impredicative definitions, definitions of sets or functions
in terms of totalities to which they themselves belong. A
predicate of natural numbers involving quantification
over all sets of natural numbers will have a well-defined
extension, which will be one of the sets in the range of the
quantifier.

Such definitions have been criticized as circular (for
example, by Henri Poincaré), but they do not seem so if
we understand the sets as existing independently of any
procedure or linguistic configuration which defines
them, for then the definition picks out an object from a
preexisting totality. The resistance that impredicative def-
initions met with arose partly because their acceptance
clashes with the expectation that every set should be the
extension of a predicate, or at least of a concept of the
human mind.

Given any definite (formalized) notation, we can by
Cantor’s diagonal method define a set of natural numbers
which is not the extension of a predicate in the notation.
Thus, no procedure of generating such predicates by con-
tinually expanding one’s notation can possibly exhaust
the totality. And the idea that every set is the extension of
a predicate has little sense if it is assumed that in advance
of the specification of notations there is a totality of pos-
sible predicates which can be arrived at by some generat-
ing procedure.

If the statements of classical analysis are interpreted
naively, then quite elementary theorems, such as that
every bounded set of real numbers has a least upper
bound, require impredicative definitions. Nonetheless, in
Das Kontinuum, Hermann Weyl proposed to construct
analysis on the basis of mere platonism with respect to
the natural numbers. He proposed an interpretation
under which the least upper bound theorem is true. Later
interpretations have preserved more of the statements of
classical analysis than Weyl’s, and it is an involved techni-
cal question how much of it can be given a natural pred-
icative interpretation (see below).
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3.1.2. Set theory and the paradoxes. Set theory as
developed by Cantor and as embodied in the present
standard systems involves a higher degree, or variety of
degrees, of platonism. The axiom system of Zermelo and
its enlargement by Fraenkel (which is called the Zermelo-
Fraenkel system), for example, allows the iteration of the
process of forming the set of all subsets of a given set and
the collection into a set of what has been obtained by iter-
ated application of this or some other generating proce-
dure. This latter allows the iteration into the transfinite. If
we assume we have transfinite ordinal numbers, then we
can generate a transfinite succession of “universes” U as
follows: Let P(A) be the set of all subsets of the set A.

U, = a certain class, perhaps empty, of “individuals.”
U,+1=PU, v U.,
U, = the union of all Uy, for < ¢, if o is a limit ordinal.

Then for certain ordinals « the U, will form models for
the different systems of set theory (U, + w for Zermelo’s
set theory, without Fraenkel’s axiom of replacement).

The paradoxes of set theory imply that we must
accept some limitations on forming totalities and on
regarding them in turn as mathematical objects—that is,
as sets. If, for example, the totality of sets is a well-defined
set, then it seems that it will be reasonable to ask of each
set x whether it is a member of itself (x € x) or not and
to form %(x & x), the set of all sets which are not mem-
bers of themselves. This will satisfy

Wy €Exx&x) .=y &yl

which implies

X(x&Ex)EX(x&x).=.2(x & x) & X(x & x).

a contradiction. This is Russell’s paradox, the most shock-
ing, because the most elementary, of the paradoxes of set
theory.

On the same basis one can ask for the cardinal num-
ber of the set of all sets, which we shall call S. Then P(S),
the set of all subsets of S, will have a cardinal number no
greater than that of S, because P(S) C S. But by Cantor’s
theorem the cardinal number of P(S) is properly greater
than that of S (Cantor’s paradox, 1895).

If the totality O of ordinals is a set, then, since it is
well-ordered, there will be an ordinal number y that rep-
resents its order type. But then O will be isomorphic to
the set of ordinals less than y—that is, to a proper initial
segment of itself. This is impossible: y must be the great-
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est ordinal, but there is no obstacle to forming y + 1
(Burali-Forti’s paradox, 1897).

These paradoxes do not imply that we have to stop or
otherwise limit the process, described above, of generat-
ing larger and larger universes. On the contrary, we must
never regard the process as having given us “all” sets. The
totality of sets, and hence the totality of ordinal numbers,
cannot be the terminus of a well-defined generating
process, for if it were we could take all of what we had
generated so far as a set and continue to generate still
larger universes.

Thus, suppose we consider the arguments for the
paradoxes applied to a particular U,, as if it were the uni-
verse of all sets. The construction precludes x € x, so £(x
& x) is just U, itself. But U, & U, and hence is disquali-
fied as a set. The same consideration applies to Cantor’s
paradox. Burali-Forti’s paradox is avoided because the
passage from U, to U, , , always introduces well-orderings
of higher order types. Thus, for no « can U, contain “all”
ordinals, no matter how the ordinals are construed as
sets. (A very natural way of construing them would be
such that a occurs in U, , | but not in U, for any S < o. But
then only for certain ordinals will U, contain an ordinal
for each well-ordered set in U,.)

For some time after they were first discovered, the
paradoxes were viewed with great alarm by many who
were concerned with the foundations of mathematics. In
retrospect this seems to have been because set theory was
still quite unfamiliar; in particular, the distinction
between the customary reasonings of set theory and those
that led to the paradoxes was not very clear. The opposi-
tion that set theory had aroused had not yet died down.
However, the marginal character of the paradoxes has
seemed more and more evident with time; the systems
which were soon devised to cope with the paradoxes
(Russell’s theory of types and Zermelo’s set theory, both
published in 1908) have proved satisfactory in that they
are based on a reasonably clear intuitive idea, and no one
today regards it as a serious possibility that they (or the
stronger Zermelo-Fraenkel system) will turn out to be
inconsistent. This does not mean that the security and
clarity of set theory are absolute; in the sequel some of the
difficulties will become apparent.

The above-described sequence of universes uses gen-
eral conceptions of set and ordinal but applies the char-
acteristic move of platonism only one step at a time. It
renounces what Bernays calls “absolute platonism,” the
assumption of a totality of all mathematical objects
which can be treated as itself a customary mathematical
object—for example, a set. Such a conception seems def-
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initely destroyed by the paradoxes. The totality of sets can
be compared with Kant’s “Ideas of Reason™ it is an
“unconditioned” or absolute totality which just for that
reason cannot be adequately conceived by the human
mind, since the object of a normal conception can always
be incorporated in a more inclusive totality. From
this point of view there is an analogy between the set-
theoretic paradoxes and Kant’s mathematical antinomies.

If we assume that every set will appear in one of the
U,, we have a conception which is adequate for all of
modern mathematics except, perhaps, the recent theory
of categories. The conception is by nature imprecise:
there are limitations on our ability to circumscribe both
what goes into the power set of a given set and what ordi-
nals there are. It is perhaps unreasonable to apply classi-
cal logic to propositions involving quantification over all
sets, since such an application seems to presuppose that it
is objectively determined what sets (and a fortiori, on this
conception, what ordinals) there are. Nonetheless, this
additional idealization does not seem to have caused any
actual difficulties.

This way of conceiving sets combines two of Russell’s
early ideas for resolving the paradoxes—the theory of
types and the theory of “limitation of size” What are
rejected as sets are the most inclusive totalities, such as
the entire universe. (Our talking of “totalities” while
rejecting them as sets is not incompatible with our con-
ception; as John von Neumann observed, all that is nec-
essary is to prohibit them from belonging to further
classes. Von Neumann’s observation was the basis for
some new set theories, the principal one being that of
Bernays and Godel.) Moreover, the sets are arranged in a
transfinite hierarchy: One can assign to each set an ordi-
nal, its type or, as it is now called, rank, which will be the
least ordinal greater than the ranks of its members. We
have thus a transfinite extension of the cumulative theory
of types. But we have dropped the more radical idea from
which Russell proceeded: that each variable of a system of
set theory should range over objects of a specified type,
and that “x € y” is meaningless unless the range of “y” is
of a type one higher than that of “x,” so that, in particu-
lar, “x € x” is meaningless.

3.1.3. Predicativism. In the first twenty-five years or
so after the discovery of the paradoxes a number of more
radical proposals for their elimination were presented.
These generally amounted to some further attenuation of
platonism. We shall first consider the program of elimi-
nating impredicative definitions, which amounts to a
restriction of platonism to the natural numbers. This was
the outcome of the general views of Poincaré and Russell.

Russell’s original theory, the ramified theory of types,
which formed the basis of Principia Mathematica, was
directed to the elimination of impredicative definitions,
which he held to involve a “vicious circle” and to be
responsible for the paradoxes. The effect was, however,
nullified by his axiom of reducibility.

A greatly simplified version of the ramified theory is
as follows: One has variables, each of which is assigned a
natural number as its level, and the predicates of identity
and membership. The logic is the usual quantification
theory, except that in the rules for quantifiers allowance
must be made for levels. Since the levels can be cumula-
tive, we could have for the universal quantifiers the fol-
lowing:

(20) (X\FX D Fy ifj<i;

(21) From “p D Fy” infer “p D (x')Fx',” where for

p” only something not containing free “y” can be sub-
stituted.

The axioms are those of identity, extensionality, and
the following schema of class existence:

(22) If “F” represents a predicate which does not
contain free x' *', any free variables of level > i + 1, or
any bound variables of level > 7,

(Elxi + 1)(}’1)()/1 c xi +1= Fy:)

One effect of this axiom is that a predicate involving
quantification over objects of level n need not have an
extension of level n. Therefore, the axiom does not assert
the existence of any impredicative classes; in fact, it is
compatible with the idea that classes are constructed by
the construction of predicates of which they are the
extensions.

Russell’s actual theory combined that of a hierarchy
of levels, applied in this case to “propositional functions,”
the objects over which the variables of a higher-order
logic were to range, with the “no class” theory, the intro-
duction of locutions involving classes by contextual defi-
nition in terms of propositional functions. In order to
derive classical mathematics, however, he wanted to avoid
dividing the classes into levels. This he did by postulating
the axiom of reducibility, which asserts that for every
propositional function there is a function of the lowest
possible level (compatible with the nature of its argu-
ments) extensionally equivalent to it. Russell admitted
that this axiom was equivalent to the existence of classes,
and he has never been satisfied with it. In effect, it yields
even impredicatively defined classes and destroys the
effect of the hierarchy of levels.
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A formalization of mathematics on the basis of the
ramified theory is the most natural formalization if a pla-
tonist theory of classes is repudiated but classical logic
admitted. The construction of the natural numbers leads
to the difficulty that the class quantifier needed to reduce
induction to an explicit definition is no longer available.
One must either assume the natural numbers or have a
hierarchy of different concepts of natural number.

A ramified theory with the natural numbers as indi-
viduals and the Peano axioms would be a natural formal-
ization of the mathematics allowed by platonism with
respect to the natural numbers. But there is in principle
no reason not to extend the hierarchy of levels into the
transfinite. The question of the limits of predicative
mathematics has become identical with the question of
the transfinite ordinals that can be predicatively intro-
duced.

We have said that quite elementary proofs in analysis
already require impredicative definitions when naively
interpreted. Nonetheless, from recent work it appears
that a good deal of classical analysis is susceptible of a
natural predicative interpretation, which, however, fails
for some theorems. One can, on this basis, give a good
approximation to classical analysis, but not to the whole
of it. That part of mathematics which depends essentially
on still more powerful set theory is completely lost. It
seems that it would not be reasonable to insist on this
limitation unless there were some quite powerful reason
for rejecting platonism. We shall discuss some possible
reasons later.

3.2. CONSTRUCTIVISM. We shall now consider the com-
plete rejection of platonism, which we shall call construc-
tivism. It is not a product of the situation created by the
paradoxes but rather a spirit which has been present in
practically the whole history of mathematics. The philo-
sophical ideas on which it is based go back at least to Aris-
totle’s analysis of the notion of infinity (Physics, Bk. III).
Kant’s philosophy of mathematics can be interpreted in a
constructivist manner, and constructivist ideas were pre-
sented in the nineteenth century—notably by Leopold
Kronecker, who was an important forerunner of intu-
itionism—in opposition to the tendency in mathematics
toward set-theoretic ideas, long before the paradoxes of
set theory were discovered.

Our presentation of constructivism relies heavily on
the “intuitionism” of Brouwer, presented in many publi-
cations from 1907 on, but the ideas can also be found to
some extent in other critics of platonism, including the
French school of Emile Borel, Poincaré, and Henri
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Lebesgue, although in their work predicativity played a
greater role than constructivity. These writers did not
arrive at a very consistent position, but they contributed
mathematically important ideas. L. E. J. Brouwer reached
and developed a conclusion from which they shrank: that
a thoroughgoing constructivism would require the mod-
ification of classical analysis and even of classical logic.

3.2.1. Intuitionism. Constructivist mathematics
would proceed as if the last arbiter of mathematical exis-
tence and mathematical truth were the possibilities of
construction. “Possibilities of construction” must refer to
the idealized possibility of construction mentioned in the
last section. Brouwer insisted that mathematical con-
structions are mental. The possibilities in question derive
from our perception of external objects, which is both
mental and physical. However, the passage from actuality
to possibility and the view of possibility as of much wider
scope perhaps have their basis in intentions of the
mind—first, in the abstraction from concrete qualities
and existence; second, in the abstraction from the limita-
tions on generating sequences. In any case, in construc-
tive mathematics the rules by which infinite sequences are
generated are not merely a tool in our knowledge but part
of the reality that mathematics is about.

Why this is so can be seen from the problem of asser-
tions about the infinite. We have suggested that the gen-
eration of a sequence of symbols is something of which
the construction of the natural numbers is an idealiza-
tion. But “construction” loses its sense if we abstract fur-
ther from the fact that this is a process in time which is
never completed. The infinite in constructivism must be
“potential” rather than “actual.” Each individual natural
number can be constructed, but there is no construction
which contains within itself the whole series of natural
numbers. To view the series sub specie aeternitatis as
nonetheless determined as a whole is just what we are not
permitted to do.

Perhaps the idea that arithmetic rests on time as a
form of intuition lies behind Brouwer’s insistence on
constructivity interpreted in this way. One aspect of sen-
sibility from which we do not abstract in passing from
concrete perception to its form is its finite character.
Thus, whatever one may think of the notion of form of
intuition, Brouwer’s position is based on a limitation, in
principle, on our knowledge: Constructivism is implied
by the postulate that no mathematical proposition is true
unless we can in a nonmiraculous way know it to be true.

Because of its derivation from his own philosophical
account of mathematical intuition Brouwer called his
position, and the mathematics which he constructed on
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the basis of it, intuitionism. We shall use this name for a
species of constructivism which answers closely to
Brouwer’s ideas.

In spite of the “potential” character of the infinite in
mathematics, we shall not renounce assertions about all
natural numbers or even, with some reservations, talk of
infinite classes. A proposition about all natural numbers
can be true only if it is determined to be true by the law
according to which the sequence of natural numbers is
generated. This Brouwer took to be equivalent to its pos-
sessing a proof. Thus, the intensional notions of “law”
and “proof” become part of the subject matter of mathe-
matics.

A consideration of existential propositions connects
the broad philosophical notion of constructivity with the
general mathematical notion. Roughly, a proof in mathe-
matics is said to be constructive if wherever it involves the
mention of the existence of something, it provides a
method of “finding” or “constructing” that object. It is
evident that the constructivist standpoint implies that a
mathematical object exists only if it can be constructed,;
to say that there exists a natural number x such that Fx is
to say that sooner or later in the generation of the
sequence an x will turn up such that Fx. If x depends on
a parameter y, this x must be determinable from y on the
basis of the laws of the construction of the numbers and
of the constructions involved in F. Proving (3x) Fx means
showing how to construct x, so one can say that the proof
is not complete until x has been exhibited. (But then
“proof” is used in an idealized sense.) To prove
(y)(3x)Fxy must involve giving a general method for
finding x on the basis of y.

This point of view leads immediately to a criticism of
the basic notions of logic, particularly negation and the
law of excluded middle. That “(x)Fx” is true if and only if
it can be proved does not mean that “(x)Fx” is a statement
about certain entities called proofs in the way in which,
on the usual interpretation, it is a statement about the
totality of natural numbers. According to Brouwer we can
assert “p” only if we have a proof; the hypothesis that
(x)Fx is the hypothesis that we have a proof, and it is a
reasonable extrapolation to deny that we can say more
about what “(x)Fx” asserts than is said in specifying what
is a proof of it. The explanation of “—(x)Fx” as “(x)Fx
cannot be proved” does not satisfy this condition.
Brouwer said instead that a proof of “—p” is a construc-
tion which obtains an absurdity from the supposition of

«, . »

a proof of “p.

An immediate consequence of this interpretation is
that the law of excluded middle becomes doubtful. Given

«, . »

a proposition “p,” there is no particular reason to suppose
that we shall ever be in possession either of a proof of “p”
or of a deduction of an absurdity from “p.” Indeed, if the
general statement of the law of excluded middle is taken
as a mathematical assertion, a proof of it will have to yield
a general method for the solution of all mathematical

questions. Brouwer rejected this possibility out of hand.

It is evident that such a point of view will lead to
changes in quite basic parts of mathematics. Many
instances of the law of excluded middle, where the propo-
sitions involved can be shown constructively to be sys-
tematically decidable, will be retained. But Brouwer
rejected even very elementary instances in classical analy-
sis. Let the sequence r, of rational numbers be defined as
follows: if there is no m < n such that the mth, (m + 1)st,
(m + 2)d terms of the decimal expansion of x are each 7,
then r, = 1/2" if there is such an m, then r, = 1/2%, where
k is the least such m. Then r, constructively defines a real
number r. But a proof of either r = 0 or r # 0 would tell
us whether or not there are three 7’s in the decimal
expansion of 7. Thus, we cannot assert either r = 0 or r #
0.

For a satisfactory constructivist theory of analysis, an
analysis is needed of the notion of an arbitrary set or
sequence of natural numbers. Brouwer’s analysis gives
additional distinctiveness to intuitionism. Such a
sequence is thought of as generated by a succession of
independent determinations or “free choices,” which may
be restricted by some law. Obviously the succession of
choices must be thought of as never being complete. In
the absence of a law a statement about a sequence can be
true only if it is determined to be true by some finite ini-
tial segment of the sequence. The consequence of this is
that a function defined for all sequences of natural num-
bers whose values are integers must be continuous. It also
leads to sharper counterexamples to the law of excluded
middle: It is absurd that for all sequences o, either
(x)(ax) = 0) or —(x)(e(x) = 0). We can also sharpen the
result of the preceding paragraph and state generally that
not every real number is equal to or different from 0.

The intuitionist point of view thus leads to a distinc-
tive logic and to a distinctive theory of the foundations of
analysis. The latter contains another distinctive principle,
the bar theorem, obtained by analyzing the requirement
that if a function is defined for all sequences, there must
be a constructive proof of this fact. It is roughly equiva-
lent to the proposition that if an ordering is well-
founded, transfinite induction holds with respect to it.
Nonetheless, intuitionism is far from having shown itself
capable of the same rich development as classical mathe-
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matics, and it is often very cumbersome. Important as it
is in itself, it does not provide a sufficient motive for
renouncing platonism.

3.2.2. Finitism. So far our account of constructivism
has been based entirely on Brouwer’s intuitionism. How-
ever, intuitionism is not the only possible constructivist
development of mathematics. Indeed, it makes some
quite powerful assumptions of its own. As we have said,
the intuitionists make the notions of construction and
proof a part of the subject matter of mathematics, and
the iteration of logical connectives, especially, renders it
possible to make quite elaborate and abstract statements
involving construction and proof. Thus, intuitionist
mathematics seems to rest not merely upon intuition but
upon rather elaborate reflection on the notion of intu-
itive construction. (It also does not obviously exclude
impredicativity, since what counts as a proof of a given
proposition can be explained in terms of the general
notion of proof.) A constructivist might feel that intu-
itionism leads from the Scylla of platonist realism to the
Charybdis of speculative idealism.

A weaker and more evident constructive mathemat-
ics can be constructed on the basis of a distinction
between effective operation with forms of spatiotemporal
objects and operation with general intensional notions,
such as that of proof. Methods based on operation with
forms of spatiotemporal objects would approximate to
what the mathematician might call elementary combina-
torial methods or to the “finitary method” which Hilbert
envisaged for proofs of consistency. Formal systems of
recursive number theory, in which generality is expressed
by free variables and existence by the actual presentation
of an instance or (if the object depends on parameters) a
function, will accord with this conception if the functions
admitted are sufficiently elementary—for example, prim-
itive recursive functions. In such formalisms any formula
will express a general statement each instance of which
can be checked by computation. For this reason classical
logic can be used. Moreover, the concept of free choice
sequence can be admitted so that some analysis can be
constructed.

The precise limits of this conception are perhaps not
clear, although it is evident that some constructive argu-
ments are excluded. The conception does not allow full
use of quantifiers but probably does allow a limited use of
them.

3.2.3. The Hilbert program. If one accepts the idea
that from a philosophical point of view constructivist
conceptions are more satisfactory than platonist concep-
tions—more evident or more intelligible—one is not

MATHEMATICS, FOUNDATIONS OF

necessarily constrained to abandon classical mathemat-
ics. The way is still open to investigating classical mathe-
matics from a constructive point of view, and it may then
prove to have an indirect constructive sense and justifica-
tion.

Such an investigation was the objective of the famous
program of Hilbert, which was the third main animating
force—with logicism and intuitionism—in foundational
research in the period before World War I1. The possibil-
ity arises first from the fact that classical mathematics can
be formalized (though not completely; we shall consider
this fact and its implications later). Once it has been for-
malized, one can in principle drop consideration of the
intended meaning of the classical statements and simply
consider the combinations of the symbols and formulae
themselves. Thus, if the proof of a certain theorem has
been formalized in a system S (say Zermelo-Fraenkel set
theory), it is represented as a configuration of symbols
constructed according to certain rules. Whether a config-
uration is a proof can be checked in a very elementary
way.

The concepts by which a formal system is described
belong, in effect, to finitist mathematics. For example, the
consistency of the system is the proposition that no con-
figuration which is a proof will have a last line of a certain
form—for example, 5§ & —4. Nonetheless, although in
the mathematical study we abstract from the intended
interpretation, this interpretation certainly guides the
choice of the questions in which we are interested.

Hilbert sought to establish classical platonist mathe-
matics on a firm foundation by formalizing it and prov-
ing the consistency of the resulting formalism by finitist
means. The interest of the question of consistency
depends on the fact that the formulae of the system rep-
resent a system of statements; that is, even if the meanings
of the platonist conceptions are highly indeterminate,
statements in terms of them are introduced according to
an analogy with “real” (i.e., finitist) statements which is
intended to preserve at least the notions of truth and fal-
sity and the laws of logic.

In fact, Hilbert had a further motive for his interest
in consistency: the fact that platonist mathematics is an
extension of an extrapolation from finitist mathematics.
Certain elementary combinatorial notions are also
embodied in the formalism; formulae involving them
express “real statements.” Hilbert thought of the other
formulae as expressing “ideal statements”—analogous to
the ideal elements of projective geometry—introduced to
give greater simplicity and integration to the theory.
Within the system they have deductive relations to the
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real statements. It would be highly undesirable that a for-
mula of the system should be seen by elementary compu-
tation to be false and yet be provable. One might hope to
prove by metamathematical means that this would not
happen. In the central cases a proof of consistency is suf-
ficient to show that it would not. Thus, suppose we
extend a quantifier-free recursive number theory by
adding quantifiers and perhaps also second-order quan-
tifiers. A proof of the consistency of the resulting system
will show that no false numerical formula (stating a
recursive relation of particular integers) will be provable.
In fact, it will yield a constructive proof of any formula of
the original system provable in the extension, in this sense
showing the use of “ideal” elements to be eliminable.
Since Hilbert it has been pointed out (chiefly by Georg
Kreisel) that many further results relevant to the
understanding of nonconstructive mathematics from
a constructivist point of view can be obtained from con-
sistency proofs.

Hilbert hoped to settle the question of foundations
once and for all, which for him meant establishing the
platonist methods of set theory on a firm basis. His hope
was founded on two expectations: that all of mathematics
(at least all of analysis) could be codified in a single for-
mal system and that the consistency of this system could
be proved by methods so elementary that no one could
question them. He was disappointed of both these expec-
tations as a result of Godel’s incompleteness theorems
(1931). Work on the program has nonetheless continued,
with the limitations that one has to work with formalisms
which embody only part of the mathematics in question
and that the proofs must rely on more abstract, but still
constructive, notions; and the work in finitist proof the-
ory has achieved valuable results, some of which will be
discussed later.

§4. MATHEMATICAL LOGIC

Our remaining considerations on the subjects of the two
preceding sections fit best into an independent discussion
of mathematical logic as a factor in the study of the foun-
dations of mathematics. Before World War II an impor-
tant part of the work in logic was directed toward
establishing, in the service of some general position such
as logicism or intuitionism, a more or less final solution
to the problems of foundations. Certain particular
results, and probably also a more diffuse evolution of the
climate of ideas, have discouraged this aim. Today nearly
all work in mathematical logic, even when motivated by
philosophical ideas, is nonideological, and everyone

acknowledges that the results of this work are independ-
ent of the most general philosophical positions.

Starting from the axiomatic method in a more gen-
eral sense, mathematical logic has become the general
study of the logical structure of axiomatic theories. The
topics selected from the great variety of technical devel-
opments for discussion here are Godel’s incompleteness
theorems, recursive function theory, developments
related to Hilbert’s program, foundations of pure logic,
and axiomatic set theory.

41. GODEL'S INCOMPLETENESS THEOREMS.
Research in mathematical logic took quite new directions
as a result of the discovery by Kurt Gédel, in 1930, of his
incompleteness theorems. According to the first theorem
(as strengthened by J. B. Rosser in 1936) any formalism S
that is sufficiently powerful to express certain basic parts
of elementary number theory is incomplete in the fol-
lowing sense: A formula o of S can be found such that if
S is consistent, then neither { nor —s is provable in S.
The conditions are satisfied by very weak systems, such as
the first-order theory Q whose axioms are the Peano
axioms for the successor function and the recursion
equations for addition and multiplication. (This system is
formalized in first-order logic with equality, having suc-
cessor, addition, and multiplication as primitive function
symbols. The axioms are versions of our axioms (1)—(4),
recursion equations for addition and multiplication, and
an axiom which says that every number not equal to 0 is
the successor of something.) They are satisfied by exten-
sions of systems that satisfy them and therefore by the full
elementary number theory Z (the first-order version of
the Dedekind-Peano axiomatization, obtained from Q by
adding induction: in place of the second-order axiom (5)
one adds all results of substituting a predicate of the for-
malism for “F” in (7), by analysis, and by axiomatic set
theories in which number theory can be constructed.
They are also satisfied by formalizations of intuitionist
theories. Evidently adding further axioms offers no
escape from this incompleteness, since the new theories
will also satisfy the conditions of the theorem.

One of the conditions necessary for some general
statements of the theorem is that which we mentioned
earlier, that proofs can be checked mechanically. This
must be interpreted more precisely in terms of one of the
concepts of recursive function, discussed below.

The technique of Godel’s proof is of great interest
and has since found wide application. It consists of a
mapping of the syntax of the theory into the theory itself,
through assigning numbers to the symbols and formulae
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of the system. Any syntactical relation will then be equiv-
alent to some relation of natural numbers. For the crucial
relation “¥ is a proof in S of the formula %4 the corre-
sponding relation P(x,a) can be expressed in the theory,
and certain things about it can be proved in S. Then the
undecidable formula o is a formula which has a number
k such that what o says (about numbers) is equivalent to
the unprovability of the formula number k, i.e., . (1)
Then if only true formulae are provable, ${ is unprovable.
But then o is true. Therefore, (2) by the same assumption
—dd is also unprovable. This appeal to the notion of truth
was replaced in Godel’s detailed argument by the condi-
tion that S be consistent for (1) and w-consistent for (2).
By changing the formula Rosser showed that the assump-
tion of w-consistency could also be replaced by that of
consistency.

The proof that if S is consistent, then s is unprov-
able is finitist. If S and the mapping of its syntax into S
satisfy some further conditions, the argument can be for-
malized in S. This yields the second theorem of Godel. If
S is consistent, then the formula which, under the above
mapping, corresponds to the consistency of S is unprov-
ablein S.

The first theorem implies not only that mathematics
as a whole cannot be codified in a single formal system
but also that the part of mathematics that can be
expressed in a specific formal notation cannot be so cod-
ified. This fact undermines most attempts at a final solu-
tion to the problem of foundations by means of
mathematical logic. The second theorem was a blow to
the Hilbert program in particular. The methods that the
Hilbert school envisaged as finitary could apparently be
codified in first-order number theory Z; indeed, that they
can be so codified seems fairly certain, even though the
notion of finitary methods is not completely precise.
Therefore, not even the consistency of Z is provable by
finitary means. Moreover, the consistency of stronger and
stronger systems requires stronger and stronger methods
of proof.

There has been much discussion of the broader
philosophical implications of Godel’s theorem. We shall
not enter into the discussion of such questions as whether
the theorem shows the falsity of any mechanistic theory
of mind. It should be remarked that there are a number
of connections between the surpassing of any given for-
mal system by possible means of proof and the inex-
haustibility phenomena in the realm of mathematical
existence. Godel’s argument can be viewed as a diagonal
argument parallel to that by which Cantor proved that no
countable set of sets of natural numbers can exhaust all
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such sets. Peano’s axioms are categorical if the range of
the quantifiers in the induction axiom (5) includes all
classes of natural numbers, but in the context of a formal
system one can use only the fact that induction holds for
classes definable in the system, of which there are only
countably many. In set theory the addition of axioms
asserting the existence of very large classes can make
decidable previously undecidable arithmetical formulae.

4.2. RECURSIVE FUNCTION THEORY. A number of
problems in mathematical logic require a mathematically
exact formulation of the notion of mechanical or effec-
tive procedure. For most purposes this need is met by a
concept of which there are various equivalent formula-
tions, arrived at by several writers. The concept of (gen-
eral) recursive definition, introduced in 1931 by Jacques
Herbrand and Gédel, was the first. A function of natural
numbers which is computable according to this concep-
tion (the “computation” consists of the deduction of an
evaluation from defining equations by simple rules) is
called a general recursive, or simply a recursive, function.
Other formulations are that of A-definability (Alonzo
Church), computability by Turing machine (A. M. Tur-
ing), algorithms (A. A. Markov), and different notions of
combinatorial system (Emil Post and others).

The concept of recursive definition has proved essen-
tial in decision problems. Given a class of mathematical
problems defined by some parameter, is there an effective
algorithm for solving each problem in the class? As an
example consider the tenth problem of Hilbert: Given a
polynomial with integral coefficients, is there a general
method that tells us whether it has a zero among the inte-
gers? If such a question can be resolved in the affirmative,
the resolution can generally be reached on the basis of the
intuitive conception of an algorithm: If one can invent
the procedure, then it is generally clear that the procedure
is effective. But to give a negative answer to such a ques-
tion one needs some idea of the possible effective proce-
dures. The development of recursive function theory has
made possible a large number of results asserting the
nonexistence of decision procedures for certain classes of
problems. This way of interpreting the results depends on
a principle known as Church’s thesis, which says that the
mathematical conception of an effectively computable
function in fact corresponds to the intuitive idea—i.e.,
that a number-theoretic function is (intuitively) effec-
tively computable if and only if it is recursive.

An important type of decision problem is that con-
cerning provability in formal systems. Given a formal sys-
tem S, is there an algorithm for deciding whether a given
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formula & is a theorem of S? If there is, then S is said to
be decidable. Although quite interesting examples of
decidable systems exist, the systems to which Godel’s first
incompleteness theorem applies are undecidable. In fact,
Godel’s type of argument can also be used to prove that
first-order logic is undecidable (as by Church in 1936).

Another important aspect of recursive function the-
ory is the classification of sets and functions according to
different principles related to recursiveness. One such
principle, stated in terms of the complexity of possible
definitions by recursive predicates and quantifiers (the
Kleene-Mostowski hierarchy), not only is of wide appli-
cation in logic but is closely related to older topological
classifications. One can single out the arithmetical sets
(those sets definable from recursive predicates by quan-
tification over natural numbers alone), the hyperarith-
metical sets (a certain transfinite extension of the
arithmetical hierarchy—in effect, those sets definable in
ramified analysis with levels running through the recur-
sive ordinals), and the analytic sets (those sets definable
from recursive predicates by quantification over numbers
and functions, or sets, of natural numbers). The recursive
ordinals, singled out by Church and Kleene, can most
readily be characterized as the order types of recursive
well-orderings of the natural numbers.

The theory of recursive functions is evidently valu-
able for explicating different notions of constructivity
and for comparing classical and constructive mathemat-
ics. A constructive proof of a statement of the form
“(x)(y)Fxy” should yield an effective method of obtain-
ing y from x. For example, Kleene and his collaborators
have shown that any statement provable in formalized
intuitionist number theory and analysis has a property
called “realizability,” which amounts roughly to interpret-
ing “(x)(3y)Fxy” as asserting the existence of a recursive
function giving y in terms of x. Although it is also intu-
itionistically meaningful, the construction gives a classi-
cal interpretation of the intuitionist formalisms. It also
allows a sharpening and extension of Brouwer’s coun-
terexample technique. Certain classically provable for-
mulas can be shown not to be realizable and therefore not
to be provable in the intuitionist formalisms Kleene con-
siders.

A problem arises with regard to the relation between
the concept of recursive function and the fundamental
concepts concerning constructivity—for instance, the
concept of intuitionism. One cannot interpret Church’s
thesis as explicitly defining “effectively computable func-
tion” and therefore as giving the meaning of the intu-
itionist quantifiers. For by definition a function is general

recursive if there is a set of equations from which for each
possible argument one can compute the value of the
function for that argument, a statement of the form
“(x)(3y)Fxy.” If this is interpreted constructively, the pro-
posed definition is circular. The relation between “func-
tion constructively proved to be everywhere defined” and
“general recursive function” is still not clear. One can ask
whether every intuitionistically everywhere-defined
number-theoretic function is general recursive or
whether every (classically) general recursive function can
be proved constructively to be such. Neither question has
yet been resolved.

4.3. DEVELOPMENT OF THE HILBERT PROGRAM. For
the study of constructivity it is also important to study
more restricted types of recursive definition that can be
seen by definite forms of argument to define functions.
This is particularly important for the extended Hilbert
program.

Godel’s second incompleteness theorem meant that
the consistency even of elementary number theory Z
could not be proved by the methods envisaged by Hilbert.
A number of consistency results of the sort envisaged by
Hilbert have since been obtained by stronger constructive
methods. Gédel and Gentzen proved independently (and
finitistically) that if intuitionistic first-order arithmetic is
consistent, then so is classical first-order arithmetic. The
proofs were based on a quite simple method of translat-
ing classical theories into intuitionist theories which is of
wide application—for example, to pure logic. One ren-
ders an atomic formula P by =P (in elementary number
theory, equivalent to P itself). If {, % are translated into
A°, B°, respectively, then o v B is translated by ——(A°
v RB°), (FAx)A by =—(Fx)A°, A D B by —(s4° & —R°), oA
& B by A° & B°, =A by — A°, and (x)d by (x)HA°. Evi-
dently the translation not only proves relative consistency
but also gives each provable formula an intuitionist
meaning according to which it is intuitionistically true. If
oA is a quantifier-free formula of number theory, or if it is
composed with conjunction, negation, and universal
quantification only, then if it is provable in Z, it is intu-
itionistically provable. This translation can easily be
extended to ramified analysis. Since intuitionistically the
consistency of the intuitionist systems follows from their
soundness under the intended interpretation, the consis-
tency of the classical systems has been intuitionistically
proved.

A sharper result was obtained in 1936 by Gerhard
Gentzen. New proofs, with various advantages and
refinements, have since been found by several workers.
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Gentzen proved the consistency of Z by adding to finitist
arithmetic the assumption that a certain recursive order-
ing of natural numbers, of order type ¢, (the least ordinal
greater than @, o, @, - - -), is a well-ordering. This
assumption could be proved in intuitionist ramified
analysis using set variables only of level 1 but could not in
elementary number theory.

Gentzen’s result has made it possible to extract fur-
ther information about the power of elementary number
theory. Kreisel obtained information about the relation
between elementary number theory and certain quanti-
fier-free arithmetics and also obtained a characterization
of the functions which can be proved in Z to be general
recursive.

A corresponding result for ramified analysis for finite
levels was obtained by Lorenzen in 1951 and sharpened
by Kurt Schiitte. It was extended by Schiitte to transfinite
levels.

On the basis of these results we can say that con-
structive consistency proofs are available for all of pred-
icative mathematics. In well-defined senses they are the
best possible results (for instance, the above-mentioned
ordinal ¢, cannot be replaced by a smaller one). Nonethe-
less, efforts to give such a proof for impredicative classical
analysis, not to speak of axiomatic set theory, have proved
fruitless.

Results of quite recent research have shed consider-
able light on this situation. Clifford Spector (1962)
proved the consistency of classical analysis relative to a
quantifier-free theory (Godel 1958) of primitive recursive
functionals of arbitrary finite types, enriched by a new
schema for defining functionals by “bar recursion.” This
amounted to generalizing Brouwer’s bar theorem to arbi-
trary finite types. Such generalized bar recursion has not
found a constructive justification, but the method has led
to consistency proofs by the original bar theorem for sub-
systems of analysis which are, according to a reasonable
criterion, impredicative.

Kreisel (1963) has shown that intuitionist analysis,
with the bar theorem and a strong schema of “generalized
inductive definitions” included, does not suffice to prove
the consistency of classical analysis. Such a proof requires
an essential extension of constructive methods beyond
the established intuitionist ones.

Solomon Feferman and Schiitte have given an analy-
sis of the notion of predicativity according to which
established intuitionist methods go beyond predicative
ones. According to their conception, inductive definitions
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such as that of the class O of numbers representing the
recursive ordinals are impredicative.

What has been the fate of the Hilbert program? Put
most broadly, its objective was to secure the foundations
of platonist mathematics by a constructive analysis of
classical formal systems. The incompleteness phenomena
have made it impossible, in dealing with stronger and
stronger systems, to avoid the introduction of more and
more abstract conceptions into the metamathematics.
However interesting the information obtained about the
relation between these conceptions and the platonist
ones, it is not evident that these conceptions are in all
respects more secure. Moreover, in the present state of
research it is not certain that strong enough constructive
methods can be found even to prove the consistency of
classical analysis.

This state of affairs is unfavorable to those method-
ological views seeking to restrict mathematics to the
methods which have the greatest intuitive clarity. It is evi-
dent that such methods will not suffice to resolve certain
mathematical questions whose content is extremely sim-
ple, namely those concerning the truth of certain state-
ments of the form “(x)Fx,” where “F” stands for a
primitive recursive predicate of natural numbers. Propo-
nents of the views in question seem forced to admit that
even such questions can be objectively undetermined.

4.4. FOUNDATIONS OF LOGIC. An important result
concerning pure logic obtained in finitist metamathe-
matics is a theorem, or cluster of related theorems—
including Herbrand’s theorem (1931) and Gentzen’s
theorem (1934)—to the effect that the proof of a formula
of first-order logic can be put into a normal form. In such
a normal-form proof the logical complexity of the for-
mulae occurring in the proof is in certain ways limited in
relation to the complexity of the conclusion; for instance,
no formula can contain more nested quantifiers than the
conclusion. The proof is, as it were, without detours, and
modus ponens is eliminated. As a consequence, a quanti-
fier-free formula deduced from quantifier-free axioms
can be proved by propositional logic and substitution,
which implies all the consistency results proved by the
Hilbert school before the discovery of Godel’s theorem.
Gentzen’s theorem also applies to intuitionist logic and to
other logics, such as modal logics.

These theorems, which are the fundamental theo-
rems of the proof theory of quantification theory, are
closely related to the fundamental theorem of its seman-
tics, Godel’s completeness theorem. Every formula not
formally refutable has a model—in fact, a model in which

ENCYCLOPEDIA OF PHILOSOPHY

2nd edition

45



MATHEMATICS, FOUNDATIONS OF

the quantifiers range over natural numbers; i.e., there are
denumerably many individuals. This can be strengthened
to the following: If S is any set (finite or infinite) of for-
mulae of first-order logic, it has a denumerable model
unless some finite subset of S is inconsistent—that is,
unless the conjunction of the subset’s members is for-
mally refutable (Skolem-Lowenheim theorem).

This theorem has some quite startling consequences:
in particular, it applies if S is the set of theorems of some
system of set theory. Then if the system is consistent, S
has a denumerable model even though S may contain a
theorem which asserts.the existence of nondenumerable
sets. That is not a contradiction: If n represents a nonde-
numerable set in the model, there will indeed be only
countably many m’s such that m € n is true in the model,
but the assertion “n is nondenumerable” will be true in
the model because the model will not contain an object
representing the function that enumerates the objects m
for which m € n is true in the model. The model is denu-
merable only from “outside.”

This is an example of a model which is nonstandard
in that it differs in some essential way from the intended
one. The Skolem-Léwenheim theorem also implies the
existence of nonstandard models for systems of number
theory. In fact, there is a nonstandard model even for the
set S of all true formulae of elementary arithmetic. The
number sequence cannot be characterized up to isomor-
phism by any countable set of first-order formulae.

The existence of denumerable models of set theory
illustrates how essential the platonist conception of set,
particularly of the set of subsets of a given set, is to set
theory. If there is no more to the platonist conception
than is specified in any particular formal system, then
apparently the cardinal number of a set cannot be objec-
tively determined. Indeed, the cardinal number of a set
depends on what mappings there are and therefore on
what sets there are.

The acceptance of this relativity has been urged by
many, including Skolem. A fully formalist conception
would give rise even to the relativity of the natural num-
bers themselves.

The completeness theorem and the construction of
nonstandard models are fundamental tools in a now rap-
idly developing branch of logic called model theory. This
subject can be viewed as a development of logical seman-
tics, but what is perhaps distinctive about the point of
view underlying recent work is that it regards a model of
a formal theory as a type of algebraic structure and, in
general, that it integrates the semantic study of formal

systems with abstract algebra. Model theory takes mathe-
matical logic a long way from the philosophical issues
with which we have been mainly concerned, in particular
by taking for granted a strong form of platonism. The
leaders of this development have, in fact, emphasized the
application of metamathematical methods to problems
in ordinary mathematics.

There are other investigations concerning the foun-
dations of pure logic. For example, we have mentioned
that there can be no decision procedure for quantification
theory. Nonetheless, there is interest in the question of
what subclasses of formulae are decidable. As a striking
result in this direction we might mention the proof
of A. S. Kahr, E. E Moore, and Hao Wang (1962) that
the existence of models of formulae of the form
“(x)(Jy)(2)M(x,5,2)” (or, equivalently, the provability of
formulae of the form “(3x)(y)(Iz)M(x,y,2)” where
“M(x,p,2z)” is an arbitrary quantifier-free formula, is
undecidable. The development of appropriate concepts
of model and completeness proofs for modal logics and
intuitionist logic has come to fruition in recent years. In
the case of the completeness of intuitionist logic, the sit-
uation is unclear. E. W. Beth (1956) has given a construc-
tion of models in terms of which he proves classically the
completeness of intuitionist quantification theory. On
the other hand, Kreisel has shown that the completeness
of intuitionist logic cannot be proved by methods avail-
able in present intuitionist formal systems and, indeed,
that it is incompatible with the supposition that all con-
structive functions of natural numbers are recursive.

4.5. AXIOMATIC SET THEORY. We shall not undertake
here to survey the different axiomatic systems of set the-
ory. We shall, however, mention some developments in
the metamathematics of set theory, developments con-
cerning the axiom of choice and Cantor’s continuum
problem.

The axiom of choice asserts (in one formulation)
that for every set A of nonempty sets no two of which
have a common element, there exists a set B which con-
tains exactly one element from each of the sets in A. This
axiom became prominent when Zermelo used it in 1904
to prove that every set can be well-ordered. Although it
was much disputed, it came to be applied more and more,
so that entire theories of modern abstract mathematics
depend essentially on it. Naturally the question arose
whether it was provable or refutable from the other
axioms of various systems of set theory. A. A. Fraenkel
(1922) showed that it could not be proved from Zer-
melo’s axioms, provided that the axioms allowed individ-
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uals—that is, objects which are not sets—in the range of
the quantifiers.

The continuum problem appears to be an elemen-
tary problem in the arithmetic of cardinal numbers: Is
there a cardinal between X, the cardinal of the integers,
and 20, that of the continuum; stated otherwise, does the
continuum contain subsets of cardinal number different
from that of the continuum and that of the integers? If
the answer is negative, then 2% = X, the first cardinal
larger than X, and the cardinal of the first noncountable
well-ordering. Cantor’s conjecture that 2%0 = X is called
the continuum hypothesis.

Godel, in 1938, proved that the axiom of choice and
a generalization of the continuum hypothesis are consis-
tent with the other axioms. The argument applies to a
number of different systems, including the Zermelo-
Fraenkel system (ZF). What is proved (finitistically) is
that if, say, ZF is consistent, it is likewise consistent with a
new axiom, the axiom of constructibility, which implies
the axiom of choice and the generalized continuum
hypothesis. For the constructible sets, which are the sets
obtained by extending the ramified hierarchy of types
through all the ordinals, can be proved in the system to
satisfy all the axioms plus the axiom of constructibility,
which says that every set is constructible. In terms of
models, any model of ZF contains a subclass that is a
model in which all sets are constructible. The con-
structible sets are of interest on their own account; Godel
has remarked that the idea behind them is to reduce all
impredicativities to one special kind, the existence of
large ordinals. However, he does not consider the axiom
of constructibility plausible.

Thus, it has been known for some time that the
axiom of choice and the continuum hypothesis are not
refutable from the other axioms. More recently, Paul J.
Cohen proved that they are not provable either. That is, if,
say, ZF is consistent, it remains so by adding the negation
of the axiom of choice or by adding the axiom of choice
and the negation of the continuum hypothesis. Starting
from Godel’s ideas, Cohen developed a quite new method
for constructing models, which has led very quickly to a
large number of further independence results.

The situation with respect to the axiom of choice and
the continuum problem raises anew the question of how
definite our idea of a set is, whether or not such a ques-
tion as the continuum problem has an objectively deter-
minate answer. Most mathematicians today find the
axiom of choice sufficiently evident. But the continuum
hypothesis—perhaps because of its more special charac-
ter and because of the fact that the analogy of the infinite
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to the finite on which the conception of the set of all sub-
sets of a given set is based does not suggest a justification
of it—is left much more uncertain by considerations of
intuitive evidence or plausibility. The role of the Skolem-
Lowenheim theorem in Godel’s and Cohen’s construc-
tions might encourage the idea that the continuum
hypothesis is in fact undetermined. Goédel himself
believes that it is false and hopes that an axiom will be
found which is as evident as the axiom of choice and
which suffices to refute the continuum hypothesis. At
present no one seems to have a good idea of what such an
axiom would be like. It would have to be of a different
character from the usual strong axioms of infinity, to
which the method of Godel’s consistency proof applies.

The question of the continuum hypothesis is thus
very close to the general epistemological question con-
cerning platonism. If the general conceptions of set and
function are given in some direct way to the mind, if, to
echo René Descartes, the idea of the infinite is in one’s
mind before that of the finite, there is no reason to expect
a comparatively simple question like the continuum
problem to be unanswerable. If, on the other hand, the
platonist conceptions are developed by analogies from
the area where we have intuitive evidence, if they are
“ideas of reason” which, without having an intuition cor-
responding to them, are developed to give a “higher
unity” which our knowledge cannot obtain otherwise,
then it would not be particularly surprising if the nature
of sets were left indeterminate in some important respect
and, indeed, could be further determined in different,
incompatible ways.

SUPPLEMENT (2005)

The period since 1967 has seen considerable work in
all areas of the foundations of mathematics. This is most
notable on the mathematical side. These developments
will be discussed before turning to philosophical work.

§5. MATHEMATICAL LOGIC

Of the extensive work since the 1960s, that dealing with
formalized axiomatic theories is most central to the foun-
dations of mathematics, although there might now be
more debate than earlier about the centrality of the
axiomatic method. For some time mathematical logic has
been divided into Proof theory, Model theory, Com-
putability (recursion) theory, and Set theory (see the
entries on those subjects), although of course there are
important interconnections. Model theory and com-
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putability theory are more purely mathematical, although
their methods are important for the other two areas, and
some applications (such as nonstandard analysis) are of
foundational interest.

One upshot of work in Proof theory is that strong
subsystems of classical analysis (second-order arithmetic)
have been analyzed by means that are in some sense con-
structive but much more powerful and abstract than was
envisaged in the early history of the subject. A possibly
clearer foundational gain was achieved by another proof-
theoretic program, which can trace its roots to Hermann
Weyl’s (1918) attempt to reconstruct classical analysis
predicatively. The work of Harvey Friedman, Stephen
Simpson, and others, surveyed in Simpson (1998),
showed that many standard theorems of analysis (and of
other branches of mathematics) can, if suitably formu-
lated, be proved in weak systems. The method of Reverse
mathematics (q.v.) made it possible to calibrate exactly
what axiomatic power was needed to prove a particular
theorem.

The most striking developments have been in set the-
ory, where Paul Cohen’s proof in 1963 of the independ-
ence of the axiom of choice and the continuum
hypothesis touched off an explosion of research. Cohen’s
method of forcing proved of wide applicability. In the fol-
lowing years, many more independence results were
found in all areas of set theory and its applications. In
particular, many classical conjectures were shown both
consistent with and independent of the standard axiom
system ZFC (or ZF in cases where the axiom of choice
sufficed to prove a statement).

This body of work might suggest to a philosopher a
vast indeterminacy in the concept of set or of the universe
of sets, a random-seeming collection of logical relations
among statements independent of ZF or ZFC. However,
there is more order than this picture would suggest. The
existence of important independent statements would
suggest seeking new axioms, and in fact progress has been
made by developing the consequences of two kinds of
new axioms: strong axioms of infinity (axioms asserting
the existence of certain large cardinals) and special cases
of the axiom of determinacy.

The large cardinal axioms that have been studied
have turned out to be linearly ordered by consistency
strength (see §6 of the entry on Set theory), and this has
made it possible to determine the consistency strength of
other independent statements. In particular this is true of
the game-theoretic axiom of determinacy. The assump-
tion PD that the latter holds for projective sets of real
numbers (roughly those definable by quantification over

reals) implied solutions to the classical problems of
descriptive set theory, the study of these sets. PD (and
more) was shown to follow from strong large cardinal
axioms.

Although this result left the continuum problem
untouched, it did show that a program of investigating
new axioms along lines proposed by Kurt Godel in the
1940s could settle an important class of open problems.
The large cardinal axioms implying PD have the desirable
feature that their consequences in second-order arith-
metic cannot be altered by forcing. W. Hugh Woodin’s
(2001) approach to the continuum problem (see §6 of the
entry on Set theory) aims to extend this result to a higher
level. But it is not regarded even by Woodin himself as a
definitive solution, and even the question whether the
continuum hypothesis has a determinate truth-value
remains open.

§6. APPROACHES TO PHILOSOPHY OF
MATHEMATICS

In 1967 philosophy of mathematics was largely ancillary
to logic, and discussion centered either on logical results
or on the earlier foundational programs that had con-
tributed to the development of mathematical logic. Since
then it has become more a subject in its own right. It has
been influenced by the general tendencies moving the
philosophy of science away from logic. In particular, his-
torical studies have assumed a larger role, and many such
studies have been of developments not close to logic.

In the earlier entry, the philosophical problems dis-
cussed concern the analysis of basic mathematical con-
cepts (such as natural number) and the identification and
justification of mathematical principles. The term foun-
dations naturally suggests that focus. But the philosophy
of mathematics can and does contain inquiries of other
kinds. It has been charged with concerning itself only
with elementary mathematics. This charge is not correct;
for example, identifying the axioms required for conclu-
sions in set theory is a matter of high-level mathematical
research, and in general the justification of axioms is not
independent of knowledge of the theories developed
from them.

But it is true that an inquiry into basic concepts and
principles will be selective in its attention to the elabora-
tion of mathematics in current and earlier research. And
one may well seek philosophical understanding of aspects
of mathematical practice of a different kind. One influen-
tial strand of work of this kind is that inaugurated by
Imre Lakatos, particularly in his book Proofs and Refuta-
tions (1976). Lakatos studied a classic theorem of Leon-
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hard Euler (1707-1783) relating the number of vertices,
faces, and edges of a polyhedron and brought to light dif-
ficulties that had been found with proofs of it over a
period of time and the refinements of the statement of
the theorem that had resulted. An underlying idea was
that mathematical knowledge is more fallible than a cer-
tain traditional picture has it, for a different reason from
those that might be suggested by difficulties with basic
principles. For reasons of space, this sort of inquiry will
not be pursued here, but it should be recognized that this
strand of philosophy of mathematics has grown relative
to the whole since 1967.

§7. LOGICISM AND THE NEO-FREGAN
PROGRAM

In §2, much attention is paid to the project of reducing
arithmetic to logic and the analysis of number. Logicism
in its earlier forms has not been revived, but a kind of
neologicism has become an active program. It was
observed that the axioms of arithmetic could be derived
in second-order logic from the criterion (7) in §2.6, with
numerical equivalence defined as in (8). (This is briefly
sketched after (12), but the most difficult case, the proof
that every natural number has a successor, is omitted.)
(7) thus formulated has come (misleadingly) to be called
Hume’s principle (HP). The second-order theory with
the number operator N Fx and HP as a nonlogical axiom
is called Frege arithmetic (FA). In 1983 Crispin Wright
gave the proof that the Dedekind-Peano axioms of
second-order arithmetic are provable in FA using Frege’s
definitions, but this was in essentials proved by Gottlob
Frege and has come to be called Frege’s theorem. Intu-
itively, Frege uses the definition of N Fx in terms of exten-
sions only to derive HP, and then the work is done by that
principle. Richard G. Heck Jr. showed in 1993 that this
was essentially true of Frege’s proofs in Grundgesetze. Sev-
eral logicians showed that FA is consistent if second-
order arithmetic is.

Wright’s neo-Fregean proposal is to take FA as basic
arithmetic. It is a logical construction of arithmetic only
if the notion of cardinal number is a logical notion and
HP is a principle of logic. As a proof that arithmetic is a
part of logic the construction seems to be question-beg-
ging. Still, it generated a lot of discussion by Wright and
others of the status of abstraction principles like HP,
which take an equivalence relation of entities of one kind
as a criterion of identity for entities of another kind.
Wright’s initial idea seems to have been that HP is some-
thing close to a definition, although it is not an explicit
definition and does not meet the usual standard for a
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contextual definition, that it should enable the term
introduced to be eliminated by paraphrase of contexts in
which it occurs. A fatal difficulty for this idea is that HP
can be true relative to a domain of individuals only if the
domain is infinite. Wright and his collaborators contin-
ued to argue that HP is analytic. Others have doubted
that a principle that implies the existence of an infinite
sequence of objects could be analytic. Another difficulty
is that Frege’s inconsistent axiom V is an abstraction prin-
ciple, and other abstraction principles that seem plausible
are either inconsistent or can be satisfied only in a finite
domain.

The program of axiomatizing parts of mathematics
by abstraction principles is of independent logical inter-
est, and work has been done on analysis, and preliminary
work on set theory. Kit Fine (2002) carried out an exten-
sive analysis of abstraction principles, to distinguish those
that introduce inconsistency from those that do not.

§8. PLATONISM

Since World War II, the view that classical mathematics is
seriously threatened by the known paradoxes or by other
unknown ones has virtually disappeared. Platonism as
described in §3 has been widely accepted as a mathemat-
ical method. Taking the language of classical mathematics
at face value, as implying the existence of abstract math-
ematical objects, even forming uncountable and still
larger totalities, and allowing reasoning using both the
law of excluded middle and impredicative definitions, is
probably a default position among philosophers and logi-
cians. This can be called default platonism. It is in relation
to such a view, whether accepting it or rejecting it, that
much of the work in the philosophy of mathematics since
1967 has concentrated on ontological problems. How
might this position be rejected?

§9. CONSTRUCTIVISM

In §3.2, platonism is contrasted principally with con-
structivism. Intuitionism and other forms of construc-
tivism did not accept the reasoning characteristic of
classical mathematics, in the case of intuitionism the law
of excluded middle.

A significant development in this area is the argu-
ment in favor of intuitionist logic based on considera-
tions of the philosophy of language presented by Michael
Dummett (1973). This has, however, had more influence
on discussions of realism as a general philosophy than on
the foundations of mathematics specifically. Important
metamathematical work on intuitionistic theories was
done especially in the 1960s and 1970s. An important
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development is the development of intuitionistic-type
theories that are of much greater expressive power than
traditional intuitionistic theories. That of Per Martin-Lof
(1984) is the most developed. But although intuitionistic
logic has proved to have wide application, intuitionism
has declined significantly as a general approach to math-
ematics, competing with classical mathematics. Another
constructive approach to mathematics, pioneered by
Errett Bishop (1967), has been developed by several
mathematicians. Although it has been more active in the
last generation than intuitionism, philosophers have been
more interested in the latter, perhaps justifiably because
what is philosophically interesting about the Bishop
approach is shared with intuitionism, and L. E. J. Brouwer
and other intuitionists did more to develop philosophical
arguments for their position.

§10. NOMINALISM

The term platonism is also used so that the view contrasts
with nominalism. Since 1980 or so that opposition has
been more prominent among philosophers, especially in
North America. This is perhaps fundamentally due to the
great influence of scientific naturalism on all theoretical
parts of philosophy.

The traditional way in which nominalism rejects
default platonism is by not taking the language of math-
ematics at face value and seeking to paraphrase it in such
a way that commitment to abstract mathematical objects
is avoided. Programs of this kind have been pursued espe-
cially since the 1980s, but it has proved essential to
enlarge traditional nominalist resources in at least one of
two ways: allowing points and possibly regions of space-
time as physical or allowing modality. It is then possible
to reconstruct a considerable amount of classical mathe-
matics, at least if one accepts a controversial thesis of
George Boolos (1998) that his reading of the language of
monadic second-order logic by means of the English plu-
ral does not involve commitment to such entities as sets,
classes, concepts, or pluralities. What has been achieved
in this sort of reconstruction is surveyed in John P.
Burgess and Gideon Rosen, A Subject with No Object
(1997).

A bolder proposal was made by Hartry H. Field
(1980, 1989): Where he parted from default platonism
was in rejecting the view that statements of classical
mathematics, taken at face value with regard to meaning,
are true and even that mathematics aims at truth. He
sought to account for the apparent objectivity of mathe-
matics by viewing it instrumentally, as a device for mak-
ing inferences within scientific theories. The role of truth

is taken over by conservativeness: Given a nominalistic
scientific theory T, a mathematical theory M is conserva-
tive if adding its resources to those of T does not enable
the derivation of conclusions in the language of T that
were not already derivable. This committed him to giving
nominalistic versions of scientific theories, and (with the
previously mentioned assumption about points and
regions of space-time) he was able to give such a version
of the Newtonian theory of gravitation. Difficulties stand
in the way of carrying out this program for modern phys-
ical theories.

§11. STRUCTURALISM

Two related intuitions about modern mathematics are
widely expressed: that it is the study of (abstract) struc-
tures and that mathematical objects have no more of a
nature than is expressed by the basic relations of a struc-
ture to which they belong. The structuralist view of
mathematical objects is a development of the second
intuition. Its relation to default platonism is ambiguous.
Some versions, which can be called eliminative struc-
turalism, reject one part of that view, taking the language
of mathematics at face value, by proposing paraphrases
that eliminate reference to mathematical objects or at
least to the most typical mathematical objects. Others
take the structuralist idea as an explication of what the
reference to objects in standard mathematical language
amounts to. This noneliminative type of structuralism
offers an ontological gloss on default platonism rather
than a modification or rejection of it.

A simple case of an eliminative structuralist analysis
is a translation of the language of second-order arith-
metic into that of pure second-order logic. Suppose A is a
sentence of second-order arithmetic. Since arithmetical
operations such as addition and multiplication are sec-
ond-order definable, it can be assumed that A contains as
only primitives N (natural number), S (successor), and 0.
The structure of the natural numbers is characterized by
a second-order sentence with these primitives, the con-
junction P of these axioms. If A is provable, the sentence
P — A is provable by pure logic. If A is true, it is valid in
the standard semantical sense. One can regard P = A (or
the result of replacing N, S, 0 by variables) as a translation
of A that eliminates reference to numbers. The transla-
tion has the difficulty that if there is no structure satisfy-
ing the axioms, then P > A and P = —A are both
vacuously true. The translation seems to presuppose that
P is satisfiable.

One version of structuralism would allow sets as
basic objects. This would be a natural way of developing
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the first intuition, understanding structures as set-theo-
retic constructs. But a general structuralist view of math-
ematical objects would naturally aim not to exempt sets
from structuralist treatment. At this point modality has
been introduced. In the previous example, the assump-
tion that it is possible that there are N, S, and 0 satisfying
P is sufficient, since P — A can be strengthened to CI(P —
A). The modal structuralism of Geoffrey Hellman (1989)
is a version of eliminative structuralism relying on this
idea. It includes a detailed treatment of set theory. (An
approach had been sketched earlier by Hilary Putnam
[1967].)

What these constructions accomplish depends on
the status of second-order logic, a question that arises
also for the neo-Fregean program and for nominalism.
Concerning this there has been much debate. Regarding
set theory, there is the additional problem that the pre-
supposition of the possibility of the structure is of a
structure of such large cardinality that it could not be wit-
nessed by objects that are in any sense concrete or physi-
cal, so that the claim of the construction to eliminate
reference to mathematical objects can be questioned.

Other versions of structuralism are suggested by
remarks of Willard Van Orman Quine (1969) and of
some earlier writers. Noneliminative structuralisms have
been worked out in some detail by Michael D. Resnik
(1997), Stewart Shapiro (1997), and Charles Parsons
(1990). Concerning these views, there is debate about the
status of structures, as well as about questions about
identity.

§12. ROBUST PLATONISM?

A more robust type of platonism is expressed in Godel’s
remark that “the set-theoretical concepts and theorems
describe some well-determined reality, in which Cantor’s
conjecture must be either true or false” (1964, p. 260).
Such a view would be supported by whatever general con-
siderations support philosophical realism. But something
more is demanded, a certain clarity and unambiguity of
set-theoretical concepts and quantification over sets.
Godel wished to argue that the continuum hypothesis
(CH) must be either true or false, even though he was
unable to determine which. What might reinforce his
claims would be a development (such as the work of
Woodin [2001]) that determines the truth-value of CH.
However, the assumptions of such a result might then be
incorporated into a less robust platonist view. Perhaps the
greater value of Godelian realism is as a regulative princi-
ple: one is more likely to find answers to mathematical
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questions if one assumes at the outset that there are
answers to be found.

That decisive philosophical arguments can be given
for such a realistic stance is unlikely. An alternative is to
say that default platonism applied to mathematics as it
develops represents the limit of what one should claim
about the determinateness of the reality described by
mathematical theories. This would be the application to
mathematics of the naturalistic stance recommended by
Quine in many writings, but without his privileging of
empirical science. Such a view was advanced by Hao
Wang (1974) and more recently by Penelope Maddy
(1997).

Godel’s confidence in set-theoretic concepts has not
been universally shared; in particular Solomon Feferman
(1998, 1999) has defended a skeptical view, influenced by
the earlier predicativist tradition.

§13. EPISTEMOLOGICAL PROBLEMS

In the 1967 entry, the epistemological discussion centered
on the question whether mathematics can be shown to be
a priori. It seems that there has been no decisive advance
on this question, so others will be concentrated on here.

Paul Benacerraf (1973) raised in rather abstract
terms a problem about mathematical knowledge: If
default platonism is true, how can one have mathematical
knowledge? One response would be to start from the fact
that one evidently does have mathematical knowledge
and then question the assumptions that generate the
problem. One assumption made in Benacerraf’s original
formulation, the causal theory of knowledge, is relatively
easy to reject. To demand a causal relation between
objects referred to in a proposition for knowledge of that
proposition seems to stack the deck in advance against
abstract objects, and the causal theories that were current
when he wrote have not stood up well in general episte-
mology. But one can see the problem in more general
terms: Can one give an epistemology for mathematics
that is naturalistic? The most fruitful approach might
then be to examine actual mathematical knowledge and
to consider what sort of explanation of it makes sense and
whether it then meets some standard of naturalism.

No explicit program of this kind has been carried far.
One place where one might naturally look for naturalis-
tic explanation is psychology, and there has been a con-
siderable amount of research on the development of
concepts of number in young children. Although the
questions are often framed in terms of the concept of set,
it is not clear that that is essential or that ontology is at all
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central to the formulation of the problems. It can be
argued that mathematical ontology only arises at a more
advanced state of the development of mathematical com-
petence than the children investigated have reached.

When one does consider even the mathematics
taught in elementary college courses, then what one has
to go on is history and the reflection of mathematicians
(and sometimes philosophers) on the justification of
their claims. That some basic statements and inferences
are rationally evident seems an inescapable assumption.
Examples would be simple logical inferences and the
most elementary axioms of set theory, such as the pairing
axiom. It does not mean that this evidence does not get
crucial reinforcement from the development of theories
based on these evident starting points or that the latter
can never be revised in the light of the further develop-
ment of knowledge. Other assumptions might become
evident when an edifice of knowledge has been built up;
that might be true of higher-level set-theoretic axioms
such as power set and choice. What possible explanations
of rational evidence would count as naturalistic is a ques-
tion that has not been much explored. But now any
grounds for holding that no acceptable explanation is
possible would have to rely on a priori presuppositions.

A less abstract and perhaps more interesting episte-
mological question arises particularly for higher set the-
ory. It is suggested by the indispensability argument
mentioned earlier. Whatever one thinks of rational evi-
dence in general, it is already diminished when one
reaches the usual axioms for the mathematics applied in
science, as is indicated by the issues about the law of
excluded middle raised by Brouwer, and those about
impredicativity raised by Poincaré (1908) and Weyl
(1918, 1919). However, a long history of successful appli-
cation convinces one, for example, that the classical
mathematics of the continuum is necessary for science
and at least as well established as basic physics itself. This
is the claim made by the indispensability argument, and
it had been suggested earlier by Bertrand Russell and then
Godel that axioms could derive their evident character
from the theory they give rise to. Among the applications
of mathematics, however, are those within mathematics.
Godel’s view apparently was that much of mathematics
(including some higher set theory) could be seen to be
evident in an a priori way, not contaminated by evidence
derived from application in empirical science. However,
particularly in higher set theory axioms could obtain
additional justification through the theories constructed
on their basis, and such justification would be possible for
stronger axioms, such as the stronger large cardinal

axioms that have been proposed, where a convincing
intrinsic justification is not available.

Godel’s view and the indispensability argument have
in common that the justification of mathematical axioms
can rest at least to a certain degree on their consequences.
However, for Godel this is compatible with the status of
mathematics as rational knowledge independent of expe-
rience, whereas for the main proponents of the indis-
pensability argument, Quine and Putnam (1971), it is
not. The indispensability argument clearly runs out
before higher set theory. Empirical science makes no use
of it, and indeed it has been argued that from the proof
theorist’s point of view the mathematical theories that are
applied in science are weak.

Since few are satisfied with intrinsic justifications for
the strongest axioms of infinity, and little such justifica-
tion is claimed for determinacy axioms, the accepted
solution to the classical problems of descriptive set theory
rests on assumptions whose justification depends on the
theory they give rise to (see Martin 1998). The same
would have to be admitted for any solution to the contin-
uum problem that can be expected in the forseeable
future.

§14. HISTORICAL STUDIES

Practically every aspect of the history of the foundations
of mathematics has seen some intensive scholarly study
in the period since 1967. With respect to Immanuel Kant,
a decisive development was Michael Friedman’s Kant and
the Exact Sciences (1992), which integrated Kant’s philos-
ophy of mathematics with his philosophy of physics and
gave the strongest version of the logical view of the role of
intuition in mathematics pioneered by Evert Willem Beth
(1959) and Jaakko Hintikka (1974). Younger scholars
have followed up Friedman’s work, often criticizing
aspects of it. In particular they have explored the relation
of Kant’s thought about mathematics to the mathematics
of his own time and earlier and to the philosophy of his
immediate predecessors.

One strand of work on Frege, of which Boolos and
Heck (see Demopoulos 1995) have been the leaders, has
worked out perspicuously the mathematical content of
Frege’s work, particularly in Grundgesetze. Another strand
has emphasized his conception of logic and how it differs
from our own conception of logic. A third has drawn
connections of Frege to nineteenth-century develop-
ments in mathematics, particularly geometry.

The foundations of mathematics as an object of spe-
cial study arose from the revolution in mathematics in
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the nineteenth century, particularly developments in its
second half: the rigorization of the methods of analysis,
the beginning of set theory and of abstract methods, the
rise of modern logic, and the role assumed early in the
twentieth century by the paradoxes. Every aspect of this
development has been the subject of scholarly study. The
same holds of later developments such as Russell’s logic,
Brouwer’s intuitionism, the Hilbert program, and the
work of the Vienna Circle. Space does not permit describ-
ing this work, but in the bibliography selective references
have been given.

See also Aristotle; Brouwer, Luitzen Egbertus Jan; Cantor,
Georg; Carnap, Rudolf; Church, Alonzo; Construc-
tivism and Conventionalism; Descartes, René; First-
Order Logic; Frege, Gottlob; Geometry; Godel, Kurt;
Godel’s Theorem; Hilbert, David; Infinity in Mathe-
matics and Logic; Intuitionism and Intuitionistic
Logic; Kant, Immanuel; Knowledge, A Priori; Logic,
History of; Logical Paradoxes; Mill, John Stuart; Modal
Logic; Neo-Kantianism; Neumann, John von; Nomi-
nalism, Modern; Peano, Giuseppe; Poincaré, Jules
Henri; Proof Theory; Quantifiers in Formal Logic;
Quine, Willard Van Orman; Realism and Naturalism,
Mathematical; Russell, Bertrand Arthur William;
Second-Order Logic; Set Theory; Structuralism, Math-
ematical; Tarski, Alfred; Turing, Alan M.; Types, Theory
of; Weyl, (Claus Hugo) Hermann; Whitehead, Alfred
North; Wittgenstein, Ludwig Josef Johann.
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MATHER, COTTON
(1663-1728)

Cotton Mather, scholar, clergyman, and author, was the
oldest son of Increase Mather, one of the leading figures
in the Puritan theocracy in Massachusetts. The younger
Mather was so precocious that he entered Harvard Col-
lege at the age of twelve and was graduated at fifteen.
Because he stammered, he felt unqualified to preach and
therefore began to study medicine. After a few years, how-
ever, he overcame his speech handicap and became the
assistant to his father at the Second Church, Boston.
Ordained in 1685, he remained in the service of the Sec-
ond Church for the rest of his life.

Mather was disappointed in many of the major
quests of his life. Partly because he associated himself
politically with the unpopular royal governor, Sir William
Phips, partly because of the diminished prestige of the
Puritan clergy, and partly because of his own often
unpleasant personal qualities he lost the power to wield
significant influence in public affairs. When he greatly
desired to succeed his father, who retired in 1701 as pres-
ident of Harvard College, he was not selected. Convinced
that Harvard no longer represented the true Calvinist

MATHER, COTTON

faith, he threw himself energetically into the foundation
of Yale College, but its presidency was not offered to him
until 1721, when he declined the position because of his
age.

Mather’s intellectual attitudes during his earlier years
were extremely narrow, for he moved within the confines
of a strict Puritan worldview; later, however, he became
more tolerant of the differing beliefs of others. Finally,
especially in his Christian Philosopher (1721), he moved
close to the natural religion characteristic of the Age of
Reason. He interpreted the theological doctrine of divine
Providence in philosophical terms by asserting that the
order of the universe was planned for man’s good by an
all-wise, all-good God. Man’s appreciation of natural
Beauty and his application of reason to observations
drawn from nature are sufficient to prove the existence
and beneficence of God. His scientific communications
to the Royal Society of London led to his election as a fel-
low in 1713, one of the first Americans to be so honored.
He was one of the earliest in the colonies to advocate
inoculation against smallpox, and he ably defended his
position in several pamphlets. The change in his mental
attitude thus epitomizes the alteration in the intellectual
life that pervaded his milieu.

Nowhere is this duality more apparent than in
Mather’s involvement in the witchcraft epidemic in
Salem. He attempted to make a “scientific” study of the
cases, but he came to the conclusion that they could be
treated by prayer and fasting. He warned the judges in
witchcraft trials to proceed very cautiously against the
suspects and to be particularly careful in admitting “spec-
tral evidence,” yet in his Wonders of the Invisible World
(1693) he argued that the verdicts in the Salem trials were
justified. By 1700, however, he changed his mind about
the fairness of the trials. In regard to the suspicion of
witchcraft, as in other respects, Mather stood uneasily
between traditional faith and the new scientific outlook.

See also Philosophy of Religion, History of; Scientific
Method.
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MATTER

The term “matter” and its cognates (“material,” “material-
ist,” “materialistic,” and the like) have played active parts
in philosophical debate throughout intellectual history.
Natural philosophers have studied material objects and
contrasted them with such immaterial agencies as energy
and fields of force; metaphysicians and mathematical
philosophers have distinguished the material or tangible
aspects of things from their formal or intangible aspects,
their physical properties from their geometrical ones.
Again, the terms “matter” and “material” have played a
humble part not only in science but also in moral philos-
ophy and even theology. Matter has thus been placed in
opposition to life and mind, soul and spirit, and a preoc-
cupation with worldly pleasures and bodily comforts, as
opposed to the “higher” pleasures of the mind, has been
condemned as “materialistic” and unworthy of spiritual
beings. In thinking about matter, accordingly, the ques-
tion of how far—if at all—these various distinctions can

actually be justified and reconciled must always be borne
in mind.

This question immediately poses a historical prob-
lem, for ideas about matter have not been static. On the
contrary, they have been subject to continual develop-
ment, and it is highly doubtful whether one can isolate a
single concept of matter shared by, say, Anaximander and
Thomas Aquinas, Democritus and René Descartes, Epi-
curus and Albert Einstein. Thus, for instance, a seven-
teenth-century philosophical thesis about the relations
between mind and matter must be interpreted in relation
to seventeenth-century ideas about physics and chem-
istry. Such a thesis can be transplanted into the intellec-
tual environment of the twentieth century only by taking
into account changes in the fundamental concepts of sci-
ence during the intervening years. We must therefore
consider how the concept of matter has been progres-
sively refined and modified in the course of intellectual
history.

GREEK PHILOSOPHY

As far as we can judge from the surviving texts and the
testimony of Aristotle, the idea of a constituent or mate-
rial ingredient (hyle) common to things of all kinds was a
central concept of the Ionian school of philosophy. The
Ionian philosophers, beginning with Thales of Miletus,
disagreed about the nature of this common ingredient.
Some likened it to water, others to air or breath, others to
fire; some insisted that it could have no properties analo-
gous to those of any familiar substance but must be
entirely undifferentiated or unlimited. Yet they agreed, at
any rate, in their statement of the basic philosophical
problem: “What universal, permanent substance under-
lies the variety and change of the physical world?”

It would be a mistake, however, to think of the Ioni-
ans as materialists in the modern sense. As they conceived
it, the universal material of things was far from being
brute, inorganic, passive, mindless stuff intrinsically
devoid of all higher properties or capabilities. Water, for
instance, was, for them, not a sterile, inorganic chemical
but a fertilizing fluid, and in their system it was quite
open to consideration whether the basic stuff of the
world might not be provided by either spirit (pneuma) or
mind (nous). At this initial stage in philosophical specu-
lation, indeed, the questions preoccupying philosophers
cut across many of the distinctions that later generations
were to treat as fundamental.

We first find these distinctions being drawn explicitly
and insisted on by the Athenian philosophers, following
the examples of Plato and Aristotle. For instance, Plato
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and his fellow mathematicians at the Academy explained
the properties of homogeneous material substances in
one way, those of organized, functional systems in
another. Like the Sicilian philosopher Empedocles, they
classified material substances into four contrasted states
or kinds—solid (earth), aeriform (air), liquid (water),
and fiery (fire)—but they added a novel mathematical
theory to account for the contrasted properties of these
four kinds of substance. Each kind, they supposed, had
atoms of a distinct geometrical shape, and they hypothet-
ically identified these shapes with four of the five regular
convex solids—tetrahedron, cube, octahedron, and icosa-
hedron—whose mathematical properties had been stud-
ied by Plato’s associate Theaetetus. (The fifth solid, the
dodecahedron, they associated with the twelve constella-
tions of the outer heavens.) The characteristic properties
of organisms, on the other hand, they explained in func-
tional rather than material terms. The form of any bodily
organ must be accounted for as reflecting its role in the
life of the organism; this form should be thought of as
created specifically to perform a particular function as
effectively as the available materials permitted.

Aristotle went further. He distinguished sharply
between the material substance of which an object was
composed and the form imposed on it, and he questioned
whether the characteristic properties of any substance or
system could be usefully explained in either atomistic or
geometrical terms. In order to understand the properties
and behavior of any individual object, it was first neces-
sary to recognize it as an object of a particular kind. Each
kind of object existing in nature had properties deter-
mined by its own special form or essence, so that any uni-
versal primary stuff (hyle) must be devoid of any
particular distinguishing characteristic. For Aristotle and
his followers the problem of distinguishing substances
became primarily a matter of taxonomy, of qualitative
classification, rather than a quantitative, physicochemical
problem. Weight, from this point of view, was just one
possible quality among others. Aristotle’s views went
beyond those of Plato in one other respect that was to
have profound implications for cosmology. He drew a
clear distinction between the sublunary world, whose
objects were composed of the four terrestrial elements—
earth, air, fire, and water—and could be created and
destroyed, and the superlunary or celestial world of the
outer heavens, whose inhabitants were composed of the
quintessence (fifth essence) and exempted from change
and decay. Of all terrestrial things only the souls of
rational beings in any way shared this immutability.

MATTER

LATER CLASSICAL AND MEDIEVAL
PERIODS

Subsequent philosophers—whether in Hellenistic
Alexandria (200 BCE-550 CE), the Islamic centers of
learning (650-1150), or the newly founded universities of
western Europe (950-1500)—introduced a number of
variations into the debate about matter without adding
any fundamentally new themes. For both the Stoics and
the Epicureans, ideas about matter were closely associated
with religious beliefs. Epicurus and his followers—
notably, the Roman poet Lucretius—developed the more
fragmentary speculations of Democritus and Leucippus
about the atomic structure of matter into a complete
philosophical system. But the atoms of the Greek philoso-
phers differed from those of nineteenth-century Euro-
pean science in three crucial respects. First, they had an
indefinitely large range of sizes and shapes instead of a
limited number of fixed forms, one for each chemical
“element.” Next, they interacted only by direct contact or
impact rather than by exerting forces of attraction or
repulsion on one another. And, finally, they existed in
special varieties—atoms of magnetism, of life, of mind,
and of soul—to explain all sorts of activities—physical,
biological, psychological, and even spiritual. The colli-
sions and conjunctions of these atoms were regarded by
Epicurus as an autonomous physical process, for his fun-
damental aim was to attack any belief in external inter-
ference by divine agencies in the affairs of the natural
world.

The Stoics, such as Zeno of Citium and Chrysippus,
rejected atoms in favor of three kinds of continuous phys-
ical medium or spirit (pneuma) for both scientific and
religious purposes. The pneuma was an integrative
agency, analogous to a field of force, capable of maintain-
ing a stable pattern of properties and behavior in a phys-
ical system; in addition, it was capable of existing in
separation from the solid and liquid frame of the “body”
and could probably be identified with the soul. Instead of
rejecting the traditional deities, like the Epicureans, the
Stoics reinterpreted them as incorporeal agencies compa-
rable to the pneuma. Yet though the Stoics and the Epi-
cureans differed about many things, they agreed that
every agency capable of producing physical effects—even
the mind—must be regarded as a material body (soma).
As a result for Lucretius pure mind was composed of very
smooth and mobile atoms; for Chrysippus it consisted of
undiluted fire.

The alchemical philosophers, for their part, intro-
duced an experimental element into the study of matter.
Beginning with the Democritean Bolos of Mendes (c. 200
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BCE), going on through Maria the Jewess and Zozimos of
Alexandria (second and third centuries CE), the
alchemists exploited the traditional craft techniques of
the Middle Eastern metallurgists, dyers, and jewelers and
attempted to find ways of separating and isolating the
essences or spirits in things. In this way they were led to
contrast volatile and chemically active substances, such as
alcohol and ether (spirits), with solid and passive ones,
such as earths and calces (bodies). The association of the
soul and the body in living creatures was thus treated as
analogous to the association of volatile and gaseous with
solid and earthy substances in a chemical compound.
When freed from this association, incorporeal spirits nat-
urally tended to rise toward the heavens and corporeal
bodies to sink to the earth, a fact that apparently harmo-
nized with the traditional Aristotelian contrast between
the celestial and terrestrial worlds.

Nevertheless, philosophers and theologians in the
strictly orthodox Aristotelian tradition rejected Stoic,
Epicurean, and alchemical ideas as being excessively
materialistic. In their view the soul was not in any way a
subject for chemical or quasi-chemical speculation. The
forms or essences of things were not themselves com-
posed of any material stuff, even of the highly tenuous
kinds conceived by the Stoics and alchemists. Accord-
ingly, for Thomas Aquinas and the other philosophers of
the high Middle Ages, the relation between matter and
form was a problem in metaphysics or theology rather
than one in natural philosophy.

NEW THEORIES: 1550-1750

Thus, the revival of the physical sciences during the
Renaissance started from a position in which no single
doctrine about the nature of matter was clearly estab-
lished and generally accepted. All supporters of the new
mechanical philosophy were attracted to an atomistic or
corpuscular view of matter, but most of them took care to
dissociate themselves from the original atomistic doc-
trines of Democritus and Epicurus, which were still sus-
pected of having atheistical implications. Thus, Johannes
Kepler explained the crystalline structure of snowflakes
by reference to a geometrical theory of atoms modeled on
that of Plato, Galileo Galilei embraced atomism as a phys-
ical embodiment for the points of geometry, and
Descartes treated all matter as corpuscular in structure, at
the same time denying the theoretical possibility of a void
or vacuum. All of them regarded such mechanical inter-
actions as collisions as the basic model for physical
processes and sought to build up a theory of forces

(dynamics) capable of explaining the established general-
izations about the motions of physical objects.

However, attempts to work out an effective and com-
prehensive system of physical theory without going
beyond the categories of atomism inherited from the
Greeks encountered a number of difficulties. These
sprang ultimately from the dual axiom that any agency
capable of producing physical effects must be composed
of a corresponding type of material object and that these
objects could influence one another only by direct
mechanical action, which required that the bodies be in
contact. To deny the first half of this axiom implied
accepting the notion of nonmaterial physical agencies; to
deny the second implied accepting action at a distance.
Both these notions were widely rejected as being incom-
patible with sound natural philosophy.

The immediate outcome of this dual axiom was to
commit the advocates of the new mechanical corpuscular
philosophy to a proliferation of new kinds of atom—for
instance, magnetic, calorific, and frigorific corpuscles—
introduced to account for the corresponding physical
phenomena of magnetism, heat, cold, and so on.
Although some philosophers, including Descartes, saw
the possibility of cutting down the types of atoms—for
example, by explaining heat as a consequence of the
internal agitation of the material atoms composing hot
bodies—even Descartes felt bound to accept that light,
magnetism, and the like were carried by subtle fluids
made up of corpuscles of insensible weight. Matter, he
declared, came in three kinds, of which only “third mat-
ter” was subject to gravity and thus had any weight.

An indirect but even more profound outcome of the
corpuscularian axiom was to support Descartes’s funda-
mental division between mind and matter as absolutely
distinct substances. The least plausible element in tradi-
tional atomism had been its psychology. Christian theol-
ogy had added its own objections to any explanation of
mental activity that regarded the mind as composed of
atoms, no matter how light or mobile, for this, it was gen-
erally agreed, came perilously close to denying the
immortality of the soul. The new physical science of the
seventeenth and eighteenth centuries accordingly limited
its aim. The realm of nature consisted of material bodies
interacting mechanically by contact and impact and
could be studied by science. The realm of spirit—includ-
ing, at least, the intellectual activities of human beings—
was a distinct and separate object of speculation to which
the categories of physical science were not directly rele-
vant. Much of the debate in subsequent epistemology can
be traced to this point.
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Accordingly, for two hundred years beginning
around 1700, the concept of matter kept a central place in
physical theory but was set aside as irrelevant to the study
of mind. In physics the first major break with traditional
ideas came through the work of Sir Isaac Newton. By his
theories of dynamics and gravitation, Newton established
a sharp distinction between material objects in a strict
sense, whose mass conferred on them both inertia and
weight, and forces, which were a measure of the way in
which material objects interacted rather than a special
kind of material thing. In the case of gravity, as he showed
in his Philosophiae Naturalis Principia Mathematica
(1687), these forces had to be supposed capable of acting
over distances of many million miles, though Newton
himself was inclined to believe that some invisible
mechanical link existed by which the sun, for instance,
exerted its gravitational action on the planets. In the later
editions of his Opticks (especially those published after
Gottfried Wilhelm Leibniz’s death in 1716) he extended
this idea to explain other physical phenomena. Electrical,
magnetic, and chemical action also, he argued, might
prove to be manifestations of forces of attraction and
repulsion acting across the spaces between the massive
corpuscles of bodies. Thus, the traditional system of
atoms and the void was amended to become a theory of
material corpuscles interacting by centrally directed
forces.

CLASSICAL PHYSICS

Newton’s program for natural philosophy made its way
only slowly to begin with, but it met with no grave check
until the late nineteenth century. At first, his insistence on
mass as the essential property of matter was not found
universally convincing. Others continued to regard exten-
sion, impenetrability, weight, or the capacity to produce
physical effects as the indispensable criterion. As a result,
throughout the eighteenth century there was an element
of cross-purposes in debates about the corporeal nature
of, for example, light and fire. Two developments partic-
ularly helped to clarify the intellectual situation and
established the Newtonian categories as the basis of phys-
ical science. First, Antoine Lavoisier and his followers—
John Dalton—demonstrated that the
phenomena of chemistry as well as those of physics could

notably,

be unraveled on the assumption that all genuine material
substances possessed mass and were composed of cor-
puscles or atoms. Second, the mathematical work of
Leonhard Euler and his successors transformed Newton’s
account of forces of attraction and repulsion into the
modern theory of fields of force.

MATTER

After 1800, then, physical scientists went ahead rap-
idly with the experimental and mathematical work that
culminated in the so-called classical physics and chem-
istry of the late nineteenth century. In this system the
agents responsible for physical action were divided into
two sharply contrasted categories. On the one hand, there
was matter; this consisted of massive atoms that com-
bined to form molecules in accordance with the princi-
ples of chemical combination. The mechanical energy
associated with the motion of the molecules within any
body accounted for its temperature; the fields of force
between them explained gravitational, electric, and mag-
netic attraction and repulsion. On the other hand, there
were those agencies—such as light and radiant heat—
that apparently lacked both mass and weight and that
were transmitted in the form of waves across the empty
space between the material atoms. Gravitation apart,
these various agencies turned out, as was shown by James
Clerk Maxwell’s electromagnetic theory of light, to be all
of one general kind. By combining the established theo-
ries of the electrical and magnetic fields of force into a
single mathematical system having the same degree of
generality as Newton’s dynamics, Maxwell demonstrated
that electromagnetic waves would share the known prop-
erties of light and radiant heat and would move across
space with the same velocity that had actually been meas-
ured in the case of light. This interpretation gained
greatly in strength when Heinrich Hertz used an inter-
mittent electrical spark to produce artificial electromag-
netic waves, the so-called radio waves.

Though devoid of mass, these various forms of radi-
ation nevertheless carried energy. Numerically, the sum
total of all forms of energy in any isolated system (like the
sum total of the masses of all the material bodies
involved) was apparently conserved unchanged through-
out all physical and chemical changes. As a result it
seemed for several decades that the whole of natural phi-
losophy could successfully be built on the central distinc-
tion between matter and energy and on the two
independent axioms of the conservation of mass and the
conservation of energy. Thus, Newton’s program for
physical science came close to being finally fulfilled in
classical physics and chemistry.

TWENTIETH-CENTURY
RECONSIDERATIONS
This intellectual equilibrium was short-lived. As Sir John
Squire put it:
Nature and all her Laws lay hid in Night.
God said “Let Newton be, and all was Light.”
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MATTER

It could not last. The Devil, shouting “Ho!
Let Einstein be,” restored the status quo.

To do Einstein justice, the difficulties in the classical sys-
tem that he resolved had been considered residual embar-
rassments for some time, and many of the conceptual
changes for which he argued have since established them-
selves as indispensable features of physical theory. Still,
they did undoubtedly have the effect of blurring the
sharp distinctions and tidy certitudes of nineteenth-cen-
tury science.

The effect of these conceptual changes on our con-
cept of matter has been profound. Physicists have been
compelled to reconsider and modify all the fundamental
planks in the program enunciated for natural science by
the mechanical philosophers of the seventeenth century.
To begin with, Einstein displaced the seventeenth-century
model of mechanical action as the universal pattern for
intelligible physical processes by a new model based on
electromagnetic theory. The embarrassments facing
physicists in the 1890s arose, he showed, from a mathe-
matical conflict between Maxwell’s theory of electromag-
netism and the mechanics of Galileo and Newton.
Einstein circumvented these difficulties in his theory of
relativity by giving priority to the theory of electromag-
netic fields and by amending the principles of Newtonian
mechanics to conform to the Maxwellian pattern. As a
result the attitudes of a representative late nineteenth-
century physicist, such as William Thomson, Lord Kelvin
(who declined to accept Maxwell’s theories, declaring that
he could embrace a physical explanation of a phenome-
non wholeheartedly only if he could make a mechanical
model to demonstrate it), have since come to seem exces-
sively narrow.

As a result of this initial change, however, certain
other fundamental elements in classical physics have had
to be called in question. The absolute distinction between
matter and energy, for instance, has gone by the board. It
now appears that any quantity of energy (E) is in certain
respects equivalent to a proportional quantity of mass (m
= E/J, where ¢ is Maxwell’s constant, equal to the meas-
ured velocity of electromagnetic radiation); that for the-
oretical purposes the twin conservation principles of
nineteenth-century physics and chemistry should be
joined in a single axiom, according to which the sum total
of energy and mass (combined according to the formula
E + mc*) was conserved in all physical processes; and that
in appropriate circumstances a quantity of electromag-
netic energy can be transformed into the corresponding
quantity of matter or vice versa. This implication was
confirmed in the 1930s from a detailed study of individ-

ual actions between atomic nuclei and other particles,
and it was dramatically reinforced by the explosion of the
first atomic bombs, whose energy was derived from the
marginal loss of mass involved in the nuclear fission of
such heavy elements as uranium.

Meanwhile, the earlier contrast between matter,
which was assumed to exist in discrete atomic units, and
radiation, which traveled in the form of continuous
waves, was under criticism for quite different reasons.
First, Max Planck showed that bodies exchanged light-
energy in the form of bundles or wave-packets. Einstein,
going further, argued that electromagnetic energy always
existed in the form of these photons. Then, in the early
1920s, Louis de Broglie put forward the idea that the
subatomic particles into which Niels Bohr and Ernest
Rutherford had analyzed the fundamental material units
of earlier chemistry might themselves manifest some of
the properties of wave-packets. This was confirmed in
1927, when it was shown that a beam of electrons passed
through a crystal lattice produced a diffraction pattern
just as a beam of light of the corresponding wavelength
and velocity would have done. By the 1960s it began to
appear that matter-particles might differ from the
energy-packets of light or other kinds of radiation only in
having part of their energy frozen in the form of inertial
mass.

Finally, the theory of quantum mechanics, first for-
mulated between 1926 and 1932 by Werner Heisenberg,
Erwin Schrodinger, and P. A. M. Dirac, has radically
undercut one last presupposition, which had underlain
physical science since the time of Galileo. From 1600 on,
the fundamental units of matter—whether called corpus-
cles, particles, or atoms—had been regarded as intrinsi-
cally brute, inert, and passive. They might be constituted
in such a way that they are capable of exerting forces on
one another by virtue of their relative motions and posi-
tions, but one had to seek the ultimate source of this
capacity—as of their motion—in God who created them.
(This was one point on which Newton, Descartes, and
Maxwell all agreed.) Since 1926 the final unit of analysis
in physics has ceased to bear any serious resemblance to
these inert corpuscles. Instead, the quantum physicists
begin with certain wave functions or eigenfunctions,
which characterize the activity of, say, an electron or an
atom as much as they do its structure and position. Just
as mass has ceased to be entirely distinct from energy, so
the particles of Newton’s physics have ceased to be
absolutely distinct from the forces of attraction and
repulsion acting between them. On the contrary, accord-
ing to the principles of contemporary physical theory,
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every kind of fundamental particle—whether of matter
or energy—should be associated with a corresponding
mode of interaction and force field. Photons, electrons,
mesons, nucleons—all these have a dual aspect, being
characterized partly by their inertial mass or intrinsic
energy and partly by their pattern of interaction with the
environment. One outstanding and at present unsettled
question is whether the transmission of gravitational
forces, from which the whole notion of a field began, also
involves the propagation of particles (“gravitons”) at a
finite speed. If it proves that “gravitons” do in fact exist
and travel at the same speed as photons, this will tie up
one of the more notorious loose ends of mid-twentieth-
century physics.

IMPLICATIONS OF NEW THEORIES

Today almost all the axioms of earlier natural philosophy
have been qualified, if not abandoned. Mass has ceased to
be the essential, unalterable characteristic of all physical
objects and now appears to be one variant of the wider
category of energy. No longer can any determinate
amount of this energy be localized with absolute preci-
sion (Heisenberg’s principle), and we are left with a pic-
ture of a natural world whose fundamental elements are
not so much passive bricks as units of activity. This trans-
formation—as Samuel Sambursky has argued—involves
a reaction against the axioms of seventeenth-century
physics as radical as the Stoics’ rejection of the atomism
of Epicurus. Indeed, Sambursky points out, there is a
strong parallel between the two reactions. As in the Stoic
theory, physicists today also consider matter essentially
active rather than passive and explain its behavior as the
outcome of patterns of energy and excitation associated
with any given state or condition.

The full implications of this change for our other
ideas are beginning to become apparent only now. In
biology, at any rate, a considerable change has come
about since 1950 by the extension of physical theories
about molecular structure into the fields of genetics,
embryology, and bacteriology. Here the intimate associa-
tion of structure and function characteristic of modern
subatomic theory is reproduced in the association of spe-
cific biological activities with particular configurations
(and, thus, eigenfunctions) of the complex molecules
involved. The extensions of the new ideas about matter
into the theory of organic development and human
behavior are still at a speculative stage.

This much can, however, be said. During the cen-
turies that have elapsed since the revival of natural phi-
losophy at the Renaissance, the concept of matter has

MATTER

changed its character quite fundamentally. In the present
state of scientific thought, accordingly, all earlier ques-
tions about, for instance, the relation of matter, life, and
mind need to be entirely reconsidered. When, for
instance, Descartes classified matter and mind as distinct
substances, he was putting the concept of mind and men-
tal activities in opposition to a concept of matter as inert
extension, a concept that is now discredited. To that
extent the extreme dualism of Descartes’s philosophy has
been not so much refuted by later science as made irrele-
vant; its categories no longer fit our situation.

Similarly, other long-standing debates concerning,
for example, the reality of the material world or the rela-
tion between material objects and our sensations will
need to be reappraised in the light of changes in our con-
cept of matter. But this is a task for the future.

See also Anaximander; Aristotle; Atomism; Bohr, Niels;
Chrysippus; Descartes, René; Dynamism; Empedocles;
Energy; Epicurus; Einstein, Albert; Ether; Galileo
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Miletus; Thomas Aquinas, St.; Zeno of Citium.
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MATTHEW OF

ACQUASPARTA
(c. 1237-1302)

Matthew of Acquasparta, the Italian Franciscan scholastic
philosopher and theologian, was born in Acquasparta,
near Todi in Umbria, possibly of the illustrious Ben-
tivenghi family. In 1254 he entered the Franciscan order,
and about 1268 he began studies at the University of
Paris, where he was profoundly influenced by Bonaven-
ture’s system. Matthew was lector in the Studium Gen-
erale at Bologna (at least for the year 1273-1274), and in
1276 he became master in theology at Paris. From 1279 to
1287, he was lector Sacri Palatii in Rome, succeeding John
Peckham. He was general of the order from 1287 to 1289.
In 1288 he was made cardinal, and in 1291 he was named
bishop of Porto and Santa Rufina. Matthew died at Rome,
where he is buried in the church of Ara Coeli.

DOCTRINE

Matthew taught and wrote during the time of conflict
between the Augustinian—Franciscan doctrinal tradition
and the rising Thomistic Aristotelianism. In this far-
reaching controversy he proved himself to be exception-
ally well-versed in Augustine’s doctrines and in general a
faithful follower of Bonaventure. Although he incorpo-
rated a few Aristotelian elements, Matthew’s system in its
entirety shows that he was among the purest adherents of
Augustinianism in the last quarter of the thirteenth cen-
tury. He had a calm, balanced mind, a sober style, and an
exact manner of formulating his ideas. In discussion he
was generally modest and perceptive. With these qualities
he often achieved, at least in his Quaestiones Disputatae de
Fide et de Cognitione, a level comparable to that of the
greatest thinkers of his age.

In his theory of knowledge Matthew taught that our
intellect knows the individual object not only by reflec-
tion, as St. Thomas Aquinas held, but also by a direct per-
ception, which precedes the formation of an abstract
idea. By virtue of this perception, the intellect forms a
species singularis of the concrete object with all the rich-
ness of detail it possesses in reality. In this way the mind
prepares for knowledge of the essence of the object. Sim-
ilarly, the soul knows its own existence and habits not
only by reasoning and by reflection but also by a direct
and intimate intuition. In Quaestiones Disputatae de Cog-
nitione, Matthew presented a personal solution to the
controversial question of the activity of the knowing sub-
ject. Rejecting the impressionism of Bonaventure and
Thomas Aquinas, the innatism of Thomas of York and
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Roger Bacon, and the pure activism of William of
Auvergne and John Peckham, Matthew defended a semi-
activism, not an occasionalism. Whereas according to
pure activism the species intentionalis is completely (mat-
ter and form) caused by the knowing subject, according
to Matthew the matter comes from the object, the form
from the subject. This opinion, however, was soon con-
tested by Roger Marston as contradicting both Aristotle
and Augustine.

Matthew defended the theory of divine illumination
almost in the same manner as did Bonaventure. The
purely human faculties for knowing the extramental
world do not give us either clear understanding or cer-
tainty. We need the aid of the divine rationes aeternae
(divine ideas) to illuminate our mind during the process
of knowledge. God is not simply the creator of human
intelligence; he also conserves it and concurs in each of its
actions. This collaboration of God by means of the divine
illumination is possible because man in his mind bears a
special likeness to his creator. Our intellect is illumed by
the divine light that contains the eternal ideas and is the
ground of all created beings. The divine light is not the
object itself of our knowledge but the moving principle
that leads us to the true knowledge of the created world.
Following the Augustinian doctrine, Matthew believed
that the object of knowledge never determines the elec-
tion of the will.

Among Matthew’s other philosophical theses, the
following are worthy of mention. Matthew, like Bonaven-
ture, rejected the possibility of a creation from eternity;
the spiritual beings (souls and angels) are necessarily
composed of matter and form, because if they were com-
posed simply of essence and existence (as Thomas
Aquinas taught), this would not account for their contin-
gency. Also, the process of coming to existence must be
explained by the Augustinian theory of the rationes semi-
nales. The “being body” (esse corporale) constitutes a plu-
rality of forms. The two elements of the beings, matter
and form, are together the cause of individuality.
Matthew upheld the Ontological Proof of the existence of
God; he also argued that the knowledge of God that we
attain through faith is compatible with scientific knowl-
edge. Matthew was particularly interested in problems
concerning the relations between the natural order and
the supernatural order.

IMPORTANCE

Matthew is undoubtedly to be ranked among the great
scholastic thinkers. His importance, however, lies not so
much in the originality of his thought as in the fact that

MATTHEW OF ACQUASPARTA

he is, after Bonaventure, the ideal representative of
Augustinianism. The only philosophers that are known to
have been directly influenced by him are Roger Marston
and Vitalis of Furno.

See also Aristotelianism; Aristotle; Augustine, St.; Augus-
tinianism; Bacon, Roger; Bonaventure, St.; Marston,
Roger; Medieval Philosophy; Ontological Argument
for the Existence of God; Peckham, John; Thomas
Aquinas, St.; Thomas of York; William of Auvergne.
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MAUPERTUIS, PIERRE-
LOUIS MOREAU DE

(1698-1759)

Pierre-Louis Moreau de Maupertuis, the French scientist
and philosopher, was born in Saint-Malo, Brittany.
Flected in 1723 to the Académie des Sciences (and to the
Royal Society in 1728), he first became known for his
work in geometry. The expedition that he led to Lapland
in 1736 to measure a degree of meridian near the pole
helped finally to prove that Earth was an oblate spheroid.
With his early introduction of Newtonian theories into
France, Maupertuis became a leading exponent among
the philosophes of the ideal of experimentalism as
opposed to the overly deductive method in science asso-
ciated with the Cartesian tradition. In 1744 Frederick II of
Prussia asked him to reorganize the Berlin Academy of
Sciences and later appointed him as its president
(1746-1759). The remainder of his career was intimately
linked to the activities of this group, and the growth of
the academy into an important center of research owed
much to his efforts.

PRINCIPLE OF LEAST ACTION

Maupertuis’s famous principle of least action, which con-
tributed signally to the systematization of mechanics, was
formulated in “Recherche des loix du mouvement”
(1746) as follows: “Whenever any change occurs in
nature, the quantity of action employed for this is always
the smallest possible”—the “quantity of action” being
proportional to the product of the mass of a body and its
velocity and the distance traversed. Among the heated
controversies provoked by this notion, Samuel Koenig’s
unfair (although understandable) attribution of it to
Gottfried Wilhelm Leibniz brought about a scandalous
quarrel and lifelong enmity between Maupertuis and
Voltaire. But all this proved irrelevant to the historic value
of the principle of least action, which, clarified progres-
sively by the applications it found in the works of
Leonhard Euler, Joseph Lagrange, William Hamilton,
Hermann Ludwig von Helmholtz, and others, emerged
ultimately as a basic concept in the mathematical analysis
of dynamic systems.

COSMOLOGICAL ARGUMENT. In the Essai de cosmolo-
gie (1750), Maupertuis’s extension of the principle of
least action to the much debated problems of theodicy
offered a compromise solution between the radical
antifinalism of contemporary materialists and the naive
finalism of those who saw God’s wisdom in every mani-

festation of design in nature, however trivial or self-
contradictory. By claiming that an actual mathematical
equation showed God’s regulation of nature through the
parsimony of kinetic means employed in the production
of all physical events, Maupertuis succeeded in giving an
original and seemingly scientific version of the Cosmo-
logical Argument. But his assumption that there is logical
necessity as such in the existence of mechanical laws,
which was consistent with the example of René Descartes
and Leibniz, typified a rationalist attitude that, though
prevalent at the time, was already undermined by those
who, like David Hume, alleged a merely empirical neces-
sity for physical causation. Although Maupertuis’s dis-
trust of metaphysical reasoning led him to present his
cosmological argument not as demonstrably certain, but
only as the best that the imperfect human intellect was
capable of, it remained perhaps less plausible than ingen-
ious, particularly since it was affirmed without sufficient
regard either to the epistemological difficulties it incurred
or to the possible nontheological interpretations of its
underlying minimal concept. Coming late in a current of
thought that was to yield before long to new orientations
in philosophy, the Essai de cosmologie had a limited his-
torical impact. It was, in fact, in a form essentially free of
teleological meanings that the principle of least action
exercised its considerable influence on the development
of physicomathematical science.

BIOLOGY: THE STRUCTURE OF
MATTER

A different science, biology, inspired Maupertuis’s next
major work (1751), the Dissertatio Inauguralis Metaphys-
ica de Universali Naturae Systemate (known also as the
Systeme de la nature). Study of the problem of heredity
had led Maupertuis to reject, in the Vénus physique
(1745), the then reigning doctrine of preformation and to
favor instead a theory of epigenesis using the law of
attraction. But he had subsequently found this theory
inadequate and had despaired altogether of accounting
mechanistically for the origins and nature of life. In the
Dissertatio Inauguralis, therefore, he sought to explain the
formation of living things by supposing that all the ele-
mentary particles of matter are individually endowed in a
proportionately elementary degree with “desire, aversion,
and memory,” by virtue of which they combine to form
organic entities.

Such a notion, no less than that of least action,
betrays a marked Leibnizian background in Maupertuis’s
thinking, despite his outspoken criticism of the meta-
physics of Leibniz. It is true, nevertheless, that Mauper-
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tuis did not assign the metaphysical status of the monads
to his “percipient particles” but, rather, presented them as
part of a general biological hypothesis; he accounted for
the elemental coexistence of physical and psychic proper-
ties in nature by reference to a common unknowable sub-
stance. Thus, the philosophical basis of his biological
theorizing may be described as either an “atomistic dual-
ism” or a “corpuscular psychism,” sustained by a phe-
nomenological accord between matter and its presumed
psychic qualities. These ideas were misinterpreted in
materialistic terms by Denis Diderot and contributed
indirectly to the eventual success of naturalism in biol-
ogy. Since Maupertuis’s metabiological conception was
also intended to explain the structural transformations of
the various species by a process of genetic mutation, it
merged, in that respect too, with an important current of
evolutionist speculation that grew in France after about
1750.

EPISTEMOLOGY

The views of Maupertuis in epistemology can be judged
from a number of his writings. While, like Etienne Bon-
not de Condillac and most of the philosophes, he agreed
with John Locke that sensation is the source of all our
knowledge, his position was appreciably more sophisti-
cated, probably because of his encounter with the
Berkeleian critique. If this critique did not quite win him
over to subjectivism, he at least became convinced that
experience offers no more than the disjointed fragments
of a merely phenomenal reality and that the substance
presumed to excite in the mind the perceptions that in
turn are projected cognitively toward the natural world
remains itself beyond objective determination. Mauper-
tuis ascribed even the evidence of mathematics not to any
intrinsic veracity of such knowledge but to the fact that it
is based on the repetition (réplicabilité) of certain simple
ideas that consist of identical units and are abstracted
from the heterogeneous totality of sensory impressions.
In the same spirit, his Réflexions philosophiques sur Porig-
ine des langues et la signification des mots (1748) raises the
equally crucial question of the linguistic prefigurations of
sense experience, from which scientific reasoning is
unable completely to escape.

ETHICS

Maupertuis’s principal excursion into ethics, Essai de
philosophie morale (1749), tried somewhat overambi-
tiously to reconcile the Stoic, Epicurean, and Christian
schools but succeeded only in reaching an eclectic view

MAUPERTUIS, PIERRE-LOUIS MOREAU DE

characterized by the author’s own pessimism concerning
the chances of human felicity. It offered, however, an early
instance of the application of arithmetic to the problem
of happiness by its attempt to express, in the analogy of
statics, the equations of a “hedonistic calculus.”

IMPORTANCE

Generally, the thought of Maupertuis pursued the aim,
shared by many of his contemporaries, of linking philos-
ophy more concretely than in the past with the content of
the particular sciences. Instead of presenting an overall
logical coherence, his work contributes various philo-
sophical essays reflecting the different points of departure
dictated by his primarily scientific interests. The cosmo-
logical thesis, speculative biology, and moral opinions of
Maupertuis remained largely separate from each other;
moreover, Maupertuis himself was often in the curious
but historically symptomatic predicament of searching
earnestly for metaphysical solutions while disbelieving in
their possibility. Having elaborated the principle of least
action and the notion of percipient particles of matter in
a rather ambiguous zone between metaphysics proper
and scientific theory, it is not surprising that he should
have suffered much unmerited neglect from historians
both of philosophy and of science. But it is now recog-
nized that Maupertuis had a significant, even if second-
ary, role in the maturing of modern physics and biology
alike, as well as in the transition of philosophical thinking
from classical metaphysics to the critical position adopted
by Immanuel Kant.

See also Condillac, Etienne Bonnot de; Cosmological
Argument for the Existence of God; Descartes, René;
Geometry; Hamilton, William; Helmholtz, Hermann
Ludwig von; Hume, David; Kant, Immanuel; Leibniz,
Gottfried Wilhelm; Meier, Georg Friedrich; Pessimism
and Optimism; Scientific Method; Voltaire, Francois-
Marie Arouet de.
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MAXWELL, JAMES CLERK

(1831-1879)

James Clerk Maxwell, the British physicist, came from a
well-known Scottish family, the Clerks; his father adopted
the name Maxwell on inheriting an estate originally
belonging to that family. Maxwell was educated at Edin-
burgh University and the University of Cambridge,
becoming a fellow of Trinity College in 1855. In 1856 he
won the Adams Prize at Cambridge for an essay in which
he demonstrated that the rings of Saturn would be unsta-
ble if they were continuously solid or fluid and that they
must be composed of discrete and separated parts.
Maxwell was professor of natural philosophy at Marischal
College in Aberdeen from 1856 to 1860 and professor of
natural philosophy and astronomy at King’s College in
London from 1860 to 1865. His first paper on electro-
magnetism appeared in 1856; his electromagnetic field
theory with the derivation of the velocity of light was first

published in 1861-1862 and in more rigorous form in
1865; and he began work on the kinetic theory of gases in
1860. From 1865 to 1871 Maxwell remained at his coun-
try estate in Scotland where he worked on his Treatise on
Electricity and Magnetism, which summarized the subject
and his contributions thereto. In 1871 he became the first
occupant of the Cavendish chair of experimental physics
at Cambridge, supervised the construction of the
Cavendish Laboratory, and later guided the first research
done there. During this period he edited the works of
Henry Cavendish. During his lifetime Maxwell also did
research on color vision, mechanics, and other topics, and
although his fame rests on his theoretical achievements,
his experimental work was noteworthy.

THE ELECTROMAGNETIC FIELD

Maxwell’s greatest contribution to fundamental physics
was his concept of the electromagnetic field, a concept
that underwent much modification both in the course of
his own researches and at the hands of his successors. In
modern terms, a field—such as the electric field—is a
condition in the space surrounding charged bodies that
determines the force that a unit electric charge would
experience if it were placed at any point. In field theory all
actions are regarded as transmitted from point to point
by the contiguous modification of the field between the
points, and the field is regarded as the seat of energy.
Contemporary physics is dominated by the field-theo-
retic viewpoint, whether or not it is reinterpreted in terms
of quantum theory.

Maxwell aimed at embodying in mathematical nota-
tion the ideas of Michael Faraday and, in particular, Fara-
day’s fruitful concept of lines of force. In this Maxwell was
inspired by the work of William Thomson (later Lord
Kelvin), who had demonstrated the mathematical anal-
ogy between the problems of heat flow and of the distri-
bution of static electricity. Maxwell developed similar
analogies in his first paper on the subject, “On Faraday’s
Lines of Force” (1855-1856), drawing separate analogies
for different aspects of electromagnetism: between elec-
trical and fluid currents, and between electric or mag-
netic lines of force and fluid currents. While suggestive,
such an endeavor was of course not a unified theory. “I do
not think,” he wrote, “that we have any right at present to
understand the action of electricity, and I hold that the
chief merit of a temporary theory is, that it shall guide
experiment, without impeding the progress of the true
theory when it appears.” The beginning of the paper is of
interest as a statement of method; Maxwell points out the
pitfalls of commitment to a mathematical formula, in
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which case “we entirely lose sight of the phenomena to be
explained,” or to a physical hypothesis, the irrelevant
parts of which are liable to carry one beyond the truth.
He advocates instead the use of physical analogy, “that
partial similarity between the laws of one science and
those of another which makes each of them illustrate the
other”

In his “On Physical Lines of Force” (1861-1862),
Maxwell’s electromagnetic field theory appears for the
first time, presented as a deduction from a detailed model
of the ether. Magnetic lines of force are represented as
molecular (microscopic) vortices in this ether, the matter
of the ether whirling around in planes normal to the
direction of the lines of force, so that the latter is the
direction of the axes of the vortices. Maxwell found that
in this fashion he could represent the properties of lines
of force needed for magnetostatics, that is, that the lines
should tend to contract along their length and repel each
other laterally. But how can neighboring vortices spin in
the same sense, since their neighboring boundaries move
in opposite directions, and how are these motions initi-
ated and communicated through the ether? Maxwell
assumed a layer of tiny idle wheels between each pair of
vortex cells in the ethereal substance. These wheels can
rotate freely, so that a uniform magnetic field is repre-
sented by the vortex cells all spinning at the same rate and
in the same sense, and the interspersed wheels rotating in
place in the opposite sense. The idle wheels can also move
from place to place in a conductor, but they are con-
strained to rolling contact without slipping with the
neighboring vortices. The translatory motion of the
wheels is identified with the electric current and used to
explain the manner in which a magnetic field is created
by an electric current (Hans Christian Qrsted’s discov-
ery); it also is used to account for electromagnetic induc-
tion. Furthermore, in a dielectric, including the vacuum,
the wheels are not free to move in translation, but can
only be displaced slightly against the elastic forces of the
material of the cells. This action of displacement is the
displacement current that forms the new term Maxwell
added to previous results, while transforming all of them
into his theoretical language. Maxwell then proceeded to
calculate the velocity of propagation of transverse waves
in his elastic ether. The speed of these waves was propor-
tional to the ratio between the electromagnetic and elec-
trostatic units of charge.

The factor of proportionality between the speed of
the waves and the ratio of the units depended in this cal-
culation on the specific model chosen for the ether; the
argument showing the two terms to be equal cannot be
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regarded as very satisfactory. In “A Dynamical Model of
the Electromagnetic Field” (1865), the electromagnetic
field equations are presented directly without recourse to
the ether model, and the relation between velocity of
waves and ratio of electrical units is derived directly from
the equations. Since, according to Wilhelm Weber and
Friedrich Kohlrausch (1857), the ratio between the units
was 3.11 X 10° meters/sec., whereas, according to Armand
Fizeau, the speed of light was 3.15 X 10° meters/sec.,
Maxwell drew the important conclusion that light con-
sisted of waves in the electromagnetic ether. This finally
gained general acceptance when Heinrich Hertz gener-
ated electromagnetic waves by electrical means and
showed that they had all the properties of light except
that they were of much lower frequency, a result of the
conditions of generation.

In his later papers Maxwell no longer relied on spe-
cific models of the ether. In the Treatise he wrote:

The attempt which I then [in “On Physical Lines
of Force”] made to imagine a working model of
this mechanism must be taken for no more than
it really is, a demonstration that mechanism
may be imagined capable of producing a con-
nexion mechanically equivalent to the actual
connexion of the parts of the electromagnetic
field. The problem of determining the mecha-
nism required to establish a given species of
connexion between the motions of the parts of a
system always admits of an infinite number of
solutions.

Nevertheless, he still regarded the underlying phe-
nomena as motions and stresses in the mechanical ether,
maintaining that the energy of magnetism “exists in the
form of some kind of motion of the matter in every por-
tion of space,” apparently of a vortical character.
Maxwell’s views differ from those of the twentieth cen-
tury in the following ways: The electromagnetic field was
not regarded as a separate dynamic entity from matter,
that is, a material ether; ordinary matter was treated
macroscopically, phenomenologically, rather than from
the atomic point of view; and the role of charge in the
theory was ambiguous. Late in the nineteenth century H.
A. Lorentz combined Maxwell’s field theory with Conti-
nental conceptions of atomicity of charge to establish the
classical theory of the dualism of matter and field.

KINETIC THEORY OF GASES

Also of fundamental importance was Maxwell’s work on
the kinetic theory of gases. In deriving the experimental
gas laws, previous investigators had made the simplified
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assumption that all the gas molecules moved with the
same speed. In “Illustrations of the Dynamical Theory of
Gases” (1860), Maxwell first derived the equilibrium dis-
tribution of the velocities of the molecules: the compo-
nents of the velocity along a given direction are
distributed according to Carl Friedrich Gauss’s error law.
This paper also contained the startling result, later
demonstrated experimentally, that the viscosity (internal
friction) of a gas should be independent of its density.
Maxwell wrote two other pathfinding papers on the
kinetic theory; their main subject was the derivation of
the transport coefficients of a gas (coefficients of diffu-
sion, viscosity, and thermal conductivity) and, in the last
of them, the discussion of radiometric phenomena.

Maxwell’s work on the kinetic theory may be
regarded as constituting the first important introduction
of statistical reasoning into physics and the first steps in
the development of statistical mechanics, later continued
by Ludwig Boltzmann and Josiah Gibbs. In statistical
mechanics the use of statistics is not a manifestation of
any indeterminism in the purported fundamental laws of
nature, as it is in quantum physics; rather it is the reflec-
tion of our ignorance of the exact motions of the enor-
mous number of molecules in any macroscopic system.
The very immensity of this number (there are about 6 x
10* hydrogen atoms in one gram of hydrogen) and the
minuteness of the individual molecules give assurance
that in ordinary experiments the measurable properties
will be statistical in character and thus will be exactly the
properties singled out by a statistical theory.

Maxwell’s demon, a hypothetical being that appar-
ently could reverse the tendency of isolated systems
toward increase of disorder or entropy and so would vio-
late the second law of thermodynamics, appears in his
Theory of Heat (London, 1872, pp. 308—309). The thermal
equilibration of neighboring vessels containing gas, rep-
resenting a state of maximum disorder, could be
destroyed by a being capable of seeing the individual
molecules of the gas who acts so as to let only the faster
molecules in one container pass through a small hole into
the other, and the slower ones in the latter to pass in the
reverse sense. Since the temperature is determined by the
mean energy of motion of the molecules, this process
would result in the gas in one vessel becoming warmer
than that in the other, without any interference from out-
side the system. The demon has been exorcised by L. Bril-
louin and others (see Brillouin’s Science and Information
Theory, New York, 1956, Ch. 13). To obtain the informa-
tion about an approaching molecule that the demon
needs in order to decide whether or not to open the hole,

the demon must absorb at least one quantum of light, the
energy of which is reasonably greater than the mean
energy of the quanta of thermal radiation that are always
present. The absorption of this quantum demonstrably
leads to a greater increase in entropy in the total system
(including the demon) than the decrease obtained by
properly manipulating the hole.

See also Boltzmann, Ludwig; Energy; Ether; Faraday,
Michael; Gibbs, Josiah; Matter; Motion; Philosophy of
Physics; Quantum Mechanics.
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MCCOSH, JAMES

(1811-1894)

James McCosh, an influential representative of “com-
monsense realism,” was born in southern Ayrshire, Scot-
land. He was educated at Glasgow and Edinburgh
universities. McCosh was licensed for the ministry in
1834 and served as a pastor of the Established Church of
Scotland until 1850, when he was appointed professor of
logic and metaphysics at Queen’s College of Belfast. In
1868 he came to America to serve as president of the Col-
lege of New Jersey (now Princeton University), a position
he held until 1888.

McCosh’s philosophical outlook was in its largest
features inherited from the “Scottish school” of Thomas
Reid, Dugald Stewart, and others. On one side this meant
the denial that our beliefs about the external world rest
on any dubious inferences, causal or otherwise, from
immediately presented ideas. Those beliefs are rather the
natural, noninferential accompaniments of sensation,
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and their general reliability cannot sensibly be ques-
tioned. On another (and for McCosh, more important)
side, commonsense philosophy meant apriorism. In The
Intuitions of the Mind, Inductively Investigated (London
and New York, 1860), McCosh undertook to enumerate
certain fundamental principles (such as principles of cau-
sation and moral good) that belong to the constitution of
the mind. Although persons are not necessarily or nor-
mally aware of these very general truths, their particular
cognitions and judgments are regulated by them. In say-
ing that these principles are to be discovered “induc-
tively” McCosh did not mean that they are inductive
generalizations. Certainly one is led to these principles by
reflection on experience. But once before the mind, the
principles are recognized as self-evidently and necessarily
true. McCosh’s realism, unlike that of H. L. Mansel and
William Hamilton, was relatively free of the influence of
Immanuel Kant. Thus, in An Examination of Mr. J. S.
Mill’s Philosophy (London and New York, 1866), McCosh
defended Hamilton’s intuitional philosophy against Mill’s
criticism but took care to disassociate himself from the
former’s “agnostic” view that man’s knowledge is limited
to the finite.

The most original aspect of McCosh’s philosophy
was his effort to accommodate evolution and Christian
theism. In one of his earliest works, The Method of the
Divine Government, Physical and Moral (Edinburgh,
1850), he opposed the view that God’s design exhibits
itself entirely in the lawful development of nature. Such a
view, he thought, amounted to a denial of divine provi-
dence. Divine government proceeds instead by a combi-
nation of law and particular, spontaneous interventions.
When The Origin of Species appeared (1859), McCosh
found it natural to identify his “special providences” with
Charles Darwin’s “chance variations.” In Christianity and
Positivism (New York and London, 1871) he argued that
evolution, properly understood, is not only compatible
with a divine design but in fact magnifies the Designer.
Unlike Darwin, McCosh found nothing abhorrent in the
notion that God employs the struggle for survival as a
technique of creation. He was confident that success in
that struggle was a matter of moral rather than physical
strength.

McCosh’s writings enjoyed considerable popularity,
particularly among the evangelical clergy who found in
them a way of dealing with the difficulties raised by sci-
ence and science-inspired philosophies.

See also Common Sense; Darwin, Charles Robert; Dar-
winism; Hamilton, William; Kant, Immanuel; Mansel,
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Henry Longueville; Mill, John Stuart; Realism; Reid,
Thomas; Stewart, Dugald.
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MCDOUGALL, WILLIAM
(1871-1938)

William McDougall, a British-American proponent of
hormic psychology, was born in Chadderton, England,
the second son of a chemical manufacturer. He was edu-
cated at schools in England and Germany, and at Man-
chester and Cambridge universities, where he received
first-class honors in biology. In 1897 he qualified in med-
icine at St. Thomas’s Hospital, London. While working
there with Charles Scott Sherrington, he read William
James’s Principles of Psychology, and returned to Cam-
bridge to study psychology on a fellowship from St. John’s
College. He joined the Cambridge Anthropological Expe-
dition (1899) to Torres Straits, collaborating with W. H.
R. Rivers in sensory researches and with Charles Hose in
anthropological studies, which resulted in The Pagan
Tribes of Borneo (London, 1912). He worked at Gottingen
with G. E. Miiller and subsequently joined the psychology
department of University College, London, under James
Sully, where he published researches supporting Thomas
Young’s theory of color vision against those of H. L. F. von
Helmholtz and Ewald Hering (Mind 10 [1901]: 52-97,
210-245, 347-382). In London, and in Oxford from 1904
as Wilde reader in mental philosophy, McDougall worked
on reflexes, inhibition, and psychophysical relationships.
In Physiological Psychology (London, 1905) he combined
James’s view of instinctive action and emotion as objec-
tive and subjective aspects of the excitement of inherited
perceptual dispositions with Sherrington’s theory of the
nervous system as integrator of reflex and instinctive-
impulsive actions. McDougall explained subjectivity and
purposiveness through R. H. Lotze’s “psychoneural paral-
lelism,” postulating psychic currents induced in etherlike
soul-stuff by neural activity.
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McDougall first outlined his hormic psychology in
An Introduction to Social Psychology (London, 1908). He
derived human behavior from instincts, which are innate
psychophysical dispositions with specific cognitive, affec-
tive, and conative aspects (for example, perception of
danger, fear, flight). In adult humans, instincts operate
indirectly through socially acquired patterns, the senti-
ments, in which object(s) and instinct(s) have become
enduringly associated. Sentiments increasingly remote
from innate instincts are exemplified, for instance, by
parental love, family feeling, patriotism. In the growth of
character the developing sentiments become hierarchi-
cally ranged round a master sentiment (or ruling passion)
whose nucleus in a stable character is the self-regarding
sentiment.

In Body and Mind (London, 1911), subtitled A His-
tory and Defense of Animism, McDougall reviewed psy-
chophysical theories. To explain heredity and evolution,
memory and learning, the “body-memory” of growth
and repair, and parapsychological evidences of personal
survival, he now discarded Lotzean parallelism, and
declared himself, unfashionably, a dualist, interactionist,
vitalist, animist, and Lamarckian.

In World War I McDougall enlisted as a French army
ambulance driver but was drafted into the Royal Army
Medical Corps. His command of a British shellshock unit
provided the limited clinical material for his Abnormal
Psychology (see below). In 1920 he became professor of
psychology at Harvard, and in 1927 professor of psychol-
ogy at Duke University. His American period was one of
immense literary productivity. The Group Mind (New
York, 1920) essayed to complete McDougall’s social psy-
chology by applying the hormic theory to “national mind
and character” It was a work of subjective sociopolitical
criticism rather than of objective scientific psychology,
and resembled his many books of polemic and propa-
ganda on national and international policy, from Is Amer-
ica Safe for Democracy? (New York, 1921) to World Chaos
(London and New York, 1931). In these he advocated
racial eugenics, a subsidized intellectual aristocracy, and a
world air police, to defend the finest (explicitly North
European—American) type of civilization.

In An Outline of Psychology (New York and London,
1923), An Outline of Abnormal Psychology (New York and
London, 1926), and Character and the Conduct of Life
(New York and London, 1927), McDougall elaborated his
theory of personality built from sentiments that are pow-
ered by instincts, themselves channels of biological pur-
posive energy (horme). The self-regarding sentiment
governs conduct according to guidelines formed through

identifications with admired persons or abstract ideals.
Within the self-regarding sentiment, moral sentiments
(conscience) control crude instinctive impulses, and thus,
in McDougall’s view, individual free will is truly exer-
cised. The ordered hierarchy of sentiments completes the
integration of personality. In Abnormal Psychology,
McDougall reproached both Sigmund Freud and Carl
Jung for neglecting the integration of personality—at
that time Freud’s “superego” and Jung’s “self” were not yet
formulated.

McDougall’s theory still had to explain the occur-
rence of autonomous complexes apparently outside the
hierarchy, and of dissociated activities and “multiple”
personalities. Rejecting Freud’s determinism, McDougall
considered these unconscious mental functions purpo-
sive and goal-seeking. He then combined his personality
theory with a revised view of body-mind relationships
in an elaborate monadic theory based upon that of
Gottfried Wilhelm Leibniz. Every personality is inte-
grated as a converging hierarchy of monads, each “poten-
tially a thinking striving self, endowed with true
memory.” A supreme monad “which each of us calls
‘myself”” exercises control by telepathic communication
through the hierarchy. Failure of integration allows
pathological conflicts, automatisms in sleep or hypnosis,
or even revolt of a subordinate monad as a dissociated
personality.

McDougall left open the question whether monads
might be perceptible through the senses, and he consid-
ered the monadic theory to be consistent with either a
monistic or a dualistic psychophysical theory. To recon-
cile a presumably purposive mind with an apparently
causally determined body, he suggested that there might
be two types of monad, one goal-seeking and the other
cause-following, that were somehow interconnected, or
one single series of monads with two aspects, causalistic
and finalistic. Thus McDougall reconciled his theory both
with causal-mechanistic schemes of neurophysiological
levels (Sherrington) and with more purposive views, neu-
rological (Henry Head, Studies in Neurology, London,
1920) and psychological (hormism). However, he too
hastily equated biological purpose (horme) with individ-
ual goal-seeking will, and acquired self-control with the
capacity for choice and responsibility in conduct.

Once a noted experimental physiologist, McDougall
later based hormic psychology increasingly upon his pur-
posivist metaphysical beliefs, little upon verifiable obser-
vation or experiment. His great experimental work at
Duke was designed to test Chevalier de Lamarck’s
hypothesis of evolution by inheritance of acquired char-
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acteristics. Eventually, after ten years and twenty-three
animal generations, McDougall reported an apparently
inherited facilitation of learning in laboratory rats. Sub-
sequent workers have not confirmed his results.

A lucid and persuasive writer, McDougall wielded
great if temporary influence, and guided many English-
reading students toward dynamic, biological, and social
psychology. His weaknesses were his fondness for intel-
lectual and verbal solutions to empirical problems, and
his temptation to premature systematization. Admiration
tinges the epigram that, had the Creator but paused to
consult William McDougall, there had been no need of
redemption.

See also Darwinism; Freud, Sigmund; Helmholtz, Her-
mann Ludwig von; James, William; Jung, Carl Gustav;
Lamarck, Chevalier de; Leibniz, Gottfried Wilhelm;
Lotze, Rudolf Hermann; Macrocosm and Microcosm;
Panpsychism; Psychology; Racism; Vitalism.
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MCDOWELL, JOHN
(1942-)

John McDowell, a professor of philosophy at the Univer-
sity of Pittsburgh, was born in Boksburg, South Africa.
After receiving his bachelor’s from the University College
of Rhodesia and Nyasaland he was awarded a Rhodes
scholarship to New College, Oxford, where he earned a
second bachelor’s in 1965 and a master’s in 1969. In 1966
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he became a fellow of University College, Oxford, where
he remained until he joined the faculty at the University
of Pittsburgh in 1986. McDowell is a fellow of both the
British Academy and the American Academy of Arts and
Sciences.

With the rise of modern science there emerged a
view of the world that is radically different from that of
everyday life, a view sometimes described as “the view
from nowhere” This new view was made possible,
McDowell argues, by a new clarity regarding natural sci-
entific understanding. Modern natural science explains
things not by giving reasons to show that they are some-
how better that way but by subsuming them under dis-
coverable physical laws; it understands things by locating
them within the realm of law as it contrasts with what
Wilfrid Sellars calls the space of reasons. Because modern
scientific understanding focuses on explanation by appeal
to (physical) laws rather than to reasons, the world as
revealed in the view from nowhere is “disenchanted,”
empty of meaning and value, indeed, of all distinctively
human significance. One of the most pervasive themes in
McDowell’s work (whether in the philosophy of lan-
guage, the philosophy of mind, metaphysics, epistemol-
ogy, or ethics) is that philosophers since René Descartes
have mistakenly assumed that respectable philosophy
must begin with the view from nowhere, and thereby
with a conception of nature as the realm of law, rather
than with the everyday view from here and its much
richer conception of nature.

Consider an ordinary sign, say a stop sign. In day-to-
day life one knows how to follow such a sign. But how, the
philosopher asks, can one follow the rule expressed by the
sign given that what is presented is itself a mere thing,
merely a piece of painted metal? It can seem natural to
answer that the sign expresses a rule, tells one how to go
on, only under an interpretation, that independent of an
interpretation of that bit of matter as a stop sign, the sign
just stands there. But this cannot be right, McDowell
argues following Ludwig Wittgenstein, because any inter-
pretation—say an utterance of the sound stop—will be
similarly inert unless provided with an interpretation.
The right response is to reject the assumption that what
is presented is a mere thing. One can learn to conceive the
sign as a mere thing independent of all human concerns,
just as one can learn to conceive nature in a way that is
independent of sensory experience. (One can learn to
take the view from nowhere.)

But that capacity is essentially late; it cannot be
understood except against the backdrop of one’s everyday
ability to follow rules such as that expressed in a stop sign.
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Indeed, thinking of a sign as a mere thing is itself a mat-
ter of rule-following: from the perspective afforded by the
view from nowhere, the sign tells one how it is to be
thought, namely, as a particular bit of stuff shaped in a
certain way. Although the view from nowhere involves
pure cognition rather than bodily action, one needs in
that case as well the notion of going on in light of a con-
ception of correctness, of thinking one way rather than
another on the basis of an understanding of the thing
about which one thinks.

Knowing how to follow a rule is at least in some cases
a perceptual skill, the ability to see an expression of the
rule (e.g., a stop sign) as telling one how to go on. In his
masterwork Mind and World (1994) McDowell argues
more generally that experience, conceived as the capacity
to take in manifest facts (e.g., to see that things are thus
and so), is an essential component in any adequate con-
ception of cognition. According to his diagnosis the mod-
ern unquestioned assumption that natural scientific
understanding is the only acceptable mode of access to
nature leads philosophers to begin with the mistaken idea
that the space of reasons within which thought operates
is dualistically opposed to nature. As a result, modern
philosophy falls into an oscillation between two equally
unsatisfactory conceptions of cognition: on the one hand,
an empty coherentism that eschews the notion of experi-
ence altogether, and on the other hand, what Sellars calls
the “Myth of the Given,” the idea that brute impacts of the
sort described in physics might provide a perceiver with
reasons for belief.

Rejecting the assumption that generates the oscilla-
tion, McDowell urges that what is needed instead is the
Kantian conception of experience as inextricably involv-
ing both sensibility and understanding. Because experi-
ence so conceived is at once passive, that is, receptivity in
operation, and conceptually articulated, it can serve
rationally to constrain one’s thought about what is the
case, and thereby to explain the empirical contentfulness
of thought. As McDowell also argues, the capacity for
experience so conceived is essentially second nature; it is
acquired only in the course of one’s acculturation into
natural language, where natural language is itself to be
understood as a repository of tradition, the embodiment
of the possibility of an orientation to the world.

In his writings on ethics McDowell argues that mod-
ern philosophers have a fundamentally distorted concep-
tion of practical reason grounded in their scientistic
understanding of nature and that this conception has
blinded them to the insights of the ancient Greeks. The
capacity to act virtuously, he argues following Aristotle,

essentially involves the capacity to take in objective moral
facts, where this latter capacity—Ilike the capacity to take
in nonmoral facts—is acquired in the course of one’s
acculturation. It follows that the rationality, and so the
desirability, of a life of virtue cannot be established from
the outside, independent of how a virtuous person sees
things. Critical reflection in ethics, as in any other
domain, is Neurathian, possible only from within the tra-
dition one inherits.

Although mostly written in the form of essays,
McDowell’s work systematically addresses many of the
deepest philosophical perplexities that can arise on reflec-
tion about human being in the world and the nature and
place of language in human life. His writings provide a
diagnosis and a cure for the ills of modernity, and a rich,
subtle, and profoundly moral vision of what it is to be
human.

See also Aristotle; Descartes, René; Ethics, History of;
Metaethics; Philosophy of Language; Philosophy of
Mind; Rule Following; Sellars, Wilfrid.
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MCGILVARY, EVANDER

BRADLEY
(1864-1953)

Evander Bradley McGilvary, an American realist philoso-
pher, was born in Bangkok, Siam. He received his B.A.
from Davidson College in 1884, his M.A. from Princeton
in 1888, and his Ph.D. from the University of California
in 1897. He was appointed assistant professor of philoso-
phy in California and then Sage professor of ethics at
Cornell (1899-1905). From 1905 to 1924 he was profes-
sor of philosophy and head of the department at the Uni-
versity of Wisconsin, and in the year 1912-1913 he was
the president of the American Philosophical Association.
He was the Howison lecturer in 1927, the Mills lecturer in
1928, and the Carus lecturer in 1939.

PHILOSOPHICAL ORIENTATION

McGilvary’s “first impulse” toward philosophy was a reac-
tion against the theology in which he was schooled. He
came under the Hegelian influence of George Howison at
California, and his writings from 1897 to 1903 reflect this
influence. But McGilvary, like other Hegelians of his time,
eventually found Hegelianism unacceptable. From the
start McGilvary held the view that every part of the world
is what it is by virtue of its organic relation to every other
part. And when he broke with Hegelianism, he took with
him this theory of relations and the characteristically
Hegelian view that two antagonistic ideas always suggest
a third that synthesizes the truth of each.

Realist philosophers in America during the first two
decades of the twentieth century were struggling to for-
mulate an epistemology that would do justice both to
those elements in experience that are clearly in the objec-
tive world and to those dependent upon the experiencing
organism. Taking William James’s thesis that “the world is
as it is experienced,” the non-Hegelian new realists devel-
oped a monistic realism, but it always threatened to
become panobjectivism. In reaction the critical realists set
forth a dualistic realism that always threatened to become
pansubjectivism. In his “perspective realism” McGilvary
sought to combine the truth of new realism with the
truth of critical realism. He, too, took James’s thesis as his
starting point and sought to combine epistemological
monism with epistemological dualism and the theory of
external relations with the theory of internal relations.
McGilvary’s synthesis of the objective and the relative—
like John Dewey’s and A. N. Whitehead’s—was dubbed
“objective relativism” by A. E. Murphy.

MCGILVARY, EVANDER BRADLEY

To effect the synthesis of monism and dualism,
McGilvary developed his theory of perspectives. It is
summarized in the first three postulates of perspective
realism: (1) “In our sense-experience there is presented to
us in part the real world in which we all in common live”;
(2) “Every particular in the world ... is what it is only
because of its context”; (3) “In the world of nature any
‘thing’ at any time is, and is nothing but, the totality of the
relational characters, experienced or not experienced,
that the ‘thing’ has at that time in whatever relations it has
at that time to other ‘things.” McGilvary first hinted at
such a theory in 1907, but he did not systematically state
it until twenty years later, and in 1939 it became the core
of his Carus lectures, Toward a Perspective Realism. This
work is the key to understanding McGilvary’s philosophy,
and it grew out of his early thinking about the nature of
consciousness.

THE NATURE OF CONSCIOUSNESS

McGilvary believed that the question of the precise
nature of consciousness was the fundamental question of
philosophy. Like other realists, he agreed with James that
consciousness is a relation. Since it was his view that
things are what they are only in their relations to other
things, he could not agree with realists who claimed that
this relation was external. Consciousness, he held, is that
relation by which anything becomes an experience. It is a
unique kind of “togetherness” of, or between, things. It is
neither a spatial nor temporal togetherness, nor is it any
other distinguishable relation. The peculiar relation of
feeling binds external objects together into an experien-
tial unity we call “consciousness,” “awareness,” or “experi-
encing.”

McGilvary thought this togetherness may have been
what Immanuel Kant meant by the synthetic unity of
apperception. It has a unique center of reference in the
body of the experiencing organism. This centering gives
to the relation of togetherness a character and coloring all
its own. Hence, consciousness exists in individualized
instances, like other relations, yet each instance produces
an individuality generically different from that of any
other individualized relation. Each instance is its own
kind of betweenness.

As he developed this theory, McGilvary increasingly
described consciousness in terms of perspectives. In addi-
tion to the familiar perceptual perspectives of space and
time, he said, consciousness is characterized by intellec-
tual, moral, and aesthetic perspectives. All these perspec-
tives have both a physical and an “epiphysical,” a dynamic
and an “epidynamic,” causal and noncausal quality. The

ENCYCLOPEDIA OF PHILOSOPHY

2nd edition

75



MCGILVARY, EVANDER BRADLEY

most distinctive characteristic of these perspectives is the
absence of energy transaction between their station point
(the organism) and objects in the perspective. The pecu-
liar “epidynamic” relatedness of a perspective does not
“go over” to the object or do anything to it. Yet it does “go
over” in the way any other relation “goes over” from one
term to another. It is a conditioning relatedness that is not
itself a cause of the physical existence of its objects, nor is
it itself an object in the relation complex. Thus, a per-
spective (seeing, for example) is not an act of the organ-
ism on its object. If it were, it would be difficult to
understand how an organism can see now what antedates
the seeing, such as a star that may have exploded aeons
ago. Like the verb “to relate,” the verb “to see” does not
name an act performed on the objects seen, any more
than “having” a grandfather is an act performed on him.
Physical objects become a field of vision when light from
them stimulates an organism through its eyes, just as
grandparents become grandparents only when a grand-
child is born.

The organism, then, is a condition of vision, and as
such it is not one of the members or terms in the rela-
tionship, just as common parents are a condition for the
relationship of brotherhood but are not members in that
relationship. Seeing the star that no longer exists is no
more difficult for McGilvary to explain than how being
an ancestor of a president of the United States is a quality
that comes to belong to persons who die before the event
that permits ascribing that characteristic to them. In the
same way the perspective realist can hold that the physi-
cal object that initiated the series of physical conditions
that ended in a perception of attributes occupying the
position of that object still does not have those attributes.
These attributes, however, can be considered part of the
real world resulting from a real and natural relation
between the organism and external objects. Not all phys-
ical qualities, then, are causally conditioned. Sense quali-
ties, for example, can be considered part of their object
but are not causally related to the organism that senses
them.

It is the same for McGilvary with memory or knowl-
edge of the past. The pastness of an event is not inde-
pendent of all external standpoints. The pastness of
consciousness is retrospective, a particular kind of per-
spectivity, but not retroactive. Consciousness also is
prospective, another kind of perspectivity, but not active
on the future. This is the “epiphysical” or “epidynamic”
quality of the consciousness relation that distinguishes it
from other physical, dynamic, causal relations that act on
their objects. Perspectives do not exist if that means being

in space and time. Nor do they subsist. The being of a
perspective is its being between—“inter-sistence,’
McGilvary called it—and each perspective is its own kind
of “inter-sistence.”

But it is not clear whether McGilvary thought that
each perspective is an instance of consciousness and
whether perspectives go to make up what we call con-
sciousness. Nor does he show us how to distinguish
between what the organism contributes to the perspec-
tive, as its station point, and what is there independent of
the organism. At times he said nothing is there independ-
ent of the organism, for the organism is the necessary
condition of any perspective. But when Dewey said that
the logical forms of our knowledge cannot be read back
into nature (because they come into being only when
inquiry is instituted and are only modes of operating
upon subject matter), McGilvary disagreed. He argued
that any logical form that serves to solve a problematic
situation serves that purpose because it is actually the
form of the subject matter under investigation, not of the
subject matter as it was immediately experienced when
inquiry started but as successful inquiry shows the subject
matter to have been in the natural world.

It is doubtful, then, that McGilvary, like the other
objective relativists, was any more successful than other
realists in doing justice to the objective and the relative
found in experience.

McGilvary’s few articles on ethics present familiar
positions, but none of them is developed systematically,
nor did McGilvary apply his perspective realism beyond
epistemological and ontological problems.

See also Consciousness; Dewey, John; Hegelianism; How-
ison, George Holmes; James, William; Murphy, Arthur
Edward; Realism; Whitehead, Alfred North.
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MCTAGGART, JOHN

MCTAGGART ELLIS
(1866-1925)

John McTaggart Ellis McTaggart, a British metaphysician,
was born in London, the son of Francis and Caroline
Ellis. (His father later took the name McTaggart to fulfill
a condition for inheriting a bequest.) He attended school
at Clifton and went on to Trinity College, Cambridge,
where he took first-class honors in the moral science tri-
pos in 1888. He was made a fellow of Trinity in 1891. The
next year he paid a visit to New Zealand, where his wid-
owed mother lived, and there he met Margaret Elizabeth
Bird, whom he married in 1899, during a second visit to
New Zealand. Thereafter he resided at Cambridge. Active
in the affairs of his college and the university, he was a
busy and successful teacher from 1897 until he retired in
1923. He died suddenly in January 1925.

McTaggart’s philosophy is a peculiar and quite per-
sonal variety of Hegelian idealism. Ultimate reality, he
held, is spiritual: It consists entirely of individual minds
and their contents. He understood this in a way that
excludes space, time, and material objects from reality.
What appear to us as being these things are really minds
and parts of the contents of minds, but we “misperceive”
these entities in a systematic way, and this misperception
is the source of the whole apparent universe. Despite the
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unreality of time, McTaggart argued, there is an impor-
tant sense in which it is true to say that individual persons
are immortal, and that they are reincarnated in a succes-
sion of (apparent) bodies. He also held that in reality per-
sons stand in relations either of direct perception, and
consequently love, or of indirect perception, and conse-
quently affection, to one another. Love is, indeed, the
basically real emotional state. There is, however, no God
in this heavenly city, for McTaggart did not think there is
any reason to believe that there is or even can be an over-
arching mind that includes individual minds like ours but
is still in some sense an individual mind itself. McTaggart
was, in addition, a determinist, though he held that deter-
minism is not incompatible with the existence of valid
judgments of moral obligation.

On these basic points McTaggart never changed his
mind. He argued in support of them both in his early
writings on G. W. E. Hegel and in his great systematic
work, The Nature of Existence. The main difference
between his earlier and his later work is that in the former
the arguments are dialectical in a Hegelian manner,
whereas in the latter they are more straightforwardly
deductive.

WRITINGS ON HEGEL

McTaggart’s commentaries on Hegel are all more or less
critical of Hegel, and none is entirely reliable as pure exe-
gesis. Two deal primarily with Hegelian methodology.
The essays on the dialectic defend Hegel’s method against
what McTaggart took to be common misunderstandings
and criticisms and offer an account of the way in which
the Absolute Idea works to move thought from stage to
stage. The Commentary on Hegel’s Logic is a detailed and
very careful examination of the validity of each step in the
logical development of the categories. McTaggart fre-
quently found Hegel to be mistaken or confused about
his transitions and in some cases offered alternative
modes of development.

The essays on cosmology are among McTaggart’s
most interesting work. He here discussed, more fully than
anywhere else, a number of concrete topics—such as the
moral criterion, sin, the organic nature of society, and the
relations between Christianity and Hegelianism—in the
light of his metaphysical position. He brought out his dif-
ferences, not only with Hegel, but with many of the
British Hegelians as well. And in the concluding chapter
he presented with great clarity and power what is essen-
tially his mature view of the relations between selves in
ultimate reality.

ENCYCLOPEDIA OF PHILOSOPHY

2nd edition

77



MCTAGGART, JOHN MCTAGGART ELLIS

SOME DOGMAS OF RELIGION

In Some Dogmas of Religion McTaggart examined, in a
careful but nontechnical manner, a number of dogmas
that are especially relevant to Christianity. (By dogma he
meant “proposition having metaphysical significance.”)
He argued that dogmas of some sort are essential to any
religion and that we must have reasoned proof of a
dogma before we can be justified in believing in it. Then,
without claiming to give conclusive arguments (for these
would involve a whole metaphysical system) he argued in
favor of immortality, preexistence, and determinism, crit-
icized the belief in a personal and omnipotent God, and
attacked some of the arguments that have been alleged to
support this belief. Finally, he tried to show that there is
much less connection than is frequently held to be
between the truth of theism and improved chances for
personal happiness.

NATURE OF EXISTENCE

McTaggart’s metaphysical system is presented in two
parts. In the first, contained in Volume I of The Nature of
Existence, he gave an extended argument to show that
whatever exists must be of a certain nature and must,
therefore, satisfy a certain requirement, to be explained
below. In the second part, occupying Volume II, he exam-
ined various types of entities that our present experience
shows us as existing to determine whether these entities
can satisfy the requirement; he attempted to account for
the apparent existence of those entities that do not really
exist; and he evaluated the practical importance of the
results he had thus reached.

The argument of Volume I is almost entirely a priori.
McTaggart appealed to experience for only two proposi-
tions: that something exists, and that what exists has
parts. His argument proceeds through the following
stages: First, McTaggart offered a proof of the principle of
the Identity of Indiscernibles. Second, he argued that
every substance must have a “sufficient description,” that
is, a description that uniquely identifies the substance and
contains no reference to substances that are only identi-
fied (as by pointing or by the use of purely referring
expressions), not described.

He next moved to the assertion that every substance,
without exception, must be divisible into parts that are
themselves substances, and hence into parts within parts
to infinity. The crucial argument is then presented. The
principle that every substance must have a sufficient
description together with the principle that every sub-
stance is infinitely divisible into further substances would
entail a contradiction unless the substances in question

were such that from the nature of any existing substance
there follow sufficient descriptions of all of its parts
within parts to infinity. This can occur, McTaggart
showed, if the substance stands in a certain extremely
complex relation to its parts, which he called the relation
of “Determining Correspondence”; it can occur, he held,
in no other way. Hence, whatever exists—and we know
that something does exist—must satisfy the conditions
necessary for it to stand in Determining Correspondence
relations to its parts.

In Volume II McTaggart denied the existence of
material objects, space, judgments, inferences, sense data,
and certain other mental contents, on the ground that
entities of these types cannot satisfy the conditions
required for them to stand in Determining Correspon-
dence relations. His denial of the existence of time, how-
ever, rests on a quite different argument. This argument is
McTaggart’s most widely discussed contribution to phi-
losophy. Briefly, it is as follows: Temporal positions and
events may be ordered either as earlier-later or as past-
present-future. Ordered the first way, they form what
McTaggart called a B-series; ordered the second way they
form an A-series. In the first stage of the argument
McTaggart tried to show that the A-series characteristics
“past,” “present,” and “future” are essential to the exis-
tence of time. He assumed it to be admitted that change
is essential to time, and he argued that unless the A-series
characteristics can change, nothing can change. The B-
series characteristics cannot change, for if an event is ever
earlier than another, it is always earlier; and neither can
the other characteristics of events change, for if it is ever
true that an event is, for instance, the death of a queen,
then it is always true that this event is the death of a
queen. Hence, without the A-series there cannot be time,
and in the second stage of the argument McTaggart tried
to show that a vicious infinite regress is involved in
affirming the existence of a series ordered by A-series
characteristics. Each member of such a series must have
all the A-series characteristics, he said, but those charac-
teristics are incompatible. If we try to remove the contra-
diction by saying that each member possesses all the
characteristics at different times, we are presupposing the
existence of different moments of time at which the A-
series characteristics are possessed. But each of these
moments, to be temporal, must itself possess all of the A-
series characteristics, which, again, is impossible; the
attempt to relieve this contradiction by appeal to yet
another set of moments only gives rise to another set of
contradictions, and so on.
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McTaggart’s complicated and difficult account of the
relations between appearance and reality centers on the
concept of a C-series, analogous to the B-series in having
its members related by an asymmetrical and transitive
relation, but timeless. The model for the C-series rela-
tionship is the concept of “inclusion,” and the terms that
are included in and inclusive of each other are percep-
tions, that is, parts of spirits. McTaggart argued that real-
ity must be structured so as to form a set of related
inclusion series that, however, are misperceived as tempo-
ral series. He drew the further conclusion that time had a
first moment and will have a last moment.

McTaggart went on to discuss the question of the
value of the universe, both in its prefinal stages and at the
stage when the appearance of time has ceased. Taking
both “good” and “evil” to stand for simple, unanalyzable
characteristics, and arguing that only what is spiritual can
have value, he found that in the prefinal stages the relative
proportions of good and evil will fluctuate considerably,
though we can be confident that on the whole the pro-
portion of good will steadily increase. In the final stage we
will exist in a “timeless and endless state of love” far more
profound and powerful than anything we now have any
inkling of. We shall, McTaggart said, “know nothing but
our beloved, those they love, and ourselves as loving
them,” and this will be our ultimate and unshakable sat-
isfaction. If McTaggart’s metaphysics thus concludes with
a vision that he himself was not unwilling to call mystical,
it is at least a vision that springs from one of the most
brilliantly conceived and carefully executed attempts any
philosopher has ever produced to grasp the nature of
reality in purely rational terms.

See also Hegel, Georg Wilhelm Friedrich; Time.
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MEAD, GEORGE HERBERT

(1863-1931)

George Herbert Mead, the American pragmatist philoso-
pher, was born in South Hadley, Massachusetts. He
received his BA from Oberlin College in 1883 and did
graduate work at Harvard in 1887-1888, where he stud-
ied under Josiah Royce and William James. From 1888 to
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1891 he studied psychology and philosophy in Europe.
He was married in 1891 and in the same year was
appointed instructor at the University of Michigan. In
1892 he joined the staff of the University of Chicago and
later became chairman of its philosophy department.

A major figure in American pragmatism, Mead has
also had a large influence on psychologists and social sci-
entists. Many thinkers, including Alfred North Whitehead
and John Dewey, regarded Mead as a creative mind of the
first magnitude. He published relatively few papers, how-
ever, and died before he was able to develop his many
original ideas into an integrated philosophy. Large seg-
ments of his books were collated from his unfinished
manuscripts and from his students’ notes and hence are
repetitious, unsystematic, and difficult.

Mead’s main philosophic themes may be classified as
follows: (1) the emergence of mind and self from the
communication process between organisms (often
termed his “social behaviorism”), discussed in Mind, Self
and Society; (2) the psychological genesis of scientific cat-
egories in purposeful acts, discussed in The Philosophy of
the Act; and (3) the social conception of nature and the
location of reality in the present, discussed in The Philos-
ophy of the Present.

SOCIAL BEHAVIORISM

Mead’s thought stemmed from the impact of Darwinism
on nineteenth-century ideas. Man was regarded as an
organism functioning in accordance with natural laws.
This approach opposed traditional philosophy and theol-
ogy and sought to understand human nature by the
methods of experimental science. The theory of evolu-
tion also gave impetus to the conception of the universe
as a process rather than as a set of fixed, unalterable
essences that remain invariant over time. In psychology
the process concept was expressed in functionalism,
which sought to comprehend all mental phenomena not
as structures, traits, or attributes of the mind but as rela-
tions between the organism and its environment. These
ideas were taken up by behavioristic psychology, which
dismissed introspection as unscientific and confined itself
to experimental data, particularly the responses of organ-
isms to stimuli under varying conditions.

Mead challenged many of the crudities of behavior-
ism. In rejecting introspection, this school tended to
regard it as a nonexistent phenomenon, since it could not
be studied experimentally. Mead’s social behaviorism
sought to widen behaviorism to include the introspec-
tively observed phenomena of consciousness. For Mead
stimulus and response are meaningful only when viewed

as aspects of communication; they cannot be studied in
abstraction from the social process in which actions
occur. Furthermore, organisms do not merely respond
mechanically and passively to stimuli. Rather, the indi-
vidual purposefully selects its stimuli. Mead here opposed
associationism; the organism is a dynamic, forceful agent,
not a mute receptacle for ideas that are later associated.
For Mead organism and environment mutually deter-
mine each other. Mind emerges from this reciprocal
determination.

Mead’s naturalistic conception of introspection was
based on the viewpoint that an idea is the early, inner
stage in an ongoing act directed toward an environmen-
tal goal. The mistake of the behaviorists was to study
merely one part of the complete act, the last, overt stage,
thereby ignoring the initial phase of the act, which occurs
privately, within the organism.

According to Mead actions occur within a commu-
nicative process. The initial phase of the overt stage of an
act constitutes a gesture. A gesture is a preparatory move-
ment that enables other individuals to become aware of
the intentions of the given organism. The rudimentary
situation is a conversation of gestures, in which a gesture
on the part of the first individual evokes a preparatory
movement on the part of the second, and the gesture of
the second organism in turn calls out a response in the
first person. On this level no communication occurs. Nei-
ther organism is aware of the effect of its own gestures
upon the other; the gestures are nonsignificant. For com-
munication to take place, each organism must have
knowledge of how the other individual will respond to his

own ongoing act. Here the gestures are significant sym-
bols.

Communication is also based on the fact that actions
are organized temporally. The consequences of behavior
(final phases of the act) are present in imagery during the
early phases of the action and control the nature of the
developing movement. There are usually several alterna-
tive ways of completing a movement that has been
started. Since the final phases of the act control the ongo-
ing movement, the organism can select one of these alter-
native ways of conjoining means with the end. In this
manner rational conduct is possible. Where organisms
use significant symbols, the role of the other individual
controls the ongoing act. In advance of our completion of
a social action, we anticipate the response of the other
individual. Since our behavior is temporally organized,
the imported role of the other may cause us to select a
course of action that is different from what we originally
intended.
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Mind is the ability of an organism to take the role of
the other toward its own developing behavior. Reflexivity,
the ability of a person to reflect upon himself, is the nec-
essary condition for the emergence of mind within the
social process. With reflexivity the social act is imported
within the individual and serves to alter the person’s
ongoing acts. A complete social act can be carried out
internally without external movements necessarily occur-
ring. Mead denotes the internalized role of the other as
the “me.” Each organism has an “I,” which is a capacity for
spontaneity. The “I” is expressed when the individual
alters his ongoing response or creates a new response to
the “me.” Individuality and originality arise from the
inner conversation between the “I” and the imported role
of the other. An inner forum comes to exist, consisting of
a dialogue between the “I” and the “me.” This inner
rehearsal of projected actions constitutes introspection,
or thinking.

In the organized group situation, such as is exempli-
fied in games, the individual learns to take into himself
the entire social organization which now exerts internal
control over his ongoing acts. The “generalized other” is
the group’s attitudes imported into the individual. It is
here that social institutions enter into an individual’s
thinking as a determinative factor and cause him to
develop a complete self. Now the inner forum becomes an
inner dialogue between the person and the group.

The religious experience occurs in situations where
each person becomes closely identified with the other
members of the group. In common efforts, such as in
teamwork, where a sense of closeness develops among
everyone involved, a feeling of exaltation arises. Here
Mead refers to a “fusion” of the “I” and the “me.”

Mead’s social psychology is similar to the psychoan-
alytic theories of Sigmund Freud and Harry Stack Sulli-
van in that it conceives personality as arising from the
internalization of the roles of other persons and relates
inner conflict to the tension between the spontaneous
forces of the person and the introjected demands of soci-
ety. The temporal organization of the act, stressed by
Mead, is also a key concept in automatic control machin-
ery and digital computers, where the later stages of a
process feed back upon the earlier phases, modifying the
ongoing process.

PHILOSOPHY OF SCIENCE

Mead sought to find the psychological origin of science in
the efforts of individuals to attain power over their envi-
ronment. The notion of a physical object arises out of
manipulatory experience. Perception is coordinated with

MEAD, GEORGE HERBERT

the ongoing act: When we approach a thing we wish to
manipulate, the imagery of handling that thing is present
in the distance perception. Here again there is a temporal
organization of the act, in that the later phase of the
action, the contact experience, is present in the earlier
stage when we are merely perceiving the distant object.
Perception involves the readiness of the organism to
manipulate the thing when the intervening distance has
been traversed. The reality of a thing is in the consum-
matory phase of the act, the contact experience, and this
reality is present in the experience of perceiving that
thing at a distance.

There is a social relation to inanimate objects, for the
organism takes the role of things that it manipulates
directly or that it manipulates indirectly in perception.
For example, in taking (introjecting or imitating) the
resistant role of a solid object, an individual obtains cog-
nition of what is “inside” nonliving things. Historically,
the concept of the physical object arose from an animistic
conception of the universe.

Contact experience includes experiences of position,
balance, and support, and these are used by the organism
when it creates its conceptions of the physical world. Our
scientific concepts of space, time, and mass are abstracted
from manipulatory experience. Such concepts as that of
the electron are also derived from manipulation. In devel-
oping a science we construct hypothetical objects in order
to assist ourselves in controlling nature. The conception
of the present as a distinct unit of experience, rather than
as a process of becoming and disappearing, is a scientific
fiction devised to facilitate exact measurement. In the sci-
entific worldview immediate experience is replaced by
theoretical constructs. The ultimate in experience, how-
ever, is the manipulation and contact at the completion of
an act.

COSMOLOGY

The Philosophy of the Present develops the conception that
reality always exists in a present. However, as it is experi-
enced, the present involves both the past and the future.
A process in nature is not a succession of instantaneous
presents or a sequence of spatial points. Instead there is
both spatial and temporal duration, or continuity.

The developing action is the basis of existence. It is
true that as we look back the present is determined by the
past. But each new present, as it passes into the next pres-
ent, is a unique emergent. A new future also arises as the
result of the emerging present. Hence, we are always
reconstructing our pasts and restructuring our future.
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Novelty stretches out in both directions from the present
perspective.

Every object in the universe is seen from the per-
spective of a particular individual. What is seen from one
person’s perspective may be different from that which is
seen by another individual. Mead was not solipsistic,
however, for although a person sees nature only from his
own perspective, he is able to import within himself the
perspectives of others. Reality is the integration of differ-
ent perspectives. Mead made use of the theory of relativ-
ity to project his theory of sociality and mind into nature.
Sociality is the ability to be in more than one system at a
time, to take more than one perspective simultaneously.
This phenomenon occurs in emergence, for here an
object in the process of becoming something new passes
from one system to another, and in the passage is in two
systems at the same time. During this transition, or trans-
mutation, the emergent entity exists on two levels of
nature concomitantly.

Mead’s philosophy has been compared with that of
Martin Buber. Although their approaches stem from dif-
ferent traditions, both thinkers have a social conception
of nature and conceive of the self as arising from a social
matrix. Certain affinities between Mead and Edmund
Husserl have been suggested, in that the mind’s reflexive
examination of itself is an effort to describe the constitu-
tion and foundation of experience.

See also Behaviorism; Buber, Martin; Darwinism; Dewey,
John; Evolutionary Theory; Experience; Freud, Sig-
mund; Husserl, Edmund; James, William; Natural Law;
Pragmatism; Royce, Josiah; Whitehead, Alfred North.
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MEANING

What is it for a sentence—or a substantial expression,
such as a word or phrase—to have a particular “meaning”
in a given language? While it is widely agreed that the
meaning of a sentence, phrase, or word must have some-
thing to do with the way that the expression is used by
speakers of the language, it is not at all obvious how to
move from that vague idea to a precise answer to our
question. One problem is that utterances of a given sen-
tence might be used to convey all manner of messages,
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many of which would be far removed from what we intu-
itively regard as the literal linguistic meaning of the sen-
tence. Any account of meaning in terms of use must find
a way to avoid having every innovative or idiosyncratic
feature of use registered as an aspect of meaning. There
are two ideas about linguistic meaning that might help
with this problem. One is the idea that linguistic meaning
is a matter of convention. The other is the idea that lin-
guistic meaning is compositional; that is, the linguistic
meaning of a sentence depends in a systematic way on the
meanings of the words and phrases from which the sen-
tence is constructed.

LINGUISTIC MEANING IS
CONVENTIONAL

To define the meaning of a sentence as the message or
messages that the sentence is, or can be, used to convey is
inadequate, because too inclusive. In order to exclude the
innovative or idiosyncratic features of language use, we
might reach for the notion of a rule of language: What it
is for a sentence to mean that p is for there to be a rule
saying that the sentence is to be used (or may be used) to
convey the message that p. However, if a rule is something
that is formulated explicitly (in language), then the pro-
posal may just reintroduce the notion of linguistic mean-
ing; and that would be unsatisfactory if the project is to
define or analyze the notion of linguistic meaning in
other terms. So, instead of the notion of an explicitly for-
mulated rule we can make use of the notion of a conven-
tion, defined as a rationally self-perpetuating regularity
(Lewis, 1969). The resulting proposal is that what it is for
a sentence S to mean that p in the language of a given
population is for there to be a convention in that popula-
tion to use utterances of S to convey the message that p.

LINGUISTIC MEANING IS
COMPOSITIONAL

The term theory of meaning can be applied to two very
different kinds of theory. On the one hand, there are
semantic theories that specify the meanings of the expres-
sions of some particular language; on the other hand,
there are metasemantic theories that analyze or explain
the notion of meaning. We should expect the idea that
meaning is compositional to be reflected in semantic the-
ories. The way in which the meanings of sentences
depend on the meanings of words and phrases should be
revealed in a semantic theory by having the meaning
specifications for whole sentences derived logically from
more basic principles that specify the meanings of words
and phrases.

MEANING

Many features of the messages conveyed by the use of
a sentence will not be seen simply as the results of contri-
butions to meaning made by the words in the sentence—
contributions that would be repeated in other
sentences—but rather as the products of interaction
between the meaning of the sentence and other back-
ground assumptions. (The study of this interaction is
called pragmatics. See Davis, 1991.) It is true, for exam-
ple, that a letter of reference that says only, “Mr. X’s com-
mand of English is excellent, and his attendance at
tutorials has been regular” is likely to convey the message
that Mr. X is not a talented philosopher (Grice, 1975). But
this message is not the logical product of the meanings of
the words and phrases used. Rather, the letter writer is
able to convey that message by relying on shared assump-
tions about what information would be relevant in the
circumstances. (See Grice’s early [1961] proposals about
pragmatics.)

TWO APPROACHES TO THE STUDY OF
MEANING

These ideas, that meaning is conventional and composi-
tional, can be seen at work in two important approaches
to the study of linguistic meaning, on which this article
focuses. One is Herbert Paul Grice’s program for analyz-
ing the concept of literal linguistic meaning in terms of
psychological notions such as belief and intention (Grice,
1989). The other is Donald Davidson’s project of illumi-
nating the notion of meaning by considering how to con-
struct compositional semantic theories for natural
languages (Davidson, 1984).

GRICE'S ANALYTICAL PROGRAM

The Gricean analytical program can be regarded as hav-
ing two stages (for overviews, see Avramides, 1989; Neale,
1992). The first stage aims to characterize a concept of
speaker’s meaning that corresponds, roughly, to the idea
of conveying, or attempting to convey, a particular mes-
sage (Grice, 1957, and other papers, 1989). The second
stage then aims to use the concept of speaker’s meaning,
along with the notion of a convention, to build an analy-
sis of literal linguistic meaning. (In fact, Grice himself did
not introduce the notion of convention, but used a
slightly different idea. See Grice, 1989; Lewis, 1969, 1975;
Schiffer, 1972.)

The basic idea of the first stage of the program is that
an agent who is attempting to convey a message—per-
haps the message that it is time for tea—makes an utter-
ance (which might or might not be linguistic in nature)
with the intention that the hearer should come to believe
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that it is time for tea and should believe it, at least in part,
in virtue of recognizing that this is what the utterer
intends him or her to believe. The analysis of speaker’s
meaning was refined and complicated in the face of coun-
terexamples (Grice, 1989; Strawson, 1964; Schiffer, 1972),
but it retained the crucial feature of not itself importing
the notion of literal meaning. This feature is shared by the
analysis of convention as a rationally self-perpetuating
regularity, and so the prospects are good that the analysis
of meaning resulting from Grice’s program can meet the
requirement of noncircularity.

PROBLEMS WITH GRICE'S PROGRAM. Grice’s program
does, however, face a number of serious objections. One
problem concerns the application of the program to sen-
tences that are never used at all—perhaps because they
are too long or too implausible. Clearly, the Gricean
analysis of literal meaning cannot be applied directly to
these sentences. If we want to say that there is, neverthe-
less, a fact of the matter as to what unused sentences
mean, then we seem bound to appeal to the meanings of
the words and phrases from which unused sentences are
built. But now we come to the most serious problem for
the program, namely, how to analyze the notion of mean-
ing as it applies to subsentential expressions.

Parties to a convention know what the relevant regu-
larity is, and their belief that they and others have con-
formed to the regularity in the past gives them a reason to
continue conforming to it. Thus, the Gricean program
involves crediting speakers of a language with knowledge
about regularities of use. While this is plausible in the
case of the use of complete sentences, it is problematic
when we move to subsentential expressions. Words and
phrases are used in complete sentences, and they make a
systematic contribution to the meanings of the sentences
in which they occur. Regularities of use for words and
phrases are regularities of contribution to the messages
that sentences are used to convey. But spelling out in
detail how words and phrases (and ways of putting them
together) contribute to the meanings of complete sen-
tences is a highly nontrivial project. So, it is not plausible
that every speaker of a language knows what these regu-
larities of contribution are.

The problem for the Gricean program is that it seems
bound to attribute to ordinary language users knowledge
that they do not really have. It may be that we can deal
with this problem by invoking some notion of tacit
(Chomsky, 1986) or implicit (Dummett, 1991, 1993)
knowledge (Loar, 1981). But the dominant consensus—
and the view of one of the most authoritative exponents

of Grice’s program (Schiffer, 1987)—is that the project of
analyzing literal meaning in terms of intentions and
beliefs cannot be completed.

DAVIDSON AND TRUTH-
CONDITIONAL SEMANTICS

Any metasemantic theory can be used to provide condi-
tions of adequacy on semantic theories. Thus, consider
the Gricean metasemantic proposal:

Sentence S means that p in the language of population G
if and only if (iff) there is a convention in G to use
utterances of S to convey the message that p.

And suppose that a semantic theory for a particular lan-
guage L delivers as one of its meaning specifications:

Sentence S1 means (in L) that wombats seldom sneeze.

Then, according to the metasemantic proposal, one nec-
essary condition for the correctness of the semantic the-
ory is that there should be a convention in the population
of L-speakers to use utterances of S1 to convey the mes-
sage that wombats seldom sneeze.

This kind of transposition can be carried out in the
opposite direction too. Any condition of adequacy on
semantic theories can be reconfigured as a partial eluci-
dation of the concept of meaning—or of whatever other
concept plays a key role in the semantic theory—and a
great deal of philosophical work on the concept of mean-
ing proceeds by considering constraints on semantic the-
ories. Davidson’s work (1984) provides an important
example of this approach.

THE TRUTH-CONDITIONAL FORMAT. As we intro-
duced the notion, a semantic theory is a theory that tells
us what expressions mean. It is natural to suppose, then,
that the key concept used in a semantic theory will be the
concept of meaning, and that the format of the meaning
specifications for sentences will be either:

The meaning of sentence S = m
or else:
Sentence S means that p

according as meanings are or are not regarded as entities.
But Davidson (1967) rejects both these formats, and
argues instead for the truth-conditional format:

Sentence S is true if and only if p.

His argument comes in two steps.
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The first step is intended to rule out the idea that, to
each word, each phrase, and each sentence, there should
be assigned some entity as its meaning. This step pro-
ceeds by showing that, under certain assumptions about
the assignment of entities, all true sentences would be
assigned the same entity. (The argument that is used here
is sometimes called the Frege argument.) Clearly, no such
assignment of entities could be an assignment of mean-
ings, since not all true sentences have the same meaning.
However, it is possible to resist this first step by arguing
that an assignment of meanings would not conform to
the assumptions that are needed to make the Frege argu-
ment work.

Even though the first step is controversial, the second
step in Davidson’s argument remains important for any-
one who begins by favoring the format:

Sentence S means that p.

We said that, given the compositionality of meaning, we
should expect that, in a semantic theory, the meaning
specifications for whole sentences will be derived from
more basic principles that specify the meanings of words
and phrases. But Davidson points out that the logical
properties of the “means that p” construction raise prob-
lems for the formal derivation of meaning specifications
for sentences. In contrast, the truth-conditional format is
logically well understood. And from the work of Alfred
Tarski on certain formal languages (1944, 1956) we can
carry over methods for deriving truth-condition specifi-
cations for sentences from axioms that assign semantic
properties to words and phrases.

CONDITIONS OF ADEQUACY. If what a semantic the-
ory tells us about each sentence of a language is to be cast
in the truth conditional format:

Sentence S is true if and only if p

then what are the conditions of adequacy on semantic
theories? We have already seen an adequacy condition on
the internal structure of a semantic theory; namely, that
it should reveal how the truth conditions of complete
sentences depend on the semantic properties of words
and phrases. But what conditions must the truth condi-
tion specifications themselves meet, in order to be cor-
rect?

Tarski imposed, in effect, the condition that the sen-
tence that fills the “p” place should translate (or else be
the very same sentence as) the sentence S. (This is Tarski’s
Convention T [1956].) This condition of adequacy can be
transposed into a partial elucidation of the concept of

MEANING

truth in terms of the concept of translation. The concept
of translation is sufficiently closely related to the concept
of meaning that we can move from here to a partial elu-
cidation of truth in terms of meaning:

If a sentence S means that p then S is true iff p.

But we cannot shed any light on the concept of meaning
itself without bringing in extra resources.

The key notion that Davidson introduces is that of
“Interpretation.” We imagine using the deliverances of a
semantic theory to help interpret the linguistic behavior
of speakers. For these purposes, we can abstract away
from the details of the format, and use deliverances in the
schematic form:

Sentence S p

to license the redescription of utterances of a sentence S
as linguistic acts of saying or asserting that p. Now, by
providing a way of understanding speakers’ specifically
linguistic behavior, a semantic theory can play a part in
the project of interpreting, or making sense of, them. So,
any constraints on the project of overall interpretation of
people can be reconfigured as partial elucidations of the
key concepts used in semantic theories.

Two suggestions for overarching constraints on
interpretation emerge from Davidson’s work. One possi-
ble constraint is that speakers should be so interpreted
that what they say and believe about the world turns out
to be by and large correct. This is the “principle of char-
ity” (Davidson, 1967, 1973). The other possible con-
straint—widely reckoned to be more plausible—is that
speakers should be so interpreted that what they say and
believe about the world turns out to be by and large rea-
sonable or intelligible. This is sometimes called the “prin-
ciple of humanity” (see Wiggins, 1980).

In the imagined project of interpretation, the deliv-
erances of a semantic theory are used in schematic form.
For these purposes, at least, it does not matter whether
the semantic theory uses the “means that p” format or the
“is true if and only if p” format. So we can, if we wish, say
that the constraints on interpretation shed light on the
concept of meaning and thence—by way of the connec-
tion between meaning and truth—on the concept of
truth.

MEANING AND USE

We began from the vague idea that meaning has some-
thing to do with use, and have focused on two approaches
to the study of meaning, both of which lay stress upon
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such notions as conveying the message that p, saying that
p, and asserting that p. Both approaches take the basic
way of specifying the meaning of a sentence to involve a
“that p” clause, and both permit the straightforward con-
nection between meaning and truth. However, there are
other ways to develop the idea of a link between meaning
and use. For example, we might regard knowing the
meaning of a sentence as knowing how to use it appro-
priately. Or we might say that knowing the meaning of a
sentence is knowing under what circumstances a speaker
would be warranted in using the sentence to make an
assertion. Many of these ways of linking meaning with
use do not lead to specifications of meaning by way of a
“that p” clause, and so do not support the direct transfer
of elucidation from the concept of meaning to the con-
cept of truth. It is to metasemantic theories of this kind
that the term “use theory of meaning” is usually applied.
Use theories of meaning are often coupled with the claim
that there is nothing substantive to be said about the con-
cept of truth (see Field, 1994; Horwich, 1990, 1995).

See also Chomsky, Noam; Davidson, Donald; Dummett,
Michael Anthony Eardley; Frege, Gottlob; Grice, Her-
bert Paul; Intention; Philosophy of Language; Pragmat-
ics; Reference; Semantics; Strawson, Peter Frederick;
Tarski, Alfred; Truth.
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MEASUREMENT AND
MEASUREMENT THEORY

Metrology in general and measurement theory in partic-
ular, have grown from various roots into fields of great
diversity in the natural and social sciences, engineering,
commerce, and medicine. Informally, and in its widest
empirical sense, a measurement of a property, exhibited
by stereotype objects in variable degrees or amounts, is an
objective process of assigning numbers to the objects in
such a way that the order-structure of the numbers faith-
fully reflects that of degrees or amounts of the measured
property. Measuring instruments with pointers and cali-
brated scales for reading are the basic empirical means by
which numerical assignments are realized. Abstractly, a
particular way of assigning numbers as measures of
extents of a property in objects is called a quantity scale.
In the natural sciences, the results of measurement on a
quantity scale are expressed in the form of denominate
numbers, each comprised of a numerical value (magni-
tude) and a physical unit. Nominalists support the view
that the results of measurement are not denominate
numbers but numerals and perhaps other symbols.

CLASSICAL TEMPERATURE
MEASUREMENT
To illustrate this morass of preliminary definitions, con-

sider classical temperature measurement. Temperature is
a local thermodynamic property of physical substances,
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linked to the transfer of thermal energy (heat) between
them. From the standpoint of statistical mechanics, heat
in a physical substance is a macroscopic manifestation of
the random motion of the constitutive atoms or mole-
cules. An increase of temperature in the substance
matches the increase of rate of molecular motion, so that
temperature can be rigorously conceived as a measure of
the kinetic energy of molecules.

It is important to emphasize that classical tempera-
ture measurement does not depend on any of these deep
underlying physical theories. In 1592 Galileo Galilei was
able to measure temperature in a theory-independent
way, using the contraction of air that drew water up a cal-
ibrated tube. Approximately a century later, Daniel G.
Fahrenheit invented the mercury-in-glass thermometer,
again without understanding energy conservation laws
that were discovered and firmly established only after
1850. These remarks, however, are not all that obvious
and must be taken with a grain of salt. Precise construc-
tion of thermometers and their calibration certainly relies
on theories of heat and the correct representation of
(freezing and boiling) reference points. Immediately a
foundational question arises: Is measurement theory-
laden? The answer to this question is subtle and depends
on how measurement is modeled. Because modeling of
numerical quantification of measurable properties makes
no commitments to and assumptions about quantitative
laws and substantive scientific theories, a straight answer
must be in the negative. However, measurement theory
addresses many issues that go well beyond the construc-
tion of quantity scales, including prominent relationships
among quantity scales of measurable properties, studied
by well-established scientific theories.

From the inception of quantifying temperature and
other variable properties, the concept of measurement
has proved to be a steady source of methodological diffi-
culties. For example, it would be false to conclude that
today it was twice as warm as yesterday because today the
local temperature at noon was balmy ninety degrees and
it was only forty-five degrees yesterday. The inference
may appear correct because on the Fahrenheit scale
indeed there is 90°F = 2 X 45°F. But to the opposite effect,
a meteorologist equipped with a Celsius thermometer
observed at the same site that the temperature today was
32.2°C and it was 7.2°C yesterday, inferring that today’s
temperature was approximately 4.6 times higher than
yesterday. Based on the familiar conversion formula 5°C
= 5/9(a°F — 32) from Fahrenheit to the Celsius scale, the
meteorologist quickly obtains the equalities 32.2°C =
90°F and 7.2°C = 25°F, further corroborating that today’s
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temperature on the Celsius scale is not twice as high as it
was yesterday. Simple physical experiments show that it is
not meaningful to make scale-independent comparative
statements of the form above —“yesterday was n times as
warm as today,” if the temperature is measured tradition-
ally on an interval scale (including Celsius, Fahrenheit,
Reaumur, and Rankine) in the sense of Stanley Smith
Stevens (1960) and the definition recalled below. Science
has little use for observational statements whose truth
depends on the choice of quantity scales. In all cases of
quantitative observation, the main interest is in those
measurement data that are invariant under scale trans-
formations. Louis Narens discusses many other examples
of a similar nature in his Theory of Meaningfulness
(2002).

A performance of any empirical observation is usu-
ally a complex activity that is impossible and (fortu-
nately) unnecessary to report completely. The structure
of a measurement-based observation that an experi-
menter is able to extract and analyze formally with some
success is best captured by a measurement model. For
example, in the simplest and best-known physical situa-
tion of temperature measurement, the experimenter
assumes that the temperature-bearing entities (e.g., sub-
stances in vessels) can, at least conceptually, be identified
and distinguished one from another, and then appropri-
ately labeled or described. As common in other branches
of mathematics, the experimenter next conceives of col-
lecting such labels or mathematical descriptions of sub-
stances into a set, to be called a measurement domain and
denoted M. Because this domain furnishes a mathemati-
cal basis for modeling the scale structure of measurable
properties, care must be exercised in its selection. To sim-
plify the preceding pedantic language in what follows the
discussion will often refer to M as a domain of sub-
stances, objects, or events, when in actuality we mean a
set of their mathematical labels or descriptions.

Galileo and Fahrenheit were able to order effectively
many substances at given time instances in accordance
with their exhibited degrees of the temperature property,
here denoted #, without recourse to any antecedently
established thermodynamical theories. This suggests that
the scaling model of temperature measurement should be
based on a designated comparative relation <, , where the
associated atomic formula “x <, y” is meant to express that
substance y is at least as warm as substance x, for all sub-
stances x and y belonging to the underlying domain M.
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THE MEASUREMENT MODEL

The resulting deceptively simple measurement model,
commonly symbolized by the ordered pair (M, <,), cap-
tures the ordering of substances with respect to degrees of
their temperature property t at a specified time instant. It
should be clear that a similar model can be used to char-
acterize the comparison of substances with respect to
their mass property. In many measurement-theoretic
applications, the foregoing comparative relation <,,
henceforth abbreviated to <, enjoys the following pair of
measurability properties for all elements x and y in the
given domain M:

(1) Transitivity: If x<yand y < z,then x < z.
(ii) Connectedness: x <y or y < x.

We associate with every comparative relation < a
canonical indiscernibility equivalence relation =, defined
by

x=yiff x<yandy<x

for all x and y in M. Here the notation “iff” is a standard
abbreviation for “if, and only if” Under the foregoing
intended interpretation, the atomic formula “x = y”
encodes the fact that substances x and y have the same
degree of temperature. It should be obvious that the rela-
tion = partitions the domain M into equivalence classes of
substances, where each class contains precisely those sub-
stances whose degrees of temperature coincide.

At this point we may ask: What are measurement
models good for and how do we know that they are ade-
quate? In measurement theory, measurement models
have four basic functions: upholding numerical represen-
tation, specifying the uniqueness of representation, and
capturing quantitative and qualitative meaningfulness.

REPRESENTATIONAL ROLE OF MEASUREMENT
MODELS. In their representational role, measurement
models provide a mathematical basis for numerical quan-
tification of extents, degrees, or amounts of measurable
properties of objects. For example, in the case of temper-
ature measurement, the possibility of numerical quantifi-
cation of the variable temperature property t comes
down to the existence of a quantity scale, rendered precise
by a real-valued function, denoted ®: M — R, that assigns
to each substance x in M a unique real number ®(x) in R
(interpreted as the degree of temperature of substance x)
in such a way that the numerical order in the host field
(R, £) of real numbers agrees with the comparative rela-
tion < specified in the measurement model. Formally, we
have the order-embedding representational condition

x <y iff @(x) < O(y)

for all x, y in M. In general, there is no guarantee that an
order-embedding function @ exists. A major task of rep-
resentational measurement theory is to find a body of
empirically meaningful constraints—constraining the
structure of (M, <), usually called the representation
axioms, such that they are necessary and sufficient for the
existence of a quantity scale (order-embedding function)
®. The preceding transitivity and connectedness proper-
ties are usually included in the collection of representa-
tion axioms, but generally they are not sufficient for the
existence of a quantity scale. In essence, this is the way the
experimenter expects to achieve a theoretically justified
passage from qualitative observations (x is t-er than y) to
quantitative data that may be processed further by vari-
ous computational and statistical means. It should be
clear that the foregoing low-complexity measurement
model is totally ineffective in characterizing the measure-
ment of television violence, unemployment, and many
other highly complicated attributes studied in the social
sciences.

Not surprisingly, quantity scales (if they exist) are
seldom unique. We have already seen that two arbitrary
temperature measurement scales ®': M — R (e.g., for Cel-
sius degrees) and ®: M — R (e.g., for Fahrenheit degrees)
are always linked via functional composition of the form
®'(x) = f(®(x)) for all substances x, where f: R = R is an
affine (positive linear) permissible transformation, speci-
fied by f(r) = ar + b with a > 0 for all real numbers r. From
the standpoint of algebra, the totality of permissible
transformations between temperature quantity scales
forms a numerical affine group. In general, a property is
said to be measured on an interval scale provided that its
family of permissible transformations is the affine group.
Along similar lines, a property is measured on a ratio
scale just in case its family of permissible transformations
is the similarity group of all functions f: R — R, specified
by f(r) = ar with a > 0 for all real numbers r. So the appar-
ent relativism and arbitrariness in the choice of measure-
ment methods and accompanying quantity scales are
factored out by invoking pertinent scale-transformations.
In addition to guaranteeing the existence of a quantity
scale, representation axioms specify the correct group of
permissible transformations between scales. Thus if the
experimenter intends to draw conclusions about objec-
tive temperature values, he or she must consider the asso-
ciated affine group of scale-transformations and ensure
that they preserve all numerical relationships of interest.
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DETECTION OF MEANINGLESS OBSERVATIONAL
STATEMENTS. Measurement models are instrumental in
detecting meaningless observational statements; mean-
ingfulness has long been a favorite of measurement theo-
rists. We begin with the simplest characterization. Given
a binary numerical relation p on the real line R, we say
that p is quantitatively meaningful for the measurement
model (M, <) just in case for all quantity scales @', ®: M
— R the equivalence

'(x) p @'(y) iff d(x) p D(y)

holds for all elements x and y in M. It is easily seen that
this definition automatically generalizes to n-place rela-
tions. For example, for any pair of temperature scales @'
(e.g., Celsius) and @ (e.g., Fahrenheit) the equivalence
D'(x) — P'(y) < D'(2) — D'(w) iff O(x) — D(y) < D(2) —
@(w)

holds for all substances x, y, z, and w. The concept of
quantitative meaningfulness is extremely useful in deter-
mining the applicability of statistical concepts (including
sample averages and standard deviation) in the world of
measurement data.

There is a closely related concept of qualitative
meaningfulness that is based on the notion of automor-
phism. Recall that an order-embedding map o: M = M of
the domain of a measurement model (M, <) to itself is
called a measurement automorphism precisely when it is
one-to-one and onto. Briefly, a binary relation p on the
measurement domain M is said to be qualitatively mean-
ingful for the model (M, <) provided that for each meas-
urement automorphism oz M = M and for all x and y in
M the equivalence

x p yiff a(x) p ofy)

holds. Less formally, a binary relation p on M is measure-
ment-theoretically meaningful for (M, <) if the exact
identity of p-related objects is irrelevant. The only thing
that matters is that the objects in M possess the measured
property in equal amounts. In general, quantitative and
qualitative meaningfulness are not coextensive. The
notion of qualitative meaningfulness is important in
delineating the class of model-definable relations. It is
easy to check that the omnipresent indiscernibility rela-
tion = is qualitatively meaningful for (M, <).

REPRESENTATION AXIOMS. Finally, in addition to
securing a quantity scale and its uniqueness (up to per-
missible transformations), representation axioms of a
measurement model can also be viewed as capturing the
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overall empirical content under consideration, encoun-
tered in testing the measurement model’s adequacy. In
this context, measurement axioms are usually classified
into rationality (design) axioms (including transitivity)—
assumed to be automatically true under the intended
interpretation; structural (technical) axioms (e.g., the
Archimedean axiom), crucial in establishing powerful
representation theorems; and various testable empirical
axioms, characterizing (often in a highly idealized way)
specific measurement methods.

To appreciate the striking simplicity of measurement
models, it is important to realize that these models repre-
sent the observational structure of a measurable property
in such a way that most of the empirical detail of the
actual observation is ignored. Here the experimenter is
interested only in a basic abstraction that is based on
comparisons of extents of given measurable properties,
sufficient for a suitable order-preserving numerical quan-
tification.

REPRESENTATIONAL THEORY OF
MEASUREMENT

Measurement theory in general (as a branch of applied
mathematics) and representational measurement theory
in particular, are mainly based on work summarized in
Foundations of Measurement (vol. 1, 1971) by David
Krantz and others; Foundations of Measurement (vol. 2,
1989) by Patrick Suppes and others; and in Foundations of
Measurement (vol. 3, 1990) by Duncan Luce and others.
These authors use a model-theoretic (semantic) concep-
tion of empirical theories. In brief, instead of conceiving
measurement theory as a deductively organized body of
empirical claims, the semantic conception views a theory
as a way of specifying a class of set-theoretic relational
structures that represents various aspects of reality. The
principal objectives of measurement theory are the study
of set-based models of measurable properties of empiri-
cal objects, maps between them, and the representation of
measurement models in terms of convenient numerical
structures, with special regards to the relationships
between the latter and affiliated quantitative theories of
empirical objects.

Representational measurement theory studies many
species of measurement models. In his Physics: The Ele-
ments, Norman Campbell (1920) noted that in modeling
extensive properties (including, e.g., length, area, volume,
mass, and electric charge), the above specified order-the-
oretic measurement model (M, <) has a powerful alge-
braic enrichment, typically symbolized by (M, <, o),
where © is a binary composition operation on M, satisfy-
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ing the following partially testable empirical conditions
for all x, y, z, and w in M:

(1) Commutativity: x oy = y o x.

(ii) Associativity: (x o y) cz=x o (y © z).
(iii) Monotonicity: x < yiff x oz<y o z.
(iv) Positivity: x < x oy and not x o y = x.

(v) Strongly Archimedeanness: If x < y and not x = y,
then for any z and w there exists a positive integer n
such that n* x o z < n* y o w, where n* x is defined
inductively by setting I+ x = x and (n + 1)* x = n*
X ox.

In the case of length measurement, the measurement
domain M consists of suitable and to some extent ideal-
ized length-bearing entities (e.g., straight, rigid rods) that
can be properly identified and distinguished one from
another. Because length measurement is modeled within
a classical framework, relativistic reminders that length is
not an intrinsic property of rods but something rela-
tional—relative to inertial reference frames—will not be
of concern.

To measure length in a basic way, independently of
any application of laws, the experimenter operationalizes
the comparative “at least as long as” relation < by placing
two rods side by side in a straight line, with one end of the
rods coinciding, and observing which one extends at the
other end. In this manner the experimenter has an effec-
tive way of determining whether the relational formula “x
< y” holds for virtually any pair of rods x and y in M. Of
course if rod x is a physical part of rod y or is equal to y,
then the validity of “x < y” is accepted by default. The
composition x © y of rods x and y is understood to be the
rod obtained by the operation of placing rods x and y end
to end in a straight line. Thus we take the abutted combi-
nation of rods x and y to be the whole composite rod x ©
¥.

We know from David H. Krantz and others (1971, p.
73) that the representation axioms above are necessary
and sufficient for the existence of a real-valued, order-
embedding, additive scale function ®: M — R, satisfying
the representational condition

D(x o y) = D(x) + D(y)

for all x, y in M. We see that the representation axioms not
only justify a numerical quantification of amounts or
extents of measurable properties, they capture the struc-
ture of the associated extensive measurement process
itself.

In his basic concepts of measurement Brian Ellis
(1966) addresses the question whether the preceding
interpretation of composition operation o is intrinsic to
physical measurement of length or is perhaps just a con-
venient convention. Ellis points out that the representa-
tion axioms listed above remain valid even if the
experimenter uses an orthogonal concatenation of rods.
Specifically, this time the composite rod x ©’ y is obtained
somewhat artificially as a rod formed by the hypotenuse
of the right triangle, whose sides are the rods x and y.
Thus here the experimenter is abutting x and y perpen-
dicularly rather than along a straight line. Not surpris-
ingly, because the operational peculiarities of respective
compositions in a straight line versus orthogonally are
not visible in the representation axioms, the correspon-
ding enriched measurement models (M, <, ) and (M, <,
o ’) are measurement-theoretically indiscernible. Ellis
holds a conventionalist view of measurement, in the sense
that measurable properties do not exist independently of
their methods of measurement.

The technical problem of “x o x” is circumvented by
using an unlimited supply of copies of x (so that x o x = x
o y, where x = y) or by passing to a partial composition
operation. Ontological objections against using models
with infinitely many objects are obvious. Another prob-
lem is whether the comparative relation < and composi-
tion o of a measurement model (M, <, o) are directly
observable. Scientific realists in particular argue that in
general the representation axioms treat the empirical
structures of measurement models as something deci-
sively theoretical.

There are several ways to develop a general theory of
derived measurement. In some ways the most natural
place to start is with the notion of fundamental measure-
ment, covered earlier. A measurable property is said to be
fundamental or basic provided that its measurement does
not depend on the measurement of anything else. Simply,
a measurement theorist starts with a measurement model
(M, <, °) of a basic property together with the character-
izing representation axioms and then proves the existence
and uniqueness of the quantity scale. No other measure-
ment models are needed.

In contrast, a derived measurable property is meas-
ured in terms of other previously established quantity
scales and measurement models. A classical example in
physics is density, measured as a ratio of separate meas-
urements of mass and volume. To avoid conceptual
confusion, it is not suggested that a fundamental meas-
urement of density is impossible. When mass and volume
are known, there are offsetting advantages to working

ENCYCLOPEDIA OF PHILOSOPHY

90 2nd edition



with a derived notion of density. Another question is
whether any measurement is truly basic.

A BRIEF HISTORY OF MEASURING
DEVICES

It is invariably difficult to trace the origins of measure-
ment devices. Weights and measures were among the ear-
liest tools, invented and used in primitive societies.
Ancient measurements of length were based on the use of
parts of the human body (e.g., the length of a foot, the
span of a hand, and the breath of a thumb). Time was
measured by water clocks, hourglasses, and sundials.

The earliest weights were based on objects frequently
weighed (e.g., seeds, beans, and grains). Comparisons of
capacities of containers were performed indirectly by fill-
ing gourds and vessels with plant seeds—which were later
counted—and water. These qualitative measurement
methods, used in conjunction with crude balance scales,
formed a basis of early commerce. There was an enor-
mous proliferation of local and national measurement
systems and units (e.g., Egyptian around 3000 BCE;
Babylonian around 1700 BCE; Greek in 500 BCE; and
Roman around 100 BCE). Romans adapted the Greek
system that was later adopted with local variations
throughout Europe as the Roman Empire spread. As
these methods of associating numbers with physical
objects were growing, it became possible to compare the
objects abstractly by comparing the associated numbers
and to combine them by manipulating numbers. In the
presence of standardized units accepted by the whole
community it became possible to replace accidental com-
paratives of the form “five times the width of my finger”
with more universal but still unit-dependent “3.75
inches.”

In England in the early thirteenth century, measures
and weights (strongly influenced by the Roman system)
quickly evolved along the lines of strict standardization.
In France, standardization of measures and weights came
several centuries later. In 1670 Gabriel Mouton, a French
priest, proposed the establishment of a decimalized
metrology of weights and measures. The unit of length
that was finally decided on was one ten-millionth part of
a meridional quadrant of the earth. Weight of a cubic
decimeter of distilled water at maximum density temper-
ature of 4°C was adopted as the kilogram. (During the
second half of the twentieth century there was a shift
away from standards based on particular artifacts toward
standards based on stable quantum properties of sys-
tems.) The adoption of the metric system in France and
generally in Europe was slow and difficult, until the Inter-
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national Bureau of Weights and Measures, formed in
1875, recommended the universal adoption of the MKS
metric system in European countries that was subse-
quently signed in seventeen states. In the modern SI (Sys-
téme International d’Unites) version of the metric
system, there are seven base units (length, mass, time,
temperature, electric charge, luminous intensity, and
phase angle) from which all other units of measurement
are derived.

One impressive feature of modern science is the
rapidity with which new measuring instruments are
being developed. For example, in the case of time meas-
urement, and starting from imprecise ancient water
clocks and hourglasses, people in the Middle Ages built
town clocks (maintained by hand) to display local time.
In 1656 Christian Huyghens built the first accurate pen-
dulum clock; less than a century later John Harrison pre-
sented the first nautical chronometer. In 1928 Joseph
Horton and Warren Morrison built the first quartz crys-
tal oscillator clock. And finally, in 1950, Harold Lyons
developed an atomic clock based on the quantum
mechanical vibrations of the ammonia molecule. Cesium
atomic clocks measure time with an accuracy of 107" sec-
onds.

Experimental science has progressed thanks in great
part to the speedy development of highly accurate meas-
uring devices in nearly all branches of science, engineer-
ing, and medicine. The symbiotic relationship between
theoretical research and measurement methodology con-
tinues to be a fundamental factor in the development of
science. Philosophically, measurement is important
because it provides empirical foundations for the con-
struction of quantitative scientific theories, necessary for
reliable prediction and explanation of vast categories of
empirical phenomena.

See also Decision Theory; Experimentation and Instru-
mentation; Quantum Mechanics; Suppes, Patrick.
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MEDICAL ETHICS

A basis for medical ethics can be found in the Hippocratic
oath. These ethics, in sum, emphasize that doctors should
keep confidences, soothe their patients’ suffering, and not
overstep their medical abilities. The limitations of physi-
cians set the limits of the code. With fewer limits, there
are more issues to discuss: surrogate motherhood; alloca-
tion of expensive but lifesaving modalities; an emphasis
on privacy and autonomy and an evaluation of the med-
ical system itself. A caveat is necessary. The discussion of
medical ethics that follows is based on the present day
American system of medical practice. While much of the
ethics and ethos of medicine crosses cultures, other issues
may not. For example, particular questions concerning
paternalism especially related to truth telling are often
culture specific. Also, the American legal system, at least
according to some, encourages malpractice suits against
physicians leading to interesting questions about how
best to practice medicine.

A standard set of topics in medical ethics are: abor-
tion, euthanasia, confidentiality, truth telling, medico-
legal jurisprudence, genetics and medicine, allocation,
experimentation and informed consent, suffering, and
guilt. Each area can be associated with a basic question.

Issues in medical ethics tend to arise not from ques-
tions about moral theory but from practical and clinical
concerns. Failure to take this fact into account can lead to
analyses that bear little resemblance to principles or rules
that can be applied in clinical practice. One important
difference between typical questions that arise from

moral theory and those that arise in medical contexts is
the lack of disinterest that one usually finds in medical
contexts where a disinterested perspective is probably
unrealistic. One cannot be disinterested in a beautiful but
possibly battered infant. One cannot be disinterested in
the pain and suffering of a terminally ill patient in virtu-
ally unmitigatable pain who asks to be allowed to die. But
even if disinterested, a physician need not, therefore, be
uninterested or uncaring. Indeed, physicians almost
always have emotional investment in cases such as these.
Whether they should or should not is another issue (a
question that concerns medical education and human
nature), but they do.

Even so, the moral principles appealed to are tradi-
tional ones. Do not cause pain unnecessarily. Keep prom-
ises and tell the truth, except when obvious harm will
result from doing so. Do not interfere with the lives of
people unless they ask for this sort of help. Do not be so
selfish that the good of others is never considered. Thus,
despite the glittering high technology of the modern day
hospital, the dramatic emergency room, the life and death
feeling of the neonatal intensive care unit, the vulnerabil-
ity often felt in the examining room, medical ethics is
still ethics. What follows is a description of some central
issues in medical ethics.

PATERNALISM AND THE
GEORGETOWN MANTRA

To say that A acts paternalistically toward B involves five
beliefs on the part of A about the action aimed at B: (1) It
is done for the good of B; (2) A is qualified to perform the
act; (3) the action violates a specifiable moral rule; (4) the
most important factor is the good of B; (5) B believes that
no outside help is needed. Justifying a paternalistic action
requires that it be clear that B would be irrational not to
want the action forced and that A be willing to accept as
a general rule something such as, “In all cases like this, a
paternalistic action is allowable” (see Bernard Gert’s and
Charles Culver’s The Justification of Paternalism; for an
overview of the issue see the entry under paternalism in
the Stanford Encyclopedia of Philosophy, available from
http://plato.stanford.edu/entries/paternalism/).

The four part approach to medical ethics, often
referred to (after the home of its proponents) as the
Georgetown mantra suggests that all medical ethics deci-
sions can be seen from the standpoint of playing off
autonomy, beneficence, non-maleficence, and justice one
against the other with the goal being, in each case, to get
just the right balance. The four parts represent principles:
respect persons rights to decide for themselves; help those
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in need; avoid harming others; fair treatment, given what
is owed. The mantra, popularized in The Principles of
Bioethics by Tom Beauchamp and James Childress, was
presented as a midlevel set of principles between theory,
from which they were derivable, and practice. Whether
using an approach based on the four principles overem-
phasized the application of principles to the detriment of,
and need for, an overarching theoretical approach, is an
ongoing debate, one especially relevant to the pedagogy
of medical ethics (see Koppelman [1999]).

Because physicians make ethical decisions to some
extent based on their medical school courses in medical
ethics, pedagogy has always played an important role in
medical ethics. Initially, most medical ethics courses were
based on extrapolations from an analytic approach to
ethics. There are at least two other approaches. One
stresses phenomenology, the other stresses the view that
patients are best understood in terms of their unfolding
stories or narratives thus diminishing the role of analytic
type approaches to medical ethics. The use of literature in
teaching medical ethics is a natural consequence of seeing
medical ethics in this manner. This essay shall discuss nei-
ther the narrative approach to medical ethics, the phe-
nomenological approach, nor the pedagogy of medical
training (on the narrative approach, see Howard Brody’s
Stories of Sickness and A.H. Hawkins’s Literature, Medical
Ethics, and Epiphanic Knowledge; for the phenomenolog-
ical approach, see Zaner [1981]); for pedagogy, see the
journal, Academic Medicine; for a critique of some uses of
literature as well as a defense of an analytic approach to
medical ethics, see Zucker [2006]).

THE DOCTOR-PATIENT
RELATIONSHIP

The issue of paternalism is closely related to questions
about the norms governing the doctor-patient relation-
ship. Different models have been proposed to character-
ize this relationship. Most are based on some version of a
contract and so rights are important. The business
model: Here the patient gives up rights (privacy, for
example) and money. For this, the patient receives service
(health care). The engineering model: the doctor as a
mechanic. Just as one leaves an automobile with the
mechanic after trying to describe the problem, the patient
tells the mechanic-physician what seems to be wrong and,
in effect, leaves. Here, once the physician knows the prob-
lem, the patient is treated more like an automobile and
less like a person. The patient trades the right to be
treated like a person for a tune-up from the doctor—in
the hope that this is the best route to running smoothly.
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The priest to supplicant model: The doctor has
access to important information to which the patient has
no access. On this model, getting better is like having
one’s soul saved by a priest. Staying within the church
requires that you follow the rituals required of you by the
priest. Getting better requires that you follow the doctor’s
instructions. On this view, self-help programs would be
discouraged. On the collegial model, the stress is on the
partnership between the physician and patient. They are
partners with a common goal: the health of the patient.
On this model, each side trusts the other; each has confi-
dence in the other. The physician suggests treatment, the

patient agrees or says why not, so that a compromise can
be reached.

The covenant model is not based on a contract. It
stresses the dedication of the physician to the goals of
medicine. Among the highest of these goals are eliminat-
ing disease and alleviating pain. The covenant model
focuses on trust, concern, and sympathy. It emphasizes
the caring relationship. To many, the appeal to such ideals
characterizes the medical profession.

These medical models are ambiguous in the follow-
ing sense. Are they descriptive or normative? These mod-
els are not meant to be an exact replica of reality. Rather,
each is, to some extent, heuristic; meant to highlight an
aspect of doctor-patient relations making them easier to
analyze (on doctor patient models, see E. J. and L. L.
Emanuel’s Four Models of the Physician-Patient Relation-
ship).

ABORTION

The ethical questions concerning abortion have to do
with the justification of killing in a medical context. The
first line of defense permitting abortion is the claim that
what is killed is not the sort of thing that is (or should be)
protected by traditional rules against killing. A second
line of defense is seeing abortion as a help to the pregnant
woman who wants the abortion. It is even possible to see
abortion as a help to a fetus whose life, if not aborted,
would be one of pain, degeneration, and death (e.g.,
infants with Tay-Sachs disease). A third line of defense
views abortion as a public health issue. That is, history
shows that some pregnant women will seek abortions. If
abortions were illegal or very difficult to get, only the rich
would be able to get safe abortions. This would be unfair
as well as pose health risks to the poor. In a situation,
where abortion is contemplated as an option, the ques-
tion from medicine’s standpoint, whether explicit or
implicit, is: What is the moral status of a fetus (see entry
on “Abortion”)?
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EUTHANASIA

There are situations where a physician might be asked
(desire) to let a patient die, might be asked (desire) to
help a patient to die, or might be asked (desire) to out-
right kill a patient. The usual reasons are unmitigatable
pain (except through rendering the patient unconscious);
irrevocable loss of meaningful consciousness (permanent
vegetative state); irrevocable loss of some ability held so
dear to the patient that death is preferable (see entry on
“Euthanasia”).

While it may be rational to prefer death to constant,
unremitting pain, it still may be unethical for a physician
to allow such a patient to die (by withdrawing or never
starting life-sustaining therapy) when that patient can be
kept alive. It should be noted that sometimes, the pain
referred to is not so much the pain of physiology gone
awry as it is the emotional distress caused by the loss of
quality of life. That is, a return to baseline may not be
possible and, to some people, a new and restricted life is
not worth living.

The blunter version of the euthanasia question is:
Should a physician kill a patient under any of these cir-
cumstances even with the permission of the patient, even
where the patient begs to be killed or allowed to die?
Writing a prescription for a lethal drug dose and giving it
to a patient knowing that it will be used to commit sui-
cide is considered physician assisted suicide. Some con-
sider it a violation of medical ethics. Even if care is taken
in establishing the legal and moral rules for physician
assisted suicide, this can still be seen as irrelevant to the
ethical evaluation. Appeal to the medical tradition does
not support assisted suicide as a legitimate form of prac-
tice but there is no reason to think that tradition must be
obeyed, that no new traditions can be initiated. The clear-
est example of traditions changing is the shift toward
autonomy and consent in medicine—paternalism cer-
tainly had been the rule.

It has been argued that medicine has no room at all
for intentional killing or letting patients die (see
Thomasma and Pellegrino [1993]). The argument can be
supported by religion but it need not be. The argument
can be based on the nature of the medical profession and
what most patients come to expect from physicians. The
argument—by no means an uncontested one—is that let-
ting physicians kill patients (or allowing physicians to let
patients die) would erode patients’ trust that nothing will
be done to them that is not in their best interests. The
argument goes on to claim that allowing physicians to kill
some patients will create nagging suspicion: Will 1 be
next?

The profession of medicine is dedicated to preserv-
ing life and make it better. Therefore, medicine should
not aim at ending life. Here there is a clash between indi-
vidual patient rights and physician rights to discharge
what may be seen as the obligations of the profession.

The Council on Ethical and Judicial Affairs of the
American Medical Association (AMA) updated its Do
Not Resuscitate (DNR) guidelines to include two reasons
for withholding Cardio-Pulmonary Resuscitation (CPR):
(1) The action would be medically futile; (2) the patient
has requested no CPR. The guidelines also suggest that
physicians talk to their patients about the possibilities of
cardiac arrest and the need for CPR. The idea is to have
an informed patient taking an active part in the decision-
making. Physicians—the AMA guidelines say—are obli-
gated to honor the wishes of the patient (or named
surrogate) except where it is clear to the physician that the
CPR would be futile. The definition of futile is: (a)
unlikely to restore cardiac or respiratory function; or (b)
unlikely to achieve stated patient goals.

The guidelines allow the physician to enter DNR in
the record because of futility but only if the patient or
surrogate is fully informed. Fully includes explaining why
and what the alternatives are if the patient still wants
CPR. Of course, sometimes it is not the patient who
wants everything done. Sometimes, it is a family member.

Part (b) of the AMA suggested definition of futility
(viz., not likely to achieve stated patient goals) would
allow for a patient to demand CPR for just a few hours
more of life when that, but only that, was likely to occur.
This can be seen as counterproductive in that it is a waste
of resources and offers false hope to patients (Lo [1991]
offers a standard defense of this view). Judging a hope
false on allocation grounds may well beg a question
against the role of autonomy in medical practice.

CONFIDENTIALITY AND TRUTH
TELLING

Confidentiality goes hand-in-hand with privacy and
truth telling. During a visit, a physician may ask personal
questions such as “Are you sexually active?” Physicians
expect truthful answers. Truthfulness is insured by the
tacit understanding that answers will be kept private and
used only to help the patient. Where the clear well-being
of a third party (or parties) is jeopardized by keeping a
confidence, there is at least the presumption that the con-
fidence can be violated (on this, see Tarasoff v. The Regents
of the State of California). Contagious diseases are just one
kind of example. People with seizure disorders and driv-
ers of public vehicles who have high blood pressure
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would not have their driver licenses suspended if physi-
cians never reported this information. These sorts of
cases bring up a related question.

Should a physician be put in a situation where pri-
vacy and confidentiality are likely to be compromised?
Physicians working for industry or for government can
be in a situation where they are expected to reveal what
would otherwise be kept confidential. In cases like these,
what counts as a confidence is determined by the sort of
physician one is. Physicians doing health exams for insur-
ance companies or school boards cannot keep certain
conditions private. Physicians working for factories are
expected to identify malingerers. Should these be seen as
violations of confidentiality? Do they undercut the very
professionalism of the physician? A true malingerer does
hurt everybody by collecting undeserved benefits. But
should it be the role of any physician to protect the eco-
nomic interest of a company and its workers?

Physicians who work for the armed services or as
team physicians in organized sports can find themselves
in the odd situation of patching someone up in order to
have that person go back into battle or back onto the
playing field only to risk more injury. Some physicians in
the armed forces may find themselves as consultants to
interrogators. The justification here is that in this capac-
ity the physicians are behavioral scientists and therefore
freed of their usual ethical obligations because those obli-
gations are based on clinical medicine (see Bloche and
Marks [2005] for an analysis of this type situation). Are
such physicians in conflict with the higher goals implicit
in the covenant view of the doctor-patient relationship?
Put another way, is the covenant view of the doctor-
patient relation, even if meant merely as normative, a
realistic normative picture? What are realistic values for
the medical profession? This question is the crux of med-
ical ethics.

“Should physicians ever not tell the truth?” is a ques-
tion related to the justification of paternalism. The usual
context for questioning the necessity of truth telling is
along the lines of withholding some information that the
physician knows the patient (or a third party) would like
to know (e.g., your son has a sexually transmitted disease
[STD]); or deflecting a question such as “What do you
think it is, doctor?” because the doctor thinks the answer
is not one that the patient really wants to hear. Where
truth telling and confidentiality conflict, confidentiality
almost always will take precedence. Whether it should, is
another question. The nondirective counseling favored by
most genetic counselors may sometimes be open to being
interpreted as withholding truthful replies.

MEDICAL ETHICS

MEDICO-LEGAL JURISPRUDENCE

There is no issue in medical ethics that does not have a
legal version of it—a case brought to court. The theory
behind most decisions is personal injury law. In medical
malpractice, one must show damage that was caused by
care that was less than standard.

There have been many cases that can be considered
to be landmarks. Tarasoff v. The Regents of the State of Cal-
ifornia, decided in 1976, found that a psychiatrist was
negligent in not warning a third party that she might be
at risk from a patient. This decision changed the form of
consent in psychiatry and clinical psychology limiting the
confidentiality that can be offered a patient in therapy.
Less dramatic but almost as far reaching is Helling v.
Carey, which helped determine standards of care against
which to judge physicians; on surrogate motherhood; in
the Matter of Baby M; on abortion, Roe v. Wade; on brain
death and persisitent vegetative state, In the Matter of
Karen Quinlan, An Alleged Incompetent and Cruzan v.
Director, Mo. Health Dpeartment; on privacy, Griswold v.
Connecticut; on informed consent, Canterbury v. Spence.

Medical malpractice has an allocation aspect to it.
Some specialties are sued much more than others. The
usual reasons cited are the high-risk patients seen and the
high expectations of many of these patients (here is an
overlap of consent and malpractice; appropriate consent
should include a realistic statement of expected out-
comes). Rather than continue paying for high malprac-
tice coverage to insurers and rather than risk what they
take to be unfair assaults on their integrity, specialists will
retire early or relocate to areas with low malpractice rates.
Legislation proposed to limit awards in malpractice cases
can be seen as trying to limit suits filed. But such legisla-
tion can also be viewed as aiding insurance companies
who cover physicians (as well as aiding less than fully
competent physicians).

GENETICS AND MEDICINE (GENOMIC
MEDICINE)

Until the recent successes of the human genome project,
issues in medical genetics revolved around genetic coun-
seling and a what now might be termed proto-genetic
engineering. Patients, sometimes referred to as clients in
the genetic counseling context, almost always ask: Why
did this happen to me? Should I have another child? What
do you think this is? Directive counseling would answer
these questions explicitly, sometimes before they were
asked. Nondirective counseling deflected them as best as
possible. The justification for the nondirective approach
is that any directive counseling smacked of paternalism,
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at the least, and eugenics, the attempt to change the gene
pool through selective breeding of humans, at the worst.
The nondirective approach grew out of the fact that
advances in genetics that made genetic counseling a
viable specialty coincided with the connection made
between the eugenics movement in the United States and
the use of eugenics in Nazi Germany. Eugenics is implicit
in any directed program of genetic counseling and prena-
tal diagnosis along with selective abortion, thus the pref-
erence for nondirective counseling (negative eugenics
weeds out unwanted genetically controlled traits; positive
eugenics encourages the proliferation of desired geneti-
cally controlled traits).

The major question connected to genetics via the
Human Genome Project is in what ways would we like to
be better—and just how much better? And not just for us,
for our progeny. Talk about what the good life is and even
how best to reach it has a long history. But now there is
promise that it is attainable via genetic engineering, that
we will be able to choose or redesign our genes so that we
will have more control over our ability to live the good
life. Nurture plays a role but having the possibility of con-
trolling the raw material of nature gives us a head start on
nurture. We can be taller, shorter, thinner, more muscu-
lar, more musical, more mathematical, and so on. Again,
even a head start is better than the level playing field—if
these are our goals. John Rawls proposed that because
what he termed natural assets are not distributed accord-
ing to moral worth, a principle of redress was needed as a
way to compensate people slighted by the natural lottery.
Such a principle of redress would have to be implicit in
the control over the natural lottery (on this whole topic,
see Buchanan, Brock, and Daniels [2000] as well as Rawls
[1971]).

Cloning humans, cloning stem cells, methods for
prenatal genetic selection (including genetically engi-
neering our progeny) raise issues that reflect those from
abortion, euthanasia, privacy, and allocation. Answering:
“What sort of person do we want our child to be?” or
“What sort of people do we want in general and how
much should we spend to get them?” are variations of
age-old ethical issues. If some genetic changes are actually
crucial to what we are as humans, then there are issues of
defining personhood involved.

ALLOCATION

Allocation issues are divided into microallocation (who
gets what) and macroallocation (how should health care
itself be distributed). These two questions straddle the
line between economics, social and political philosophy,

and ethics. The question is one of a proper distribution of
goods, where some baseline version of health is a minimal
good and maximum health is the maximum good. Any
decision of how to distribute these goods will also deter-
mine in part what we take the profession of medicine to
be. Given that resources—time and money, as well as
organs, fetal tissue, hospitals, operating rooms, and so
on—are limited, it is difficult to decide how to distribute
health care in a just manner. Why should some people get
more and better health care than others? It certainly does
happen. Is it because of planning or is it just the luck of
the draw? Should something as important as health care
be left to luck? The question is how to deal with the real-
ity and the necessity.

Daniel Callahan (2000) has argued that many of our
worst allocation problems are traceable to what he terms
the research agenda of medicine, an agenda to cure every-
thing to extend life as a goal in and of itself. Daniel Calla-
han thinks medicine should have another major goal. He
offers three alternative principles. First, research should
focus on premature death, ones before sixty-five, accord-
ing to the U.S. government. Callahan gives a looser for-
mulation. He says: “[any death is premature if it occurs]
before a person has lived long enough to experience a
typical range of human possibilities and aspirations: to
work, to learn, to love, to procreate, and to see one’s chil-
dren grow up and become independent adults” (Callahan
2000, p. 654).

Second, research should aim at reducing poor qual-
ity of life at the last stages of life. Third, clinicians should
be persuaded that helping a patient to a peaceful death is
just as important as fighting for life to the end, against all
odds. Callahan says that as ideals, helping a patient to a
peaceful death and fighting for life against all odds are of
equal value because, in the end, we all die. It is here that
this perspective on allocation overlaps euthanasia issues.

A program of allocation based on autonomy and tol-
erance in a laissez-faire driven economy, where econom-
ics plays an important role in health care means some
people will get less health care and suffer for it. In such
situations, one would be forced to say (after H.T. Engel-
hardt in his Shattuck Lecture of 1984) that this is unfor-
tunate but not unfair. If, however, justice demands more
of an equitable distribution of needed goods, and health
is one such good, then the unfortunate begins to blend
into the unfair.

The lifeboat offers an interesting model for both
macro and micro allocation. How many lifeboats should
any ship carry? In a crowded lifeboat, should anyone have
to go overboard to save the majority? What is the best
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strategy for saving the majority, for getting the most
moral result? How is such a decision to be made? Should
there be prearranged rules, should there be deviations
allowed (many toddlers aboard, no sailors), should the
rules be made during times of stress (a storm, rising
seas)? For a lifeboat case, see United States v. Holmes.

FREE AND INFORMED CONSENT IN
CLINICAL AND EXPERIMENTAL
MEDICINE

The gold standard for medical experimentation is the
randomized, double-blind, and placebo controlled exper-
iment with a statistically predetermined cutoff point.
There is no such thing in clinical studies or in science in
general as definitive results, per se. All results are defini-
tive enough, against a background of assumptions and
goals. Design and ethics go together. A poorly designed
experiment will waste resources and, where there is risk,
will put subjects at risk for no good reason. Consent is an
ethically necessary part of any experiment. The consent
must be free and informed. Subjects cannot be under so
much emotional or physical pressure that they feel that
they must consent. They must believe it when told that
their deciding not to enter a study will not affect their
treatment. This freedom from felt coercion overlaps the
informed in free and informed consent because it is
unlikely that someone under the previously mentioned
stresses would (or could) fully understand the informa-
tion given. The benefit from an experiment must at least
promise some gain to the subject or future patients pro-
portional to whatever is the risk of harm. The gain may
be limited only to the knowledge that one has helped
some future people.

To highlight some issues, consider work done by Dr.
Saul Krugman at Willowbrook. Many children at the Wil-
lowbrook State School in New York developed hepatitis
because of poor sanitary conditions. Newly admitted
children were separated from other children, kept in clean
quarters but fed the virus collected from infected chil-
dren. Careful follow-up on these children revealed that
there were two strains of hepatitis, one more communi-
cable than the other. In defense of the experiment, it was
pointed out that children were likely to get hepatitis any-
way and that as subjects they received better care than
they would otherwise. Parents had given consent but the
reward for consent was immediate admission instead of a
long wait (Munson 2003). Willowbrook exemplifies
clashes between a physician’s obligations to society—
clean up Willowbrook; obligation to patients—find a
cure or preventive for hepatitis; obligation to science—
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find out more about hepatitis, even if a cure is not imma-
nent. It also highlights consent issues. How can one get
truly free and informed consent for these subjects or their
parents? Recent experiments utilizing genetic therapy
have been halted because of excess morbidity and deaths.
In these instances, there was great risk, but taking the risk
was the only route to possible freedom from disease.

Free and informed consent is part of any clinical
encounter as well. The principles insuring free and
informed consent for subjects also apply to patients in
everyday clinical situations. Patients must be treated with
up-to-date therapies that are aimed specifically at their
condition. Treating a contagious disease affects others but
does not affect the principle that it is the patient in front
of the physician who ought to be the target for therapy.
Patients must be told what they are asked to accept as
therapy and why. They must believe that they can ask
questions as well as ask for a second opinion without
jeopardizing their treatment. And, of course, risk in ther-
apy must be proportional to gain. An often overlooked
point is that some patients do not want much, if any,
information. In such cases, doctors have to gauge just
how little information they can safely (medically and
legally) refrain from giving verbally (where consent forms
are needed, information is written, and the question
would be how carefully and explicitly the material should
be explained to the patient).

PAIN AND SUFFERING

Sometimes, medicine can do no more than to alleviate
pain. Sometimes, physicians cannot even diagnose the
underlying problem. But if they can relieve pain, they
have discharged what might be called a minimum obliga-
tion. This is the sort of obligation that is captured in the
old saying “Above all, do no harm.” Sometimes the only
way to pursue this end is by listening to a patient ask, and
ruminate on, the Jobian question, “Why is this happening
to me?” Perhaps this aspect of medical ethics is the one
that takes it furthest from traditional philosophy.

See also Bioethics; Euthanasia; Genetics and Reproduc-
tive Technologies.
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MEDIEVAL AND EARLY
CHRISTIAN PHILOSOPHY

In addition to the general article Medieval Philosophy,
the Encyclopedia features the following articles
having discussions of early Christian and medieval
schools and movements: Apologists; Augustinian-
ism; Averroism; Byzantine Philosophy; Carolingian
Renaissance; Chartres, School of; Gnosticism; Ock-
hamism; Patristic Philosophy; Saint Victor, School
of; Scotism; and Thomism. Particular aspects of
early Christian and medieval thought are dis-
cussed in the Encyclopedia’s general entries,
including Ethics, History of; Islamic Philosophy;
Jewish Philosophy; Logic, History of; Metaphysics,
History of; Mysticism, History of; Semantics, History
of; and Universals, A Historical Survey. See also
Christianity; Illumination; and Liber de Causis. See
“Medieval Philosophy” and “Christianity” in the
index for entries on important figures in this area.

MEDIEVAL PHILOSOPHY

“Medieval philosophy” began with the African Christian
Augustine of Hippo (354-430), whose life and writings
reflected the unsettled state of the declining Roman
Empire long before the commencement of the Middle
Ages proper. His rich and many-sided works display the
Platonic otherworldliness of his theories of knowledge
and world history. According to Augustine’s vision, the
true cosmic plan unfolds in the history of the City of
God, and the local accidents of the Earthly City are of lit-
tle account in comparison. Correspondingly, true wis-
dom and virtue are obtainable only in the light of the
Christian faith and by the prevenience of divine grace;
human nature, grossly corrupted since the Fall, is in need
of a correspondingly complete divine remaking. Whereas
for Plato and Aristotle the fulfillment of human capacities
required the possession of a high degree of sophisticated
intelligence, for Augustine such fulfillment depended on
rightness of the will and the affections. These two fea-
tures, a radical view of the transforming power of grace
and a voluntaristic accent, may be regarded as the kernel
of Augustinianism, at least insofar as it affected subse-
quent thought. The tremendous influence of Augustine
on medieval thought is matched by that of Ancius Man-
lius Severinus Boethius, whose grandiose plan was to
transmit to the Latin West the works of Plato and Aristo-
tle—a plan rudely cut short by his execution in 524. How-
ever, he accomplished the translation of Aristotle’s logical
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works into Latin; his commentaries on some of them, and
on the Neoplatonist Porphyry’s introduction (Isagoge) to
the Categories of Aristotle, were immensely influential in
shaping the technical Latin vocabulary and turns of
expression that prevailed in the Middle Ages, so much so
that any appreciation of medieval thought must
inevitably be inadequate without a thorough acquain-
tance with Boethius’s logical output.

The intervention of the Dark Ages presented Western
scholars with a gigantic task of rethinking and recon-
struction. During these centuries of insecurity and
uprootedness there was little intellectual endeavor, apart
from the exceptional work of the Neoplatonist John Sco-
tus Erigena in the ninth century. The logical, theological,
and classical inheritance slumbered insecurely within the
libraries of threatened Western monasteries. When
Anselm of Canterbury (1033-1109) began to exploit
Boethian logic in order to render his Christian faith intel-
ligible, he had no immediate predecessor who in any way
approached his stature as a thinker. Author of the Onto-
logical Argument and fully alive to the power of linguis-
tic analysis as a tool for clarifying conceptual problems,
Anselm was the father of Scholasticism. Working within
an Augustinian framework, Anselm and other logical the-
ologians of the eleventh and twelfth centuries attempted
to bring into order and coherence the body of doctrine to
which they were committed by Holy Writ, dogmatic pro-
nouncements, and the works of earlier authoritative
church writers. The formidable dimensions of the enter-
prise were well known to them, as is shown in the lists of
clashing antitheses made explicit in the Sic et Non (For
and Against) of the ill-fated logician Peter Abelard
(1079-1142). A systematic collection of authoritative
opinions, the Sentences, upon which all subsequent
medieval thinkers exercised their logical and philosophi-
cal ingenuity in the form of commentary, was compiled
by Peter Lombard (c. 1095-1160).

While the Latin West, employing a predominantly
logical Aristotelianism, was engaged in the tasks
described above, as well as in controversy on the topic of
universals, the more advanced Islamic civilization spread-
ing from the Middle East possessed the whole body of
Aristotle’s works. These received development, commen-
tary, and a Neoplatonic flavor at the hands of a series of
subtle thinkers, among whom were al-Farabi (c.
873-950), Avicenna (980—1037), and Averroes (c. 1126—c.
1198). From about the middle of the twelfth century on,
Latin translations of their works became available; and
through these, as well as through translation directly

ENCYCLOPEDIA OF PHILOSOPHY

2nd edition

99



MEDIEVAL PHILOSOPHY

from the Greek, Western thinkers eventually knew all of
Aristotle’s writings.

The Jewish philosophers Solomon ben Judah ibn
Gabirol (c. 1021-1058 or 1070) and Moses Maimonides
(1135-1204) also contributed to the intellectual ferment
of the thirteenth century, which was accompanied by the
establishment of universities within which members of
the recently founded orders of Dominican and Francis-
can friars were soon competing with secular masters for
professorships. Generally speaking, the Dominicans, fol-
lowing the lead of Thomas Aquinas (c. 1224-1274),
attempted to assimilate Aristotle by adopting a frame-
work within which divine grace was seen as completing
and fulfilling human nature, rather than dramatically
abrogating it in the Augustinian manner. Consequently,
the Thomistic tradition represented a separation, at least
in principle, of philosophy from theology and a more
optimistic view of human nature, society, and the civil
state, coupled with opposition to those Latin Averroists
who were prepared to compartmentalize their thought to
the extent of claiming that on certain points philosophy
(Aristotle, as interpreted by Averroes) demonstrated con-
clusions incompatible with their personal Christianity.
Those who preferred to remain within the Augustinian
stream, especially St. Bonaventure (c. 1217-1274), John
Duns Scotus (c. 1266—1308), and William of Ockham (c.
1285-1349), nevertheless increasingly absorbed elements
of the new Aristotelianism. Concerned as they were with
the sense in which theology could be a science (a form of
knowing), Duns Scotus and William of Ockham evinced
a tendency to bring epistemological considerations more
to the forefront of their work.

NATURE OF SCHOLASTICISM

ARISTOTELIAN EMPIRICISM: MATTER, FORM, AND
SUBSTANCE. Medieval philosophy and logic are aspects
of an effort to resolve conceptual puzzles (often, but not
always, theologically inspired) and to underpin such res-
olutions with a satisfactory theory of how things are and
why they are as they are. The dominant theory, although
subjected to multiple variations and modifications dur-
ing the medieval period, was basically Aristotelian and
therefore involved an ultraempiricist effort (not always
successful) to resist the abrogation of the pretheoretical
commonsense aspect of the world by the theoretical.
Before the consideration of any theory, whether scientific
or metaphysical, human beings are inevitably confronted
with a world populated by a multiplicity of diverse kinds
and sorts of beings that are subject to generation, change,
and death. These diverse beings are understood to the

extent that “why?” questions about them or their kinds
can be answered; they are the objects of evaluation inso-
far as they or their qualities, quantities, states, or relations
are characterized as good, bad, and so on.

In accordance with the nonabrogatory policy, a tech-
nical vocabulary is required such that the pretheoretical
picture does not forfeit its basic sense by relativization to
a more fundamental theory that demands radical revision
of that picture. For example, an ultraempiricist account
of how things are must always leave place for the attribu-
tion of a literal (and not merely metaphorical) sense to
questions regarding the “makings” of sense objects, states
of affairs, or processes. The term matter represents an
attempt to guarantee such a literal sense—it is the general
reply to the always sensible question (in the context men-
tioned) “What is it made out of?” The detailed replies to
such questions—“wood,” “stone,” “bones and flesh,”
“clay,” “cloth,” and so forth—all mention makings or
materials out of which something is made, physical
antecedents that are among the necessary conditions of a
thing’s being.

In the same context, however, explanations of why
things are as they are can be given by reference to the
kinds or sorts to which those things belong; for example,
“Horses are self-moving because they are animals, and all
animals are self-moving.” Here a feature of a particular
sort of being (horse) is explained by reference to its gen-
eral kind (animal), and it is the notion of “form” (with its
alternative medieval vocabulary, “nature,” “essence,”
“quiddity”) that represents a reminder of the fact that
things fall into distinguishable sorts (species) that can in
turn be subsumed under broader kinds (genera). Since
truistic explanations can be given in terms of sorts and
kinds, the form or essence is said to be the principle of the
intelligibility, or explanation-worthiness, of things; and
such general definitions as “Man is rational animal” are
said to hold true in regard to the formal aspect of things.
Whether or not the definitions are true of things in a sci-
entific sense is of little import to the philosophical notion
of form: Its point is to ensure the nonabrogation, by a
general theory of how things are, of the pretheoretical
picture of the diversity of things; realization of this point
may lie behind Aquinas’s agnosticism concerning the sci-
entific value of such formal definitions.

It is plain that the replies to questions about the
makings (matter) of things still involve a formal aspect,
since not only are explanations in terms of the definitions
of wood, stone, and the other sorts of material mentioned
still possible, but it is also possible sensibly to ask what the
wood or stone is made out of, or what “stuff” endures
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when wine becomes vinegar. In order to do justice to such
possibilities—and to the pretheoretical conviction that in
processes of change the successive sorts that occur are not
totally new creations but rather a sequence of diverse
activizations of a common substratum—the notion of
“prime” matter is employed; this is matter as mere sub-
stratum, totally devoid of any formal aspect. Prime mat-
ter was viewed schematically, by a kind of extrapolation,
as pure susceptibility upon which the various formal
actualities supervene, and was said to be by some
medievals the principle of individuation, whereby form,
the principle of intelligibility and generality, is con-
cretized to the particularity of the various individual
“this-es” that belong to a given sort. Thus, one might say
that a horse is an equinizing of prime matter, a stone is a
petrifying of prime matter, and so on; this use of verblike
nouns helps to bring out the fact that form is act, or actu-
ality, as opposed to the mere susceptibility of prime mat-
ter. These verblike nouns are constant, since it never
makes sense to say of a horse, for example, that is it more
horse or less horse (using “more” and “less” in a non-
quantitative sense). Some actualizations, however, are
variable, such as whiteness; one can say of a white object
that it is (or becomes) more white or less white.

The real correlates of certain of the constant actual-
izations are called substances, objects that are pretheoret-
ically recognized as being constantly what they are over
the whole span of their existence. A horse does not
become a horse, and on ceasing to be a horse, it simply
ceases to be, whereas a white object can be something that
becomes white in varying degrees and may cease to be
white, but it is not on that account said to cease to exist.
When adjectival terms such as white are used to denote
subjects in sentences, such as “A white thing is coming
down the road,” it always makes sense (although in many
instances it may be superfluous) to ask a question like
“What is the thing that is white and is coming down the
road?” This is true because such terms leave open the pos-
sibility of asking a question regarding the nature of the
“something else” (aliquid aliud, as Aquinas has it) that is
qualified (in this instance by the whiteness). When the
“something else” is a substance, such as “horse,” the pos-
sibility of a further question having a similar sense, but
with the substance name in place of the adjective, van-
ishes. For example, one would not ask, “What is the thing
that is a horse and is coming down the road?” Thus, this
notion of substance is unlike that with which John Locke
was concerned; for him it did make sense, even when a
substantial sentence subject had been used, to carry on
with requests for information about what he called a
“something besides.”

MEDIEVAL PHILOSOPHY

TECHNICAL LANGUAGE, MEANING, AND UNIVER-
SALS. Much of medieval philosophical and logical dis-
course involved the endowment of old words with new
senses, as part of the artificialization of natural language
that is characteristic of the Schoolmen, who, according to
Locke, “covered their ignorance with a curious and inex-
plicable web of perplexed words.” The Scholastics were in
fact to some extent aware of the exigencies of discourse of
this sort, which constitutes a kind of halfway house
between the sort of philosophy that is careful to use only
a completely jargon-free natural language, and the sort
that is prepared to use the resources of some totally arti-
ficial language (such as those of modern symbolic logic)
as a set of coordinates whereby sense and senselessness
may be distinguished. When discussing the technical
sense of “in” in sentences such as “Qualities inhere in sub-
stances,” Boethius had distinguished no fewer than nine
ways in which the word in could be used. It was clear to
him that the man of the technical sentence “Man is a
species” does not play the same role as does the name
man in “Socrates is a man”; if it did, then one should be
able to use these two sentences as premises whence
“Socrates is a species” (which is false or nonsensical)
could be inferred.

How, then, are such terms as man, animal, genus, and
species, as they occur in sentences like “Man is a species”
and “Animal is a genus,” to be understood? These are sen-
tences of a sort that must occur in the discussion of the
principles of those definitions described as efforts to do
justice to the formal aspect of things. Interpretation of
such sentences as consisting of two names joined by is
naturally leads to the question, transmitted by Boethius
when commenting on Porphyry, of what the things are
that these names name. Are the things named by such
specific or generic names extramental entities additional
to individual human beings and animals? An affirmative
answer represents one medieval form of the option for a
“realist” position in the problem of universals, and
throughout the period thinkers were divided on this
topic. Certain early medieval antirealists, such as Roscelin
and Garland the Computist, developed a solution that
had been suggested by Boethius: Words such as species
and genus, said Boethius, may be interpreted as “names of
names” (nominum nomina), so that “Man is a species”
Man’ is a species,” with species
naming the word man and indicating that it is predicable
specifically of many individuals. Herein lies one of the

«c

should be analyzed as

roots of the logical doctrine developed during the thir-
teenth and fourteenth centuries, the doctrine of supposi-
tio.
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Roscelin and Garland went further than Boethius
and regarded man in “Man is a species” not as a men-
tioned name (a mentioned significant utterance) but as a
mere utterance (vox) undergoing mention; thus St.
Anselm accused Roscelin of having reduced universals to
the “breath of an utterance” (flatus vocis). Other antireal-
ists, observing that this extreme nominalism (as it is usu-
ally called) failed to account for the success of language as
a representation of the formal aspect of things, adopted
an intermediate position, according to which the univer-
sal is a natural (as opposed to a merely conventional)
mental sign, or concept; such a position was designed to
secure the objective reference of the universal while
avoiding commitment to the plethora of extra entities
demanded by realism. Abelard, Aquinas, and Ockham
may be credited with having held, each in his own way, a
doctrine of this type.

EXTENT OF THE ARTIFICIALIZATION OF LAN-
GUAGE. There are several facets of the general medieval
concern with the study of meaning. In the writings of
Anselm of Canterbury, for example, there is an
immensely powerful and pervasive realization that the
overt, apparent, or grammatical form of an utterance
need not show its implicit, true, or logical form—a real-
ization whose revival has been most prominently reiniti-
ated in our own age by Bertrand Russell. Again and again
Anselm’s writings contain the contrast between forms of
speech that are allowed by the loose texture of ordinary
language (usus loquendi) and the forms to which a strict
attention to the exact sense (significatio per se) commits
one; the loose texture is methodically explored, and the
results of this exploration are applied to the elucidation
of difficulties raised by forms of speech found in Holy
Writ and ordinary language. In their technical explana-
tions Anselm and his successors felt compelled to make
innovations that violated the grammar of the natural lan-
guage (Latin) in which they wrote; for instance, in
expressing the objective counterparts of assertions con-
cerning the meaning of adjectival (as opposed to sub-
stantival) words, Anselm used the novel formula “Literate
is literacy,” which in its Latin version (Grammaticus est
grammatica) is about as full of scandals, from the point of
view of ordinary Latin grammar, as any three-word sen-
tence could be.

Naturally the classicists of the time, like their coun-
terparts of the sixteenth century, took alarm at these
monstrous impurities of language; a classicist rearguard
action is shown in the Metalogicon of John of Salisbury
(c. 1115-1180), who at one point explicitly argues against
mixtures of abstract and concrete of the kind put forth by

Anselm. A better-known example of this technical devel-
opment, resulting in nonsense in respect to ordinary lan-
guage, is found in Aquinas’s assertion that a man is
neither his humanity nor his existence, whereas God is
both his essence (divinity) and his existence; these claims
involve a like mixture of concrete and abstract nouns that
in nontechnical speech just cannot be connected by the

«s »

same “is” (or “is not”).

BREAKDOWN OF COMMUNICATION. The semiartifi-
cial language of the Scholastics was excessively clumsy,
and, in the absence of the precise definitional control that
goes with a totally artificial language, required for its tol-
erably safe employment an intuitive power extending
beyond the ordinary; even when this has been achieved,
the history of the period demonstrates that there is no
guarantee that communication will be maintained. For
example, skill in the use of such language probably
reached its peak in the writings of Duns Scotus, the Sub-
tle Doctor. He rejected the theory that matter is the prin-
ciple of individuation on the grounds that this
attribution leaves the individual lacking in total intelligi-
bility and even makes problematic the possibility of an
omniscient being’s (God’s) radical understanding of the
individual object. He therefore posited that individuation
is performed not by a material, but by a formal, principle;
for example, by “Socrateity” in respect of the individual
Socrates, and in general by the “thisness” (haecceitas)
appropriate to each individual “this.” We have already
observed the connection between form and intelligibility
presupposed in this operation, an operation that raises a
further phase of the universals controversy and at the
same time exemplifies the breakdown in communication.

Ockham criticized the Scotist thing-centered formal
distinction (distinctio formalis a parte rei) alleged to hold
between the universal nature in question (humanity in
the case of a human being) and the individuating formal
principle (Socrateity) that makes the individual into this
individual. Ockham was at a loss to see how this distinc-
tion could be thing-centered (a parte rei) and yet not
commit its proponent to the admission of extra entities
(humanity, Socrateity) over and above, and distinct from,
individuals, in spite of the fact that the existence of uni-
versals as extra entities of this sort was denied by Scotus.

It has already been suggested that form may be best
expressed by means of verblike nouns (equinizing, petri-
fying); hence, the abstract nouns often used to express
formal principles could be viewed as being more verblike
than namelike—a position taken by Aquinas from
Boethius and apparently recognized by other Scholastics.
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If this view is accepted, then the statement that the
Socrateity of Socrates is distinct from his humanity may
be interpreted, using appropriate verblike forms, as
asserting that Socratizing is not identical with humaniz-
ing, an analysis that yields a true thing-centered distinc-
tion and yet does not send one on a vain search for extra
named entities over and above the man Socrates; this
offers at least one way in which the Scotist contention
may be consistently understood.

But Ockham assumed, in effect, that any distinction
that holds in respect of things (a “real” distinction) can
only be like that which holds between, for example,
Socrates and Plato and that is expressed by a sentence
such as “Socrates is not Plato,” wherein “Socrates” and
“Plato” are names (as opposed to the verblike Socratizing
and humanizing). When, therefore, Ockham encountered
the further Scotist tenet that although a thing-centered
formal distinction holds between Socrateity and human-
ity (for example), it is nevertheless not the case that a real
distinction holds between the two, he assumed that
“Socrateity” and “humanity” could be treated in the same
way as such names as Socrates, Plato, Cicero, and Tully,
and that even as the negation of a real distinction
between Tully and Cicero amounts to a statement of their
real identity as the same individual object, so also the
denial of a real distinction between Socrateity and
humanity amounts to a statement of real identity of this
sort. In point of fact, however, once the verblike nature of
the form-expressing words Socrateity and humanity has
been grasped, it becomes clear that a denial of a real dis-
tinction between Socrateity and humanity should be
understood as the rejection of any attempt to treat those
form expressions as though they were pure names. The
whole weight of Ockham’s subsequent attack, aimed as it
was at the consequence that the Scotists were in such con-
texts stating the denial of a real identity (one framed in
terms of names, as opposed to verbs) is therefore totally
misplaced.

The same blindness, combined with the theological
premise that God is omnipotent, and hence can effect
anything that does not involve a contradiction, also
played havoc with other distinctions patiently established
by earlier thinkers. For example, the distinction between
essence and existence, some of whose associated theses
were described above as embodying novel uses of words,
was attacked on the grounds that the essence of a thing (a
man’s humanity) and its existence are (if a real distinction
holds between them) two things distinct in the way that
Socrates and Plato are two distinct things. In conse-
quence, the Ockhamists considered themselves licensed
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to assert that the admission of a real distinction between
essence and existence has as a consequence the possibility
of God’s omnipotence producing something’s essence
without at the same time producing its existence, or vice
versa, however, this is patently absurd, and therefore (they
concluded) there is no real distinction between essence
and existence.

In the presence of such misplaced criticism it is obvi-
ous that scholastic thought could have been better
expressed in a fully artificial language, armed with precise
definitions and a greater capacity for generating and
identifying new parts of speech than that of the semiarti-
ficial language that was used.

REACTION AGAINST TECHNICAL ARTIFICIALIZA-
TION. Although the artificialization of natural language
for the expression of technical truths beyond the capacity
of natural language proceeded apace from the time of
Anselm, the final major philosophical reaction, brought
about by communication difficulties, was in the opposite
direction. Ockham’s attitude to the contrast between
ordinary and technical discourse was the polar opposite
of Anselm’s attitude at the opening of the period. For
Anselm, accounts of meaning could and did call for the
use of, or have as consequences, technical assertions that
were either nonsense from the point of view of ordinary
usage, or at least involved radical departures therefrom—
and his successors were similarly venturesome.

Ockham, although likewise constantly conscious of
the contrast between ordinary speech and the technical
forms of speech used by his predecessors, nevertheless
placed propriety of expression on the side of ordinary
speech, and not on the technical side, except in those
instances where the novel locutions of his forerunners
could be explained away or disarmed as mere stylistic
ornament. His lists of sentences that are false if taken lit-
erally (de virtute sermonis) because words are not therein
used properly (secundum proprietatem sermonis) are cat-
alogs of the sort of technical assertions that for Anselm
and following thinkers had been a necessary consequence
of the special requirements of logical and philosophical
discourse, and that for them enshrined propriety to a
degree to which the looseness of ordinary speech could
not aspire. This reversal of attitude, symptomatic of the
breakdown of communication in terms of semiartificial
language, did not, of course, immediately prevail, it was
combated at great length, for instance, by John Wyclyf (c.
1320-1384). Nevertheless, Ockham’s attitude, reinforced
by Renaissance philology, ultimately triumphed and was
represented in the strictures of Locke on “the frivolous
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use of uncouth, affected, and unintelligible terms” that
made philosophy “unfit or uncapable to be brought into
well-bred company and polite conversation.”

ETHICS AND POLITICS. Augustine’s severe view of the
effects of the Fall of man resulted in a largely negative
view of the civil state. He held that save in the ideal case
of a Christian commonwealth, earthly states are merely
coercive institutions that would not exist had man not
fallen, and serve simply to issue punishments and reme-
dies for the corruption of human nature. Correspond-
ingly, divine grace is seen by Augustine as playing a
dramatically elevating part in the reformation and reor-
dination of the will. However, the thirteenth-century
revival of full Aristotelianism, coupled with the Thomist
view of grace as a completion rather than an abrogation
of nature, allowed that civil subordination was natural to
man, would exist even if the Fall had not taken place, and
hence could not be written off as an extraneous penal
imposition; the state possesses a positive value in its own
right.

Aquinas’s enormously detailed philosophical anthro-
pology constituted the foundation of his version of Aris-
totelian humanist ethics and politics, to which he
attempted to give a Christian completion; it cited the per-
fection and fulfillment of human nature in the intellect
rather than in the will: Accordingly, he viewed law as
essentially a rule of right reason, rather than as a species
of will-based command. This doctrine was in conflict
with the teachings of the Augustinian voluntarists such as
Ockham, whose view has endured through Thomas
Hobbes and John Austin down to modern times.
Aquinas’s system of rationally based natural law as a
measure of the value of human actions in general, and of
human law in particular, was in opposition to the abso-
lutist tendencies evident in the coalescence of revived
Roman law with Augustinianism, which were to come to
final fruition in the sovereign nation-state of our own era.
The distinction between the righteous prince (who
remains within the bounds of the law) and the tyrant
(who puts himself above the law) had been trenchantly
enunciated by John of Salisbury, was supported by the
non-Roman medieval legal tradition, and clearly presup-
poses limits to the powers of the chief legal authority.

It is clear that Aquinas’s natural-law theory supports
this limiting attitude and justifies resistance to tyranny;
he was therefore faced with the task of coming to terms
with those features of Roman law (to be emphasized in
the Renaissance) according to which the prince is above
the laws. This he did by distinguishing between the coer-

cive power (vis coactiva) and the directive, or rationally
qualifying, power (vis directiva) of law: In respect of the
first the prince is above the law, but in respect of the sec-
ond he is voluntarily subject to it. In his theory of law
Aquinas directly influenced Richard Hooker, to whom
Locke admitted his indebtedness.

It is in connection with Aquinas’s defense of the right
of resistance, as well as in his prima facie puzzling asser-
tions on the relation of the papacy to civil power, that we
may best see how he attempted to resolve the perennial
problem of the relation between political principle and
political fact through the use of exceptive (nisi forte ...)
clauses. Instead of rigidly carrying through principle to
the bitter end and at all costs, without any regard for con-
crete or historical facts (in the manner, one might say, of
Plato in the Republic), Aquinas suggested that the most
rational course would be to make appropriate accommo-
dations with local conditions, if necessary by recourse to
empirically based anticipation of the results of political
action. For example, it follows from natural law that
tyranny may rightly be resisted by force; this justification
of rebellion may be acted upon, said Aquinas, except per-
haps (nisi forte) when the facts of the case make it plain
that the revolution will generate worse evils than the
tyranny that it is designed to displace. Again, in religious
matters he declared that the ecclesiastical power is to be
obeyed rather than the civil, and in civil matters the lay
power is to be obeyed rather than the ecclesiastical, except
perhaps (nisi forte) in the special case of the two powers’
being amalgamated in one person, such as the Roman
pontiff.

Commentators discussing this last example, and not
armed with a realization of the significance of its excep-
tive (misi forte) structure, have inferred from it that
Aquinas here committed himself to an extreme papalist
position that would endow the pope with the fullness of
spiritual and temporal power. However, once the signifi-
cance of that structure has been gathered from the many
other available textual examples, the conclusion may be
drawn that Aquinas taught the separation of these powers
as a matter of principle, yet he also observed the local fact
that insofar as the pope is a temporal ruler of papal terri-
tory, he, exceptionally, holds both spiritual and temporal
power. A like adaptability may be seen in Aquinas’s con-
cession that the secondary precepts of natural law are
mutable in accordance with changing historical condi-
tions and in his recommendation that laws should be tai-
lored to fit the type of population for which they are
intended; to attempt to legislate a people into full virtue
is futile.
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Augustinianism in general, and the Augustinian the-
ory of law as essentially will-based command, received
impetus and encouragement from the archbishop of
Paris’s condemnation in 1277 of certain Aristotelian the-
ses of Arabic philosophical complexion, a condemnation
that also bore upon some Thomist positions. The ten-
dency of Averroism had been toward a pantheism that
diminished the freedom of God in the act of creation.
Aquinas’s claim that moral evaluation consists of rational
assessments based upon the intrinsic nature of the cases
in question was also susceptible of being interpreted as
constituting a restriction on divine omnipotence. Accord-
ingly, Duns Scotus and Ockham, in varying degrees,
claimed that the rules governing the attribution of Tight-
ness or wrongness to human actions were contingent in
relation to the absolute power of God; the consequent
contingency of connection between deed and merit has
caused some historians to assume that in Augustinian
thought one may find the basis of Martin Luther’s doc-
trine of justification by faith alone, as well as a source for
the legal aspects of the Hobbesian theory of sovereignty.

SCIENCE AND PHILOSOPHY. Although the nonab-
rogatory policy of medieval philosophy outlined above
served well enough to ensure that philosophers took seri-
ously the fully human realm of reasons, purposes, hopes,
and so forth, thus avoiding the split between the thinker
as a human being and the thinker as a philosopher, the
extrapolation of that policy’s attendant ultraempiricism
to sciences such as physics and cosmology tended to a
greater or lesser extent to inhibit their development as
practical tools. A prime and early example of such ultra-
empiricist inhibition is to be found in the refusal of the
second-century astronomer Ptolemy to consider a sun-
centered planetary system because it so obviously is at
variance with things as we find them to be, a refusal that
was espoused by most but not all medieval philosophers.
On this point Ptolemy was in agreement with the physics-
based cosmology of Aristotle, but in general he repre-
sented a rival tradition, that of the mathematicians, who
were usually regarded by the medievals as devisers of
ingenious fictions that served merely to “save the
observed appearances.” Mathematical theories were
accordingly believed to lack the necessity attributable to
the vast and coherent background of Aristotelian physics
and metaphysics, and this attitude prevailed until the
time of Galileo Galilei.

However, there was some support for the develop-
ment of mathematical physics, insofar as it relies on
thought experiments as opposed to exact experiment, in
the very competent medieval enlargements on a point
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whose root lay ultimately in Aristotle’s Categories; there,
when attempting to differentiate between substances
(such as man, tree, stone) and qualities (such as white-
ness, roundness, hardness), Aristotle pointed out that the
latter are susceptible of degree, while the former are not.
To this remote starting point much of modern mechanics
owes its origin, for through speculation on the various
kinds, rates, and degrees of “intension” and “remission” of
qualities, the ideas of constant motion and acceleration
and deceleration (uniform or nonuniform), and their
relations to time and distance were thoroughly explored
by fourteenth-century philosophers, such as those of
Merton College, Oxford. Nicholas Oresme (c.
1325-1382) related these aspects of motion to their
graphical expressions and anticipated infinitesimal calcu-
lus and coordinate geometry. Herein lies the starting
point of certain segments of Galileo’s mechanics.

See also Abelard, Peter; al-Farabi; Anselm, St.; Aris-
totelianism; Aristotle; Artificial and Natural Languages;
Augustine, St.; Augustinianism; Austin, John; Averroes;
Averroism; Avicenna; Boethius, Anicius Manlius Sever-
inus; Bonaventure, St.; Duns Scotus, John; Erigena,
John Scotus; Galileo Galilei; Hobbes, Thomas; Ibn
Gabirol, Solomon ben Judah; Islamic Philosophy; Jew-
ish Philosophy; John of Salisbury; Logic, History of;
Luther, Martin; Maimonides; Mathematics, Founda-
tions of; Neoplatonism; Ontological Argument for the
Existence of God; Oresme, Nicholas; Pantheism; Peter
Lombard; Plato; Porphyry; Realism; Roscelin; Russell,
Bertrand Arthur William; Scotism; Socrates; Sover-
eignty; Thomas Aquinas, St.; Thomism; Universals, A
Historical Survey; William of Ockham; Wyclyf, John.
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MEDITATION IN INDIAN PHILOSOPHY

MEDITATION IN INDIAN
PHILOSOPHY

Meditation as a distinct practice in Indian philosophy
appears in a variety of texts from the third century before
the common era as well as in sculptural depictions that
date from 3500 BCE. The quintessential manual on med-
itation, the Yoga Siitra, was composed by approximately
200 CE and includes philosophical positions and medita-
tion techniques from the Samkhya, Jaina, and Buddhist
traditions.

Early depictions of meditating figures were found in
the excavations of Mohenjodaro and Harappa, Indus Val-
ley cities that date from 3500 BCE Sculptures and steatite
seals show people with half-closed eyes sitting in the lotus
posture. In some seals, animals surround a meditating
figure, indicating a shamanic, totemic origin of this tradi-
tion.

The earliest text of Indian literature, the Rg Veda,
which dates from at least 1500 BCE, mentions longhaired
ascetics and, amidst hundreds of hymns extolling various
gods and goddesses, lays out the philosophical founda-
tions for later traditions of meditation. Rg Veda
(1:164.20) describes two birds in the same tree, one eat-
ing sweet berries while the other merely witnesses. This
theme repeats itself in the Mundaka Upanishad (3:1:1) and
the Svetasvatara Upanishad (4:6) and is expressed in the
Bhagavad Gita themes of the lower nature subject to con-
stant change and activity (prakrti) and the higher nature
or inner true self (purusa or atman). The worldview pre-
sented in this early metaphor delineates two major
modalities of engagement with the world. One aspect
freely and unreflectively participates in and contributes to
the world. The other aspect remains aloof and transcen-
dent, as a spectator or onlooker.

Samkhya philosophy, articulated by the philosopher
Ishvarakrishna in the early centuries of the common era,
delineates a cosmology based on this dynamic tension
between the processes of activity and witnessing. The
realm of activity includes psychological states (bhava),
operations of the mind (manas), sense and motor capac-
ities (indriya), as well as the subtle and gross elements
(bhiita) that manifest as discrete, concrete objects. By
understanding and harnessing the karmically influenced
outflows that arise when the witnessing consciousness
becomes intrigued and defined by the particularity found
in the manifest realm of activity, one gains mastery over
and release from compulsive behavior, resulting in liber-
ation (kaivalyam). This philosophy undergirds the system
of Yoga, which presents a variety of meditation tech-
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niques to accomplish the goal of liberation. Yoga also
appears within non-Vedic traditions such as Jainism,
Buddhism, Sufism, and Sikhism.

THE YOGA SUTRA

The Yoga Siitra of Patafijali (c. 200 CE) defines Yoga as the
restraint of the fluctuations of the mind (yogas-citta-
vrtti-nirodha?). The application of Yoga allows for the
gradual diminishment of karmic influences, referred to as
seeds (bija) or residues (samskara). Yoga specifies five
aspects of defilement that must be controlled: ignorance,
egoism, attraction, repulsion, and a desire for life to con-
tinue. By following the practices of Yoga, including med-
itation, karma dissipates. The practitioner reshapes his or
her identity, abandoning attachment to fixed behaviors.
By drawing inward, one reaches deeper self-understand-
ing and approaches a state of lucidity and purification.

Numerous meditation practices can be found in the
texts of Yoga, Buddhism, Jainism, and Sikhism. Different
objects of meditation are listed, including fixing one’s
attention on I$vara through the use of mantra. Patanjali
defines I$vara, sometimes referred to as a deity, as a spe-
cial soul or purusa who has never been tainted by the
actions of karma. By fashioning such an ideal through the
imagination, one can then strive to emulate this rarefied
being. For a Jaina, this state of Isvara is symbolized
through the twenty-four great teachers (Tirthankara).
For a Buddhist, Lord Buddha serves the same function. In
the Hindu bhakti or devotional tradition, fixing one’s
attention on any one of a variety of deities can result in
karmic purification, with Krishna and Rama being the
most frequently worshipped Vaisnava deities and Siva
and Ganesh and the Goddess Kali the object of devotion
for Saivites. For the Sikhs, the highest soul cannot be
named and exists outside time (akal). However, the ten
Sikh gurus, beginning with Guru Nanak, serve as objects
with worship because of their teachings. Patapjali,
through his concept of chosen deity (ig ta devata), sug-
gests that the meditative procedures engaged in order to
purify oneself carry more significance than the actual
object of one’s meditation.

Several other practices are listed in the Yoga Siitra
that do not require the presence of an inspirational, the-
istic object of devotion. They include becoming one-
pointed in one’s activities, regulating one’s breath,
experiencing inner radiance, reflecting on an auspicious
dream, or “meditation as desired” (1:39). Patanjali puts
forward a progressive technique, where one begins with a
gross, outward object (vitarka) and then takes it inward,
seeing its relationship with and grounding in one’s men-

tal constructs. One then moves on to more subtle aspects
of one’s psychological conditioning (vicara), focusing on
the patterns of past karma that tend to govern one’s per-
sonality. By applying meditation techniques of focusing
and calming the mind, and by probing into the root
causes of one’s motivations, one gradually gains the abil-
ity to move into a seedless state of pure being, referred to
as nirbija samadhi.

ETHICS

Ethics plays a crucial role in the meditation systems of
India. Buddhists refer to these practices as perfections.
Yogis and Jainas share a list of common vows. By holding
to nonviolence (ahimsa) one engenders an atmosphere of
well-being that brings calm and solace to others. By hold-
ing to truth, one’s word corresponds to reality. Through
not stealing, one gains appreciation of all that exists with-
out seeking to appropriate or horde it for oneself. By
abandoning sexual obsession, one makes the world safe
from one’s designs and manipulations. By giving up the
acquisition of things, one can learn to understand one’s
motivations and past predilections. These five vows, com-
mon to nearly all India’s meditative paths, allow for the
deconstruction of destructive habits and the active con-
struction of a safe, ethically-grounded world. For the
Buddhists and the Yogis, a purified person naturally
exhibits enlightened behavior and is friendly (not jeal-
ous) toward successful people, compassionate (not scorn-
ful) toward those who suffer, happy (not envious) for
those who are meritorious, and retain their equanimity
(do not become hateful) in regard to those who lack
virtue.

PRACTICE

Meditation enables the practitioner to avoid the repeti-
tion of behavior that can be harmful to oneself and oth-
ers. Indian philosophy, particularly as found in
Buddhism, Samkhya, and Yoga, claims that due to desire
or thirst (kama/trsna) one engages in actions (karma)
prompted by the residues of past actions (samskara) that
lead to repeated difficulty, darkness, and even despair
(duhkha). By the application of meditation and medita-
tive ethical practices, one can cultivate an alternate way of
being (prati-paksa-bhavand)rooted in purity. By with-
drawing the outward flows of the mind and the senses
and reversing the tendency to be defined by external
objects and realities, one can become free of psychologi-
cal entanglements and social expectations, achieving the
status of a solitary hero, in charge of one’s own reality.
The word Jina, an epithet for Vardhamana Mahavira, the
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twenty-fourth and most recent Tirthankara of the Jaina
tradition, indicates that he was a great vanquisher, one
who conquered his past karma to establish himself as a
model for others to emulate. Similarly, the enlightenment
of the Buddha is cloaked with martial symbolism, with
Siddhartha defeating the evil Mara in a great test of wills.

Meditation results in the accumulation of powers,
ranging from enhanced language-learning abilities and
physical beauty to memory of one’s past lives. Through
focusing on the interior energy of the body, one gains
intimacy with the various subtle energy centers (cakras)
that correlate with locations along the spine. These
include vortexes of the earth-connected eliminative func-
tion, sexuality, and power found in the respective areas of
the anus, the sexual organs, and the solar plexus. Above
these three lower functions, one finds the seat of compas-
sion in the heart, an array of emotions in the area of the
throat, the third eye representing insight between the eye-
brows, and in the area above the skull, a magnificent
lotus. Through meditation techniques associated with
Tantra and popularized from the eighth century forward,
one systematically advances from the lower cakras toward
the higher ones, bring about the ascent of a force known
as the kundalini. However, whether the philosophy origi-
nates from Yoga, Buddhism, or Jainism, all traditions
state that the powers (siddhi) must not distract one from
the ultimate goal of self-purification.

Indian systems of meditation mandate the presence
of a qualified teacher guru in order to engage in this vari-
ety of techniques. A well-qualified guru, in addition to
knowing the mechanics, guides the student through the
pitfalls of self-aggrandizement and periodic disappoint-
ment. Discovering one’s past history can be fraught with
frightful memories; the guru assists the disciple in this
process of self-discovery. The Jaina tradition of past-life
stories and the Buddha’s narration of his past births in
the Jataka tales, demonstrate that human action derives
from ignorant, self-serving motivations, unless one has
made a commitment to strive for purification. As shown
in the paradigmatic case of the life of the Buddha, a real-
ization of the fleeting nature of reality will often prompt
a potential meditator to seek out instruction on how to
achieve and maintain peace of mind. In the case of the
Buddha, he studied various techniques for six years under
two different renowned teachers before he entered into
nirvana and subsequently decided to teach others how to
overcome their own personal difficulties through medita-
tion. Guru Nanak (1469-1539), living in a time of great
strife between Hindus and Muslims, underwent a mirac-
ulous transformation that prompted him to develop a

MEDITATION IN INDIAN PHILOSOPHY

new way of meditation that transcended both traditions.
Modern day Yoga and meditation practices offer path-
ways of self-cultivation through the purification of the
body, the emotions, and one’s way of being situated in the
world. These traditions all trace their origins back to an
original teacher, whether Swami Vivekananda or Krishna-
macarya for many schools of Yoga or to the Buddha him-
self for Buddhist meditators.

The philosophical texts on meditation in each of the
traditions outline different paths and offer different cata-
logues of the karma that must be overcome. The Yoga
Sitra and its commentaries outlines five states of mind,
five afflictive karma categories, seven levels of samadhi, a
threefold path and an eightfold path of practice, and a
tenfold ethical system. The core texts of Buddhism set
forth an eightfold path and a fivefold assessment of the
nature of reality that further subdivides into either sev-
enty-five or one hundred constituent features. The Ther-
avada texts outline nine meditations on objects with form
and four formless meditation states. The Tattvartha Siitra,
the foundational meditation text of Jainsim, describes
148 forms of karma known as prakrtis and a fourteen-
step analysis of states of increasing purification.

Meditation constitutes an important aspect of
Indian philosophy. It requires an active engagement of
the world through ethics. It requires the cultivation of a
body that can sit for long periods of time. It also requires
protracted states of introspection in order to gain mas-
tery over the mind. Meditation comprises a comprehen-
sive system of purification that, regardless of the
particular theological context or philosophical point of
view, serves to diminish negative karma and bring about
states of equanimity.

See also Brahman; God in Indian Philosophy; Knowledge
in Indian Philosophy; Liberation in Indian Philosophy;
Mind and Mental States in Indian Philosophy; Nega-
tion in Indian Philosophy; Self in Indian Philosophy;
Truth and Falsity in Indian Philosophy.
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MEGARIANS

The Megarians flourished during the fourth and the early
third centuries BCE. They derived their name from their
connection with Megara on the Isthmus (a city one day’s
walk west of Athens). They constituted a ‘philosophical
school’” only in a weak sense: no shared lifestyle, no rigid
body of doctrine. Since no work of any Megarian has sur-
vived, knowledge of them must rely on fragments and
reports of other authors.

The earliest Megarian was Euclides of Megara. Dio-
genes Laertius (2.106) reports that Euclides’ followers
“were called ‘Megarians, then ‘Eristics, and later ‘Dialec-
ticians.” Modern scholars traditionally understood this
report as indicating that a single school had three succes-
sive labels. However, in 1977 David Sedley argued that the
three labels designated three distinct groups of philoso-
phers that were influenced to some extent by Euclides
but, far from constituting a single school, were in compe-
tition with one another. Sedley’s reconstruction has won
widespread, although not universal, scholarly approval.
The present entry will cover all those thinkers who have
traditionally been regarded as Megarians, including Eris-
tics and Dialecticians, except the Dialecticians Diodorus
and Philo, who have separate entries.

Euclides of Megara was probably born after 450 BCE
and died before 365 BCE. A pupil of Socrates, he also
studied Parmenides’ writings. He is mentioned by Plato
in the Phaedo (59b—59c¢), where he is portrayed as present
at Socrates’ death, and in the Theaetetus (142a—143c),
where he is described conversing with Terpsion, another
early Megarian. After Socrates’ death, Plato and some of
his companions fled Athens to stay for awhile with
Euclides at Megara. Euclides authored six dialogues: Lam-
prias, Aeschines, Phoenix, Crito, Alcibiades, and a Discourse
on Love. We know little of Euclides’ philosophical views.
He claimed that the good is one although it is called by
many names (such as ‘wisdom, ‘God, and ‘mind’), and
that the contrary of the good is mere nonbeing: he thus
seems to have borrowed Socratic views in ethics and com-
bined them with Eleatic monism. He attacked proofs by
opposing their conclusions, not their premises (he prob-
ably did this by reducing to absurdity the conclusions,

wherein an influence of the methods of Zeno of Elea can
be detected), and he rejected arguments from parallel
cases.

Euclides had numerous pupils: Dionysius of Chal-
cedon, Dioclides of Megara, Thrasymachus of Corinth,
Ichthyas, and Clinomachus of Thurii, who founded the
Dialectical school. According to Diogenes Laertius
(2.112), Clinomachus was “the first who wrote about
assertibles, predicates, and the like.” Later, in Stoic logic,
assertibles and predicates are two of the main types of
sayables, incorporeal items that are signified by utter-
ances of linguistic expressions and are themselves neither
thoughts nor linguistic expressions (specifically, assert-
ibles and predicates are what is signified, respectively, by
utterances of declarative sentences and predicative
expressions). It is unclear how much of the Stoic views
about assertibles and predicates was already held by Cli-
nomachus, but it cannot be ruled out that the basics were
already in place.

According to some sources, one of Euclides’ pupils
was named ‘Bryson’ Modern scholars disagree on
whether there was exactly one thinker answering to this
name, and whether he is the same as the one who intro-
duced a method for squaring the circle which was criti-
cized by Aristotle.

Later Dialecticians were Polyxenus (to whom the
authorship of a ‘third man” argument against forms is
ascribed) and Eubulides of Miletus. Since he taught
Demosthenes and wrote a defamatory book against Aris-
totle, Eubulides was probably born in the second half of
the fourth century BCE. According to Diogenes Laertius
(2.108), he fathered seven arguments: the Liar, the Dis-
guised, the Electra, the Veiled, the Heaper, the Horned,
and the Baldhead. These arguments, in question-and-
answer form, were extensively discussed by later Hellenis-
tic philosophers.

It is not clear whether Eubulides’ version of the Liar
had already the devastating self-referential character of
modern versions. For instance, we cannot rule out that
Eubulides’ version was presented roughly as follows: The
questioner makes an obviously false statement, adds the
remark ‘T am speaking falsely, and then asks whether he is
speaking truly or falsely—both answers can be regarded
as correct with regard to different statements made by the
questioner. Note that all ancient versions of the Liar turn
on the sentence ‘T am speaking falsely’ (modern versions
instead turn on ‘This sentence is false’ or variants
thereof). The Heaper heaps questions concerning heaps:
‘Does one grain constitute a heap?” ‘Do two grains consti-
tute a heap? ‘Do ten thousand grains constitute a heap?’
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One is likely to answer the first question negatively, and
then, on the assumption that the addition of a single
grain cannot transform what is not yet a heap into one, is
induced to answer negatively each of the following.

The Baldhead was probably an alternative formula-
tion of the same puzzle. On the basis of Lucian (Vitarum
Auctio, 22-23), we can plausibly reconstruct the Veiled as
follows: ‘Do you know your father?—Yes.—If I set a
veiled man before you and I ask you whether you know
him, what do you answer?—That I do not know him.—
But the veiled man is your father. So, you both know and
do not know your father’ The Disguised and Electra were
probably variants of the Veiled. On the basis of Diogenes
Laertius (7.187), we can plausibly reconstruct the Horned
as follows: ‘If you have not lost something, do you still
have it?—Yes.—Have you lost horns?—No.—Then you
still have horns’

Pupils of Eubulides were Euphantus of Olinthus,
Apollonius, surnamed ‘Cronus’ (his pupil Diodorus
inherited this surname from him), and Alexinus of Elis,
whose fondness of controversy earned him the nickname
‘Elenxinus’ (‘Refuter’). Some sources describe Alexinus as
a Dialectician, others as an FEristic. Active around 300
BCE, he wrote a book On Education and works against
other thinkers, Aristotle and Zeno of Citium among
them. Alexinus attacked Zeno by taking arguments of his
and constructing unpalatable ‘parallels;, namely argu-
ments that were isomorphic to Zeno’s and had plausible
premisses but absurd conclusions. For instance, Zeno had
offered the following argument: ‘What is rational is better
than what is not rational; but nothing is better than the
universe; therefore, the universe is rational’ (Sextus
Empiricus, Adversus Mathematicos, 9.104).

Alexinus constructed the following parallel: ‘What is
poetic is better than what is not poetic; but nothing is
better than the universe; therefore the universe is poetic’
(Sextus Empiricus, Adversus Mathematicos, 9.108). Zeno
was thereby left with two options: either claim that his
argument is valid whereas Alexinus’s parallel is not, or
claim that all the premisses of his argument are true
whereas at least one of Alexinus’s parallel is not. The first
option was hard to follow because the two arguments are
extremely similar (in fact, neither of them is valid in first-
order logic as it stands, but becomes such if an uncontro-
versial premise is added: ‘Something is rational’ in the
case of Zeno’s argument, ‘Something is poetic’ in the case
of Alexinus’s parallel). Sextus Empiricus (Adversus Math-
ematicos, 9.109—110) reports that Zeno’s followers chose
the second option: they insisted that all the premisses of

MEGARIANS

Zeno’s argument are true but one of Alexinus’s parallel is
not.

Little is known of Panthoides, a Dialectician who
flourished around 300-280 BCE. The last Megarian
about whom we are relatively well informed is Stilpo of
Megara, who probably lived between 360 and 280 BCE.
According to Diogenes Laertius (2.113), “so far did he
excel everyone else in inventiveness and sophistry that
nearly the whole of Greece was looking at him and
Megarizing.” He had many pupils, Zeno of Citium and
Menedemus of Eretria among them, and wrote many dia-
logues. According to Plutarch (Adv. Colotem, 23, 1120a),
Stilpo claimed that what is predicated must be identical
with what it is predicated of. For example, goodness can-
not be predicated of a man because it is not identical with
him, nor can running be predicated of a horse because it
is not identical with it. Stilpo’s attack on predication
recalls a position criticized by Plato in the Sophist
(251a—c), and therefore lends plausibility to identifying
Plato’s target with some Megarian earlier than Stilpo.
Stilpo attacked forms. One of his arguments can perhaps
be reconstructed on the basis of Diogenes Laertius
(2.119) and Alexander of Aphrodisias (Commentary on
Aristotle’s Metaphysics, 84, 7-14). Suppose that individual
perceptible men and the form Man were the only men. It
is surely true that man speaks. But who is then the man
who speaks? Nobody: for it is none of the particular per-
ceptible men (for why should it be this one rather than
this one?), and it is not the form Man (for forms do not
speak). If we want to avoid denying that man speaks, we
must give up the assumption that individual perceptible
men and the form Man are the only men, and therefore
introduce a ‘third man. This seems to undermine our
motivation for assuming there is the form Man.

According to Diogenes Laertius (2. 115), when
Demetrius Poliorcetes had taken Megara and wanted
Stilpo to list the items he had lost, “he said that he had lost
nothing of his own: for nobody had subtracted his learn-
ing, and he still had reason and knowledge.” This anec-
dote suggests that for Stilpo the only human goods are
moral and intellectual attainments, which are inalienable
(a view close to that of the Cynics).

In the Metaphysics (9. 3, 1046b29-32), Aristotle
attributes to unnamed Megarians the view that a thing
has the capacity to do something when and only when it
is actually doing it. For example, whenever the builder is
building, he also has the capacity to build, but when he is
not building, he lacks the capacity to build. We are unable
to link this view to any specific Megarian, and the ideas
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about modality we can ascribe to Diodorus Cronus and
Philo do not chime with it.

See also Alexander of Aphrodisias; Cynics; Diodorus
Cronus; Diogenes Laertius; Hellenistic Thought; Par-
menides of Elea; Philo of Megara; Plato; Plutarch of
Chaeronea; Socrates; Sextus Empiricus; Stoicism; Zeno
of Citium; Zeno of Elea.
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MEIER, GEORG FRIEDRICH

(1718-1777)

Georg Friedrich Meier was a German philosopher and
aesthetician. A pupil of Alexander Gottlieb Baumgarten,
Meier succeeded Baumgarten as extraordinary professor
at the University of Halle in 1740 and became a full pro-
fessor in 1748, holding that position until his death.

Meier, a prolific writer, developed and commented
on Baumgarten’s doctrines as an extension and revision
of Wolffianism and went far beyond Baumgarten in the
reform of Wolffianism. His treatises, used as textbooks in
many universities, were perspicuous, sophisticated, and
modern renderings of Wolffian doctrine; by their thor-
ough discussion of basic concepts and attention to details

they give one of the best insights into the Wolffian system
and its problems. Christian Wolff’s and Baumgarten’s
ideas were rendered more fluid by Meier’s work, estab-
lishing connections between disparate problems and
establishing new distinctions. Meier’s style was closer to
the style of the “popular philosophers” than to that of
orthodox Wolffians, and he made little use of the Wolf-
fian mathematical method in philosophy.

Meier’s Vernunftlehre introduced into the traditional
frame of Wolffian logic lengthy psychological and
methodological discussions like those of the Pietist
philosophers A. E. Hoffmann and C. E Crusius. He also
presented a detailed typology of concepts. In a marked
departure from Wolff, he stressed the limits of the human
understanding, devoting an entire work to the subject
(Betrachtungen iiber die Schranken der menschlichen
Erkenntniss).

Meier’s Metaphysik, although in general rather close
to Baumgarten, shows the same individual features. For
instance, in empirical psychology Meier advocated a sub-
jectivism like that of Crusius. He held that the nature of
our understanding determines what we can or cannot
think. This determination, like the principle of cogitabilis
in Crusius, is the foundation of the principle of identity.

Meier devoted several pamphlets to the immortality
of the soul, which he held could not be theoretically
demonstrated. Any a priori proof of God’s existence must
be completed by an a posteriori one. And in general Meier
would not extend the power of reason much beyond basic
truths and human experience.

Meier’s most typical work was his Anfangsgriinde
aller schonen Kiinste und Wissenschaften (Principles of All
Beautiful Arts and Sciences). He was opposed to the clas-
sical thesis that art imitates nature. He stressed the
importance of sensitivity (the “lower faculty”) and the
indispensability of a knowledge of the beautiful within
one’s whole outlook on the world. Besides Baumgarten,
whose views it is difficult to extricate from Meier’s
because of their close collaboration, Meier was influenced
by the Swiss critics Johann Jakob Bodmer and Johann
Jakob Breitinger and by English aestheticians. Like Baum-
garten, he gave the term aesthetics a broad interpretation
and, like Baumgarten’s, his work contains an extensive
discussion of scientific methodology.

See also Aesthetics, History of; Baumgarten, Alexander
Gottlieb; Crusius, Christian August; Identity; Scientific
Method; Wolff, Christian.
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MEINECKE, FRIEDRICH

(1862-1954)

Friedrich Meinecke, the German historian and political
philosopher, was small in stature and somewhat frail but
remained mentally very vigorous and intellectually pro-
lific until his death at the age of ninety-two. His great
charm and influence were due partly to his erudition,
partly to his modesty, and partly to two conflicting ten-
dencies in his thinking that he continually sought to rec-
oncile.

One of these tendencies was his patriotism and loy-
alty to Germany’s best traditions of the past. As a boy he
had been thrilled by the sight of the victorious German
troops marching home through the Brandenburg Gate
after the Franco-Prussian War. Later he admired the skill
with which Otto von Bismarck established the long-
desired unification of his country and saw with pride
Germany’s industrial and commercial expansion into a
great power. After studying under the Prussian national-
ist historian J. G. Droysen, Meinecke became an archivist
and published in rapid succession several valuable histor-
ical works, including accounts of the German uprising
against Napoleon Bonaparte and a two-volume biogra-
phy of Hermann von Boyen, one of the leading figures in
the reorganization and liberalization of Prussia in the
early nineteenth century. In 1893 he was appointed an
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editor of the leading German historical journal, His-
torische Zeitschrift, a post that he filled with distinction
for forty years until ousted by the Nazis.

The second tendency in Meinecke’s thinking asserted
itself in 1901 when he became deeply occupied with the
problems of European political philosophy. In that year
he was promoted to a teaching position at the University
of Strassburg, later moving to Freiburg. Here in these two
cities in the beautiful Rhine valley Meinecke’s eyes were
opened to the charm of the countryside. His talks with
the Roman Catholic population and scholars and his con-
tact with French culture widened his outlook and quick-
ened his philosophical interests. These were his happiest
years. In 1914 he was appointed to a permanent profes-
sorship at Berlin.

Meinecke’s dual preoccupation with liberal culture
and with Prussia found expression in a perceptive
account of German development. Weltbiirgertum und
Nationalstaat (1908) examines the views of many cosmo-
politan liberals and political leaders and, at the same
time, analyzes the characteristics and pretensions of the
Prussian state, which had been exaggerated by G. W. E.
Hegel. It was supplemented by some two dozen articles
written by Meinecke in the following years and reprinted
in Preussen und Deutschland (1918).

Can reason of state justify the employment of might
against right? May a state properly do things that are eth-
ically forbidden to the ordinary citizen? Does it enjoy a
code of morals above and beyond that of the private indi-
vidual? Meinecke’s classic treatment of these old but
perennial questions, Die Idee der Staatsrison in der
neueren Geschichte (1924), examines meticulously the
actions of various European rulers and statesmen and the
writings of numerous political theorists from Niccold
Machiavelli to Heinrich von Treitschke. Meinecke comes
to the conclusion that, since power is the essence of its
existence, the state is justified in using such means as are
necessary to maintain and even extend its power, but that
this power is limited by the state’s obligation to protect
the rights of its citizens and to promote their cultural and
material welfare. It is, however, practically impossible to
draw a precise line between state egoism and ideal moral-
ity.

Meinecke always preferred to till a small area where
he could closely observe concrete facts and deal with them
in a rigorously critical scientific manner. For Leopold von
Ranke and Jakob Burckhardt he had the highest regard.
He rejected the grandiose theoretical constructions of Karl
Lamprecht, Oswald Spengler, and Arnold Toynbee. If he
could be said to have had any one primary underlying
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thought, it would be that of individuality—the unique
individual character of every event, person, social group,
nation-state, or idea. In addition he believed in evolu-
tion—the capacity of every individuality for development
either by growth or decay. Hence his preoccupation with
Machiavelli, Cardinal Richelieu, Freiherr vom Stein,
Friedrich Schleiermacher, Wilhelm von Humboldt,
Johann Wolfgang von Goethe, Joseph Maria von Rad-
owitz, Bismarck, and Adolf Hitler. Meinecke’s conceptions
of individuality and evolution contributed to the new way
of historical thinking, now known as “historicism,” which
developed in the age of Johann Gottfried Herder and
Goethe and which Meinecke minutely unfolded in Die
Entstehung des Historismus (1936). Historicism dealt a
sharp blow to unquestioning belief in absolute values,
optimistic positivism, religious creeds, and natural law. It
opened wide the floodgates of relativism. Meinecke, how-
ever, was not unaware of the aberrations resulting from
historicism and tried to counteract them by repeatedly
insisting that the only sure and safe guide to morality and
conduct is the individual’s own conscience.

With the advent to power of the Nazis, Meinecke was
forced to retire from active teaching, and under their
tyranny he suffered spiritual agony and physical hardship.
He might have escaped abroad as did so many others; but
he remained in the country hoping to hasten Hitler’s
downfall and by his own advice and influence to help to
lead Germany back to its older and better traditions. He
was a close personal friend of General Beck and had some
inkling of the plots to get rid of Hitler, but did not par-
ticipate actively in them. His last contribution to an
understanding of German history and his own interpre-
tation of it was his little volume Die deutsche Katastrophe
in 1946. Later, when the University of Berlin fell under
communist control he took the lead in founding the new
Free University in West Berlin, of which he was appropri-
ately chosen rector.

See also Burckhardt, Jakob; Goethe, Johann Wolfgang
von; Hegel, Georg Wilhelm Friedrich; Herder, Johann
Gottfried; Historicism; Humboldt, Wilhelm von;
Machiavelli, Niccolo; Political Philosophy, History of;
Schleiermacher, Friedrich Daniel Ernst; Spengler,
Oswald; Toynbee, Arnold Joseph.
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MEINONG, ALEXIUS

(1853-1920)

Alexius Meinong studied under Franz Brentano at the
University of Vienna from 1875 through 1878 and taught
at the University of Graz from 1882 until his death. In
1894 he established at Graz the first laboratory for exper-
imental psychology in Austria. Some of his psychological
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writings fall within this area, but most pertain to what
Brentano called descriptive psychology. The philosophi-
cal works, referred to below, also pertain to descriptive

psychology.

Meinong’s most important contributions to philoso-
phy concern the theory of objects, the theory of assump-
tions, the theory of evidence, and the theory of value. He
also discussed, at considerable length, the nature of the
emotions and their relation to intellectual phenomena,
imagination, abstraction, wholes and other “complex
objects,” relations, causality, possibility, and probability.

THEORY OF OBJECTS

The two basic theses of Meinong’s theory of objects
(Gegenstandstheorie) are (1) there are objects that do not
exist and (2) every object that does not exist is yet consti-
tuted in some way or other and thus may be made the
subject of true predication. Traditional metaphysics treats
of objects that exist as well as of those that merely subsist
(bestehen) but, having “a prejudice in favor of the real,”
tends to neglect those objects that have no kind of being
at all; hence, according to Meinong, there is need for a
more general theory of objects.

Everything is an object, whether or not it is thinkable
(if an object happens to be unthinkable then it is some-
thing having at least the property of being unthinkable)
and whether or not it exists or has any other kind of
being. Every object has the characteristics it has whether
or not it has any kind of being; in short, the Sosein (char-
acter) of every object is independent of its Sein (being). A
round square, for example, has a Sosein, since it is both
round and square; but it is an impossible object, since it
has a contradictory Sosein that precludes its Sein.

Of possible objects—objects not having a contradic-
tory Sosein—some exist and others (for example, golden
mountains) do not exist. If existence is thought of as
implying a spatiotemporal locus, then there are certain
subsistent objects that do not exist; among these are the
being of various objects and the nonbeing of various other
objects. Since there are horses, there is also the being of
horses, the being of the being of horses, the nonbeing of
the nonbeing of horses, and the being of the nonbeing of
the nonbeing of horses. And since there is no Pegasus,
there is the nonbeing of Pegasus, as well as the being of
the nonbeing of Pegasus and the nonbeing of the being of
Pegasus.

Meinong’s theory must be distinguished from both
Platonic realism, as this term is ordinarily interpreted,
and the reism, or concretism, of Brentano and Tadeusz
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Kotarbiniski. (Meinong noted that since his view is
broader than realism, it might properly be called objec-
tivism.) Thus, the Platonic realist could be said to argue:
“(P) Certain objects that do not exist have certain prop-
erties; but (Q) an object has properties if and only if it is
real; hence (R) there are real objects that do not exist.”
The reist, or concretist, on the other hand, reasons from
not-R and Q to not-P; that is, he derives the contradictory
of Plato’s first premise by taking Plato’s second premise
along with the contradictory of Plato’s conclusion. But
Meinong, like Plato and unlike the reist, accepted both P
and R; unlike both Plato and the reist, he rejected Q by
asserting the independence of Sosein from Sein; and
therefore, again unlike both Plato and the reist, he said
that the totality of objects extends far beyond the confines
of what is merely real (das Universum in der Gesamtheit
des Wirklichen noch lange nicht erschopft ist).

This doctrine of Aussersein—of the independence of
Sosein from Sein—is sometimes misinterpreted by saying
that it involves recourse to a third type of being in addi-
tion to existence and subsistence. Meinong’s point, how-
ever, is that such objects as the round square have no type
of being at all; they are “homeless objects,” to be found
not even in Plato’s heaven. Bertrand Russell objected that
if we say round squares are objects, we violate the law of
contradiction. Meinong replied that the law of contradic-
tion holds only for what is real and can hardly be
expected to hold for any object, such as a round square,
that has a contradictory Sosein.

Russell’s theory of descriptions is often thought to
constitute a refutation of the doctrine of Aussersein; actu-
ally, however, his theory merely presupposes that
Meinong’s doctrine is false. According to Meinong, the
two statements “The round square is round” and “The
mountain I am thinking of is golden” are true statements
about nonexistent objects; they are Sosein and not Sein
statements. The distinction between the two types of
statements is most clearly put by saying that a Sein state-
ment (for example, “John is angry”) is an affirmative
statement that can be existentially generalized upon (we
may infer “There exists an x such that x is angry”) and a
Sosein statement is an affirmative statement that cannot
be existentially generalized upon; despite the truth of
“The mountain I am thinking of is golden,” we may not
infer “There exists an x such that I am thinking about x
and x is golden.” Russell’s theory of descriptions, however,
presupposes that every statement is either a Sein state-
ment or the negation of a Sein statement and hence that
there are no Sosein statements. According to Russell, a
statement of the form “The thing that is F is G” may be
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paraphrased as “There exists an x such that x is F and x is
G, and it is false that there exists a y such that y is F and y
is not identical with x.” If Meinong’s true Sosein state-
ments, above, are rewritten in this form, the result will be
two false statements; hence Meinong could say that Rus-
sell’s theory does not provide an adequate paraphrase.

An impossible object, as indicated above, is an object
having a Sosein that violates the law of contradiction. An
incomplete object, analogously, is one having a Sosein that
violates the law of the excluded middle. Of the golden
mountains, which most readers will think of on reading
the paragraph above, it will be neither true nor false to say
that they are higher than Mount Monadnock. And some
objects are even more poorly endowed. For example, if I
wish that your wish will come true, then the object of my
wish is whatever it is that you happen to wish; but if,
unknown to me, what you wish is that my wish will come
true, then this object would seem to have very little Sosein
beyond that of being our mutual object. Meinong said
that such an object is a defective object and suggested that
the concept may throw light upon some of the logical
paradoxes.

The theory of complexes—that is, the theory of
wholes and other such “objects of higher order”—upon
which Meinong wrote at length, also falls within the the-
ory of objects.

None of the objects discussed above is created by us,
nor does any of them depend in any way upon our think-
ing. Had no one ever thought of the round square, it
would still be true of the round square that it does not
exist; the round square need not be thought of in order
not to exist. We draw these objects, so to speak, from the
infinite depths of the Ausserseienden, beyond being and
not-being.

THEORY OF ASSUMPTIONS

Meinong’s theory of assumptions, or suppositions, is set
forth in Uber Annahmen (“On Assumptions”; first ed.,
Leipzig, 1902; 2nd ed., Leipzig, 1910). The theory is best
understood by contrasting it with two theses held by
Brentano, to which Meinong’s theory may be said to be a
reaction. The first of Brentano’s theses is that of reism, or
concretism, referred to above: Every object is a concrete
thing; there are no objects such as the being of horses or
the nonbeing of unicorns; the object of a judgment,
therefore, is not a proposition, fact, or state of affairs; it is,
rather, a certain concrete thing that the judgment may be
said either to accept or to reject. And according to the sec-
ond of Brentano’s theses, there are basically only two
types of intellectual attitudes we can take with respect to

any object: We can simply think about the object, in
which case it is the object of a thought or idea, or we can
take an intellectual stand with respect to the object, either
accepting it or rejecting it, in which case it becomes the
object of a judgment. Meinong rejected both these theses
of Brentano.

The object of a judgment, according to Meinong, is
not a concrete thing; it is an “objective” (Objektiv). “That
there are horses,” for example, designates an objective—
an object of higher order, containing horses as a kind of
constituent. (Thus, the nonexisting, nonsubsisting round
square is a constituent of that subsisting objective that is
the nonbeing of the round square.) Assumptions, like
judgments, take objectives as their objects.

What Meinong intended by his term assumption
(Annahme) is most clearly exemplified in deliberation:
“Suppose I were to do A. What would happen then? And
now suppose I were not to do A. What would happen
then?” Assumptions belong to a category falling between
ideas and judgments. Like mere ideas, they do not them-
selves involve commitment, belief, or conviction; there-
fore, as such, they do not involve any possibility of error.
Like judgments, they are concerned with objectives (in
the above example, with what is designated by “I shall do
A”), which are either true or false (it is either true or false
that I shall do A); and, like judgments, assumptions
involve either affirmation (“Suppose I do A”) or denial
(“Suppose 1 do not do A”), but affirmation or denial
without commitment.

Meinong argues that only by reference to assump-
tions can we understand such phenomena as the nature
of inference, our apprehension of negative facts, commu-
nication in general, desire, art, and the nature of play and
of games. Uber Annahmen, which is probably Meinong’s
best book, contains important material on these and
many other topics.

THEORY OF EVIDENCE

The concept of evidence involves three dichotomies: (1)
direct and indirect; (2) a priori and a posteriori; and (3)
“evidence for certainty” and “evidence for presumption.”
Meinong’s conception of the first two dichotomies is sim-
ilar to that of Brentano. Thus there are axioms of mathe-
matics and logic and the theory of objects, which are
directly evident and a priori; and there are facts of “inner
perception”—for example, the fact that I am making
such-and-such an assumption, or the fact that I take
something to be a tree—which are directly evident and a
posteriori. (Any psychological process that “presents” an
object to us, as memory may be said to present certain
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objects of the past, is also a process that “presents itself”;
“self-presentation” is thus the source of that evidence
which is direct, certain, and a posteriori.) These directly
evident judgments may confer evidence upon certain
other judgments, which are then said to be indirectly evi-
dent.

For Meinong, paradigm cases of what is a priori evi-
dent would be expressed by “Round squares are both
round and square” and “red is different from blue.” Every
a priori judgment has four characteristics: It is grounded
in the nature of its object (gegenstindlich begriindet); it is
certain; it is necessary; and it does not take into consider-
ation the question whether its object exists. (Brentano
had said that every a priori judgment is a judgment to the
effect that a certain type of object does not exist.)

An evident presumption (Vermutung) may be
directly evident but not certain. The concept is needed,
according to Meinong, in order for us to understand
memory, perception, and induction. In each of these
three cases we have a source of knowledge that cannot be
impugned as such but may on occasion mislead us. A par-
ticular memory judgment, for example, may not be cer-
tain, but it may be evident, especially if it is supported by
other memory judgments, by perceptual judgments, or
by inductive inferences from such judgments; analo-
gously, this holds for any particular perceptual judgment
or any particular inductive conclusion. Such items of a
posteriori knowledge may be compared with the cards in
a pack, “no one of which is capable of standing up by
itself, but several of which placed together can serve to
hold each other up. Or, for something more solid, con-
sider a stack of weapons in the field” A consequence of
this theory of evident presumptions is that a false judg-
ment may yet be evident, a consequence that Brentano
took to be absurd. Evidence does not guarantee truth;
but, according to Meinong, evidence resembles truth in
that if a judgment is evident, then its being evident—its
Evidentsein—as well as the Evidentsein of this Evidentsein,
and so on ad infinitum, is also evident.

An essential part of Meinong’s epistemology is his
theory of “emotional presentation” There is an analogy
between the way in which we come to know, say, that the
temperature is high and the way in which we come to
know that the temperature is agreeable. Meinong pro-
posed, as a “heuristic principle,” that we try to carry the
analogy as far as possible. If it is by means of a subjective
feeling that we perceive the temperature to be agreeable,
it is also by means of a subjective sensation that we per-
ceive the temperature to be high. In neither case is the
subjective experience the object of the presentation; in
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neither case is our apprehension a matter of inference or
of reasoning from effect to cause. “The sense in which the
sky is said to be ‘beautiful, for example, is precisely that in
which it is said to be ‘blue.” But the experience by means
of which the first property is presented plays an impor-
tant role in our psychical life in addition to that of
enabling us to grasp something else. This fact is reflected
in our language; we refer to the one experience directly,
but in the other case we must go round about, by way of
the object that is presented, and use some such expression
as ‘experience of blue.” Meinong noted that the tradi-
tional arguments against a “subjectivistic” or “psycholo-
gistic” interpretation of ordinary sense perception apply
equally to any such interpretation of emotional presenta-
tion.

THEORY OF VALUE

In the final version of his theory of value, Meinong made
use of the theory of emotional presentation considered
above, as well as of Brentano’s doctrine of correct and
incorrect emotion—that is, the doctrine according to
which emotions, like judgments, may be said to be correct
or incorrect, justified or unjustified, and according to
which certain things may thus be said to merit or be wor-
thy of certain emotions.

The basic concept of value theory is not that of
desire, interest, or utility, but that of value feeling (Wert-
gefiihle). Value feelings take objectives as their objects,
more particularly, objectives consisting of the being or
nonbeing of certain objects. One type of value feeling is
Seinsfreude, pleasure or joy in the existence or being of a
certain object; another type is Seinsleid, displeasure or
sorrow with respect to the existence or being of a certain
object. But the feelings of joy and sorrow may also be
directed toward nonexistence and nonbeing; hence there
are four fundamental types of value feeling, which may be
illustrated by reference to the nature of good and evil.
The good is that which merits Seinsfreude if it exists and
Nichtseinsleid (sorrow with respect to its nonexistence) if
it does not exist; evil, on the other hand, merits Seinsleid
if it exists and Nichtseinsfreude (joy with respect to its
nonexistence) if it does not exist. Meinong noted that
human beings are not consistent in their emotional reac-
tions. For example, as far as our health and ordinary com-
forts are concerned, we experience considerable
Nichtseinsleid when they are absent, but not the appro-
priate amount of Seinsfreude when they are present.

Our actions have moral qualities other than those of
being good, bad, or indifferent. Meinong introduced four
moral categories, which he explicated by reference to
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good and bad. Actions that are good may be either meri-
torious or simply required; those that are bad may be
either excusable or inexcusable. (Meinong’s terms are,
respectively, verdienstlich, correct, zuldssig, and verwer-
flich.) One may say of any act that performance is meri-
torious if and only if nonperformance is bad but
excusable; nonperformance is meritorious if and only if
performance is bad but excusable; performance is
required if and only if nonperformance is inexcusable;
and nonperformance is required if and only if perform-
ance is inexcusable. Given this “law of omission” (Unter-
lassungsgesetz), Meinong’s concepts of meritorious,
required, excusable, and inexcusable, respectively,
approximate what are sometimes called the supereroga-
tory, the obligatory, misdeeds that are venial, and mis-
deeds that are not venial. According to one of Meinong’s
followers (Ernst Schwarz), these four moral concepts are
related to the concept of justified or correct emotion in
the following way: The meritorious is that which it is
incorrect to blame and incorrect not to praise; the
required is that which it is incorrect to blame, correct to
praise, but not incorrect not to praise; the merely excusa-
ble is that which it is incorrect to praise, correct to blame,
and not incorrect not to blame; and the inexcusable is
that which it is incorrect to praise and incorrect not to
blame.

See also Brentano, Franz; Epistemology, History of; Ethi-
cal Objectivism; Kotarbinski, Tadeusz; Logical Para-
doxes; Nonexistent Object, Nonbeing; Plato; Platonism
and the Platonic Tradition; Propositions; Psychology;
Realism; Russell, Bertrand Arthur William; Value and
Valuation.
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MELANCHTHON, PHILIPP

(1497-1560)

Philipp Melanchthon, the German reformer, was born at
Bretten, Baden, and died at Wittenberg. He was a grand-
nephew of the great humanist Johannes Reuchlin, who
encouraged him in his studies and deeply influenced his
outlook. After studying at Heidelberg and Tiibingen,
Melanchthon, on Reuchlin’s recommendation, became
professor of Greek at Wittenberg. Because of his persua-
siveness in interpreting the humanist spirit, this appoint-
ment marked the beginning of a new era in German
education. At Wittenberg, Melanchthon collaborated
closely with Martin Luther. He helped him both in trans-
lating the Bible and in giving systematic shape to the new
theology that until that time had existed in a highly sub-
jective form. Melanchthon’s task was to reduce this theol-
ogy to exact form and to set it forth as an integrated and
persuasive system. In 1521 Melanchthon published his
Loci Communes Rerum Theologicarum, a work that in its
various editions was one of the most influential manuals
of Protestant theology.

During the rest of his career, Melanchthon was much
occupied with controversy and debate. In many of the
famous conferences of the Reformation era, his influence
was thrown on the side of moderation and peace. He was
closely identified with some of the most important for-
mularies of the period, such as the Augsburg Confession.

Such activities involved even a man of conciliatory
spirit in vigorous debate, and Melanchthon’s position in
the history of thought is largely determined by the con-
troversies in which he took part. Two of these demand
consideration.

The Adiaphoristic controversy was concerned with
“indifferent matters”—that is, religious practices or theo-
logical beliefs on which flexibility or compromise might
be permissible. Melanchthon was unfairly charged with
including among the “adiaphora” such major questions as
justification by faith. Melanchthon did not minimize the
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importance of essentials, but he was inclined to veil them
beneath a conscious indefiniteness of expression. This
deliberate obscurity extended to many matters that were
intensively canvassed in the sixteenth century. He was
willing to concede that good works are necessary to sal-
vation, but not in the way in which the connection had
traditionally been taught. He was prepared to recognize
seven sacraments, but only if most of them were regarded
as rites that have no inherent efficacy in securing salva-
tion. Later he retreated from the permissive position he
had adopted on the “adiaphora” and maintained a strict
interpretation of the doctrines set forth in the Loci Com-
munes.

More acute and more important was the controversy
about synergism. Here the central issue was the relation
between God’s grace and man’s will in regeneration. In
his early period, Melanchthon, strongly influenced by
Luther and deeply impressed by the experience of
dependence upon God, severely restricted the role of
man’s will. To defend free will was to rob God’s grace of
its unique supremacy. But Melanchthon naturally tended
to adopt a mediating outlook, and ethical issues were of
great importance to him. Desiderius Erasmus, in his con-
troversy with Luther concerning free will, had advanced
views that served to modify Melanchthon’s position.
Melanchthon was now prepared to recognize the part
played in conversion by man’s will. The position that he
reached (called synergism) precipitated a violent debate.
Melanchthon’s own statements were ambiguous and
lacking in precision. His supporters (Johan Pfeffinger and
Viktorin Strigel, for instance) and his opponents (Niko-
laus von Amsdorf and Matthias Flacius Illyricus) were
very explicit indeed. Synergism, however, can best be
understood as an ethical protest against attitudes that
paralyze the conscience and leave the church powerless in
its struggle against moral chaos. Melanchthon’s concern
with God’s moral purity led him to the belief that the
problems of evil and of human responsibility have been
aggravated by an extreme doctrine of predestination. He
therefore abandoned the decree of eternal reprobation.
The cause of sin lies in man himself; the hardening of his
heart is due to his own perversity. Man has a real measure
of responsibility for his spiritual condition. Man’s will,
therefore, can cooperate with God’s grace, and does so.
The human will, of course, is never the primary cause of
man’s regeneration—the Spirit of God and the preaching
of the Word always maintain the initiative—but man’s
will is specifically granted a place, and unless there is con-
sent on man’s part there can be no effective regeneration.
Melanchthon guarded himself against the charge of Pela-
gianism, but nevertheless he was accused of yielding to
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this heresy. The violence of the controversy was due to the
seriousness of the issues involved. A wide range of theo-
logical views had to be reexamined, and every aspect of
the Christian doctrine of man and of salvation was
involved. The controversy was finally silenced by the For-
mula of Concord, which ruled against the Melanchthon-
ist position.

See also Erasmus, Desiderius; Evil, The Problem of;
Logic, History of; Luther, Martin; Pelagius and Pela-
gianism; Reformation.
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MELISSUS OF SAMOS
(fifth century BCE)

Melissus of Samos, the Greek Eleatic philosopher, led the
Samian fleet against the Athenians and defeated them
(Plutarch, Pericles 26, quoting a lost work of Aristotle).
The date of the battle was 441-440 BCE, and this is the
only reliable date in the biography of Melissus. He was
said to have been a pupil of Parmenides, but this may be
an inference from his work, which gives ample evidence
of dependence on Parmenides.

Portions of Melissus’s book titled On Nature or What
Exists, written in prose, were quoted and preserved by the
Aristotelian commentator Simplicius. The total length of
these fragments is a little under one thousand words—
enough to provide evidence of the content and quality of
Melissus’s argument. No other fragments survive. The
pseudo-Aristotelian treatise On Melissus, Xenophanes and
Gorgias (c. first century CE) adds nothing useful.

Melissus’s argument, as revealed by the fragments,
was similar to Parmenides’ in method and results,
although it differed in some details. The starting point is
the contradictoriness of descriptions of change. Any
change ultimately implies the generation of something
from nothing or its destruction into nothing, and Melis-
sus, with Parmenides, held both of these to be impossible
on the ground that “nothing” is absolutely nonexistent
and unthinkable. Hence, what exists must have existed
always and must continue to exist (Melissus seems to
view eternity as a continual existence through time,
whereas Parmenides thought of a timeless present).

From the eternity of what exists, Melissus deduced its
spatial infinity. He argued that if what exists did not come
into existence, it had no beginning or end, and being
without beginning or end, it must be limitless or infinite.
He seemed not to have noticed the ambiguity of “begin-
ning” and “end” (or else his defense of the move from
time to space has been lost); this is presumably the basis
of Aristotle’s criticism of the argument (De Sophisticis
Elenchis 167b13 and 168b35), although he does not make
it quite explicit.

From the spatial infinity of what exists, Melissus
deduced its unity. If there are two things in existence, each
must limit the extent of the other; there cannot be more
than one limitless thing in existence. Thus, Melissus chose
a different route to the monism of Parmenides—indeed,
according to most interpreters of Parmenides, this route
was closed to him since, unlike Melissus, he held that
what exists is spatially limited. But this is a dubious inter-
pretation of Parmenides.

Next, Melissus argued that if what exists is one, it
cannot have parts and must therefore be incorporeal
because any solid body has actual or imaginable parts.
Moreover, what exists cannot vary in density since this,
according to Melissus, could come about only if one area
contained less of being—and hence more of nonbeing—
than another, and nonbeing is absolutely nonexistent. For
similar reasons there is no motion, since there is no “give”
anywhere in the plenum (this is an argument against
motion that may not have been used by Parmenides).
Every form of change—whether of size, order, or qual-
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ity—means the coming into existence of something that
previously was nothing, or the annihilation of something
that exists, and these are ruled out by the first stage of
Melissus’s argument.

In the eighth fragment Melissus applies his own cri-
teria of existence to the plural beings of the sensible
world. If these things, such as air and fire, exist, then they
must be just what our senses tell us they are and nothing
else. But our senses tell us that they do change into some-
thing else. Our senses must therefore be wrong about this;
hence, we can conclude that they were wrong initially in
telling us that things are many and not one. The sensible
world is therefore illusion.

Melissus was the least important of the Eleatics.
Zeno’s arguments proved more influential than his, and
Parmenides was the original genius who pioneered the
way. If Melissus has any claim to special historical impor-
tance that is not shared by the other Eleatics, it is perhaps
that by applying Eleatic criteria to the plural beings
posited by his opponents, he produced a formula (in Fr.
8) that led Leucippus directly to the concept of atoms. In
the absence of complete texts it is wiser to refrain from
pronouncing on Melissus’s originality. Aristotle criticized
both Parmenides and Melissus for bad arguments
(Physics 186a6) and was more severe on Melissus, but
perhaps that was because Melissus’s clear style made him
an easier target.

See also Aristotle; Change; Eternity; Infinity in Mathe-
matics and Logic; Leucippus and Democritus; Par-
menides of Elea; Plutarch of Chaeronea; Space; Zeno of
Elea.
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Remembering is one of the most characteristic and most
puzzling of human activities. In particular, personal
memory—the ability mentally to travel back into the
past, as leading psychologist Endel Tulving puts it—often
has intense emotional or moral significance: It is perhaps
the most striking manifestation of the peculiar way
human beings are embedded in time, and of humans’
limited but genuine freedom from their present environ-
ment and immediate needs. Memory has been significant
in the history of philosophy as much in relation to ethics
and to epistemology as in theories of psyche, mind, and
self.

The philosophy of memory is a fascinating, diverse,
and underdeveloped area of study, which offers difficult
but rewarding connections not only with psychology and
the cognitive sciences, but also with the social sciences
and political theory, and with literature and the arts. Out-
side philosophy, interest in memory increased massively
and disproportionately in the late twentieth century in
both the neurocognitive sciences and the humanities,
driven both by internal developments within disparate
disciplines and by wider social and cultural concerns
about trauma and recovered memories, about the politics
of forgetting and collective responsibility, about memory
loss in an aging population, and about the manipulation,
control, ownership, and protection of individual mem-
ory. The widespread and troubled fascination in Western
culture with this last set of concerns in particular, and
with challenging associated questions about moral psy-
chology and personal identity, is suggested by the success
of films like Bladerunner (1982), Memento (2000), and
Eternal Sunshine of the Spotless Mind (2004).

As a result, just as in other areas of the philosophy of
mind, it has become increasingly difficult to cordon off a
set of questions about memory, or methods for its study,
which are uniquely or primarily philosophical. Some
philosophers treat memory as a case study in philosophy
of science, asking for example whether the psychology of
memory might be reducible to the neuroscience of mem-
ory. Others begin with the phenomenology of memory,
the ordinary experiences and practices of remembering;
others still inquire into cross-cultural or historical differ-
ences in these practices. It seems likely, further, that psy-
chopharmacological influences on memory, and their
potential misuse, will make memory a central topic in the
emerging fields of neuroethics and philosophy of psychi-
atry. This entry covers more traditional philosophical
issues about the nature of memory, but includes some

consideration of the need for a broader framework that
can encompass the neural, embodied, psychological, and
social aspects of remembering.

FORMS OF REMEMBERING

When a person is remembering, there are many different
activities he or she may be engaged in, and the expression
of the individual’s memory can take many different
forms. One reminisces with old allies about shared expe-
riences; one finally calls to mind that obscure fact; one
mindlessly cycles off down the lane, despite not having
been on a bike for years; one sits alone and ruminates on
one joyful or agonizing moment long ago; one gathers
with others to commemorate a significant occasion; one
writes or fashions something in memory of a person or
an event; a photo, an odd memento, or a long-forgotten
melody suddenly immerses a person in the emotions of
another time.

It is not easy to pinpoint just what is common across
this range of activities, and some philosophers have
argued that not all of them involve true memory. But the
present-day consensus in both philosophy and psychol-
ogy is that there are at least three distinct forms of
remembering that can helpfully be detected in the variety
of ordinary experience.

First, in remembering specific events or episodes
from an individual’s personal past he or she draws on per-
sonal memory (also known as experiential or event mem-
ory): For example, one remembers walking down by the
river with a friend that spring afternoon. Psychologists
often call this episodic memory, or sometimes autobio-
graphical memory.

A different form of memory is naturally expressed
with a “that” complement: One remembers that Aristotle
was Alexander’s tutor. This factual or semantic memory is
akin to simple belief, and the remembered facts can be
about events in the remote past, or indeed the future, as
well as personally experienced events. One can factually
remember details one has been told about one’s early life,
for example, for which one has no personal memory, no
sense at all of what the past experiences were like.

In English, and many other languages, people some-
times contrast things that they “just know” from what
they genuinely (personally) remember, thus treating per-
sonal memory as the basic or essential kind of memory.
But in other contexts people are happy to talk also of
remembering facts, and to attribute their general beliefs
about the world to “memory” in a broader sense.
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Personal/episodic remembering and factual/seman-
tic remembering are both forms of declarative memory, in
which individuals seek to hook up to reality, to represent
the world or the past. Although remembering activities
often have quite different functions as well, under normal
circumstances such memories aim at truth. This is so
even though, as both scientific and common-sense psy-
chology increasingly suggest, people do not always get
there. The point is not that memory necessarily or even
reliably achieves this aim, but that one’s ordinary prac-
tices include a general commitment to its reliability in
doing so. For example, an individual may or may not in
fact have walked by the river with a friend that spring
afternoon, and Aristotle may or may not actually have
been Alexander’s tutor. But if one is sincerely expressing
that personal memory, or that factual memory, one is
(among other things) making a claim about what hap-
pened.

In these declarative forms of memory, the content of
one’s memory can in principle —at least in central
cases—be articulated. But when a person wonders if a
friend remembers how to play the flute, or how to drive a
car, the person is asking not about the friend’s personal or
factual memories, but about his or her skills or embodied
memories. Philosophers have often talked here of habit
memory, while psychologists identify these cases as types
of procedural memory, where this category is also taken to
include more basic/primitive forms of conditioning and
associative learning.

Procedural memory has been sharply divided from
declarative memory for a number of reasons: Perhaps
most important is the case of H.M., an epileptic patient
who suffered terrible amnesia after brain surgery in the
1950s. H.M., who had lost his hippocampus and other
brain structures now known to be central to declarative
memory, was no longer able to lay down event memories,
so that he would forget everything minutes after its
occurrence, and lose any clear sense of time passing. Yet
H.M. was still able to learn new games, and to improve his
performance at new perceptual-motor skills, despite hav-
ing no idea each time that he had ever tried them before.

Procedural memory is philosophically important for
a number of reasons, although habits and skilled activi-
ties have been little studied. For example, neither philoso-
phers nor psychologists have a clear grip on the various
ways that personal memory and other high-level cogni-
tive processes interact with remembered embodied skills.
Competition and coordination between the different
memory systems can both occur. On the one hand, skilled
performers in dance or sport know that their motor
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habits often run best in a groove, when not consciously or
verbally controlled: yet the skills involved are robust and
flexible, unlike more primitive forms of procedural mem-
ory, and can sometimes be directly shaped by mood, con-
text, verbal instruction, and conscious decision.

These conceptual, grammatical, and experiential dis-
tinctions between personal, factual, and habit memory
have in contemporary cognitive psychology been devel-
oped into theories of distinct memory systems. There is
considerable disagreement about the psychological status
of these systems, and about whether the distinction
between episodic and semantic memory, in particular,
should be characterized by reference merely to the kind of
information in question, or by an essential phenomeno-
logical difference. Since there is little agreement more
generally about what a psychological system or module is,
or about the nature of any putative natural kinds in psy-
chology, these debates about memory systems are likely to
be resolved only in conjunction with progress on broader
questions in philosophy of psychology.

PERSONAL MEMORY

An individual’s capacity to conjure up experiences, emo-
tions, and events from long in the past involves the same
kind of memory as the mundane ability to keep track of
just what he or she has been doing, feeling, and thinking
in the last day or week. Personal remembering does not
seem to be distinguished from other related activities—
imagining, dreaming, factual remembering, for exam-
ple—by the level of sensory detail or vividness which it
involves: some memories, after all, are both faint and
fragmentary, while some scenes of fantasy can be richly
imagined. Memory capacities, even in their normal and
reliable functioning, are both fallible and selective:
human beings don’t need either total or precise recall to
maintain sufficient coherence and continuity of self over
time, for personal memory works in part through an
ongoing condensing, editing, and summarizing of life
experiences, on which people draw in specific autobio-
graphical narratives. One’s narratives or other memory
expressions can be public or private, and they can be
more or less under one’s control, either smoothly tailored
to specific audiences or emerging in involuntary frag-
ments.

Personal remembering is a context-sensitive activity
from the start. As young children build on their earlier
abilities to understand typical sequences of events, their
capacity to remember particular past experiences is sup-
ported and shaped by adults. Joint attention to the shared
past emerges in an interactive social environment, as chil-
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dren come to see that there can be different perspectives
on the same past time. Spontaneous self-conscious
thought about the personal past is a gradual development
out of these memory-sharing practices, which can vary
considerably in nature, frequency, and significance across
contexts and cultures. One condition for the full emer-
gence of such self-conscious thought about his or her
own past experiences, which may be surprisingly late, is
that the child picks up the causal connections between
events in time, and within the child’s own history. Some
grasp of the temporal asymmetry of experience is needed
to understand that, in principle at least, remembered
events can be integrated on a connected temporal dimen-
sion. Children’s personal memory, then, is a highly
sophisticated achievement closely linked not only to their
emerging self-awareness and understanding of other
minds, but also to their recognition that they cannot
change the past, and that their current and future actions
are unique and irrevocable.

Because early personal remembering is socially situ-
ated in this way, it is also tightly meshed with emotional
and social/moral development. Key social practices, such
as promising and forgiving, and some central complex
emotions, such as grief, love, and regret, depend essen-
tially on personal memory and on one’s grasp of tempo-
ral relations. The point here is not just that the fallible but
more-or-less reliable operation of memory in two or
more people is needed to give those people current infor-
mational access to the past times at which their paths
have crossed. Memory’s affective tone and influence
means that, in addition to its role in retaining the past, it
also has a forward-looking function, as Richard Wollheim
argued in his Thread of Life (1984): Remembering can
keep what happened in the past alive, giving it signifi-
cance for one’s ongoing relationships and projects.
According to this view, memory is not just a means for
checking on the continuity of the self over time, but also
itself partly produces or creates personal identity: As
Wollheim puts it, the past affects people in such a way
that they become creatures with a past.

The particular ways in which, through memory, indi-
viduals deal with events and experiences that are no
longer present varies according to context and aim. Most
dramatically, for example, legal contexts impose demands
and standards on the memory narratives witnesses must
produce that differ greatly from the norms operating in
other remembering activities. But questions about the
reliability of memory and about its mechanisms arise in
many different circumstances just because memory,
with its orientation to truth, is in these ways intimately

involved in both personal identity and significant social
practices. Two connected lines of thought have raised the
most serious concerns about people’s access to the past in
remembering: philosophical views about representations
and memory traces, and psychological accounts of the
constructive nature of remembering.

THEORIES OF MEMORY

People can, sometimes, remember past events and expe-
riences in the absence of immediate external cues or
prompts to memory. It is natural, then, to think that
somehow individuals carry around with them what they
will need in order to remember when circumstances are
right. Even one’s ordinary conception of memory, C. B.
Martin and Max Deutscher argued in their influential
causal analysis Remembering (1966), requires the exis-
tence of an appropriate causal link between one’s past
experience and one’s present remembering. Although the
notion of the “memory trace” has appeared in many
strange metaphors and theories in the history of philoso-
phy and the history of science, it need be no richer than
this idea of a state that causally connects experience
and remembering in a certain way. This causal analysis
embeds the theory of memory in the broader representa-
tional theory of mind which has come to characterize
mainstream philosophy of cognitive science; however the
bare invocation of memory traces is compatible with
many quite different views about their nature and opera-
tion.

However, even this basic view about memory traces,
in the eyes of its critics, engenders serious problems about
the nature of a person’s access to the past. If the past is
thus truly lost, so that a person can only make contact
with it by examining certain representations in the pres-
ent, critics complain, there is a real danger of scepticism,
to be countered by affirming that the person is in fact
aware of the past directly in memory. The ensuing, long-
running debate between representative realists or indirect
realists, who accept memory representations, and direct
realists or phenomenologists who reject them, is exactly
parallel to that found in theories of perception. Although
the dichotomous nature of this debate no longer fits the
range of positions available, and many quite different
views are often condensed by critics into a monolithic
target, there is some common ground.

Contemporary trace theorists tend to work in a
broadly materialist framework, and do not in general
think of traces as direct objects of awareness from which
the nature of the past is consciously inferred at the per-
sonal level of psychological analysis. If complex noncon-
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scious processes, operating subpersonally on representa-
tions which may themselves be partial and context-sensi-
tive, are involved in the shaping and constructing of the
contents of memory, this does not mean that the experi-
ence of remembering is indirect. On this point, the
positive direct realist contribution is convincing: Remem-
bering, under normal circumstances, is a kind of immer-
sion in which one has a pre-reflective confidence.

But this idea that an individual typically inhabits the
memory, rather than judging and assessing it for plausi-
bility and coherence, is in fact entirely compatible with
the existence and involvement of subpersonal mecha-
nisms operating on enduring but modifiable traces. Such
mechanisms can be typically reliable even if they are fal-
lible in particular instances. To raise a general skeptical
worry again at this point against the invocation of mem-
ory representations would be unrealistically to demand
incorrigible access to the past, to seek a blanket guarantee
of accuracy in memory. Such blunt certainty about mem-
ory was expressed, for example, by the eighteenth-
century Scots philosopher Thomas Reid, the most ardent
critic of philosophies of “ideas” or “traces,” who wrote
that “those things really did happen which I distinctly
remember” (Reid, Essays, 1849, p. 444). But this renders
the indisputable evidence—both everyday and scien-
tific—of errors in memory quite mysterious, and thereby
threatens to erode commonsense realism about the past.

Theorists who posit memory traces are also criticized
for adherence to what is seen as an arbitrary metaphor of
“storage,” unfortunately entrenched in the philosophy of
memory since Plato’s Theaetetus. The bare retention of
capacities or dispositions to act or respond in certain
ways, the critics complain, implies nothing about the
means by which such capacities are retained: Storage is a
mistakenly concrete way of thinking, as if each memory
had to be stashed away separately, like sacks of grain in a
storehouse or fixed entries in an archive. Ludwig Wittgen-
stein, for example, mocked the static but inaccessible
inner records he identified in the psychological theories
of his time: In notes of 1935-1936, he wondered “whether
the things stored up may not constantly change their
nature” (Stern 1991, p. 204).

In some invocations of memory representations,
each trace has indeed been treated as distinct, with each
single remembered item mapped on to one storage ele-
ment. Such atomist or localist representational schemes
make control over the contents of memory easier to
imagine or achieve: The remembered items are passive,
and must be manipulated or altered by an external exec-
utive. In this separation of data from process, ordinary
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digital computers exemplify the localist memory scheme:
But what is “stored” in human memory displays more
intrinsic dynamics than this, tending in some contexts
naturally to interfere, blend, and generalize without
deliberate or voluntary control. But just as such comput-
ers do not exhaust possible computational devices, so
localist representational schemes are not essential to the
general framework of memory traces. Both historical the-
ories of memories as patterned flows of “animal spirits”
through the pores of the brain, and contemporary con-
nectionist models in cognitive science employ distributed
(rather than localist) representation: What can be dis-
tinctly remembered need not be held distinctly or inde-
pendently, since each item is spread or “superposed”
across many elements in a system or network. This entry
examines the implications of these distributed models of
memory after setting them in the context of recent devel-
opments in cognitive psychology and the cognitive sci-
ences.

REMEMBERING AND THE COGNITIVE
SCIENCES

The recent history of the sciences of memory offers a
sharp contrast and corrective to the stereotyped image of
cognitive science as a scientistic quest to reduce the
human mind to the dull mechanism of digital computers.
Memory research was one of the first areas to be taken
out of the lab in the 1980s and 1990s, as psychologists
sought to address the kinds of memory that matter in
everyday life (such as autobiographical memory), and to
find ecologically valid methods of studying such memo-
ries outside artificial isolated situations. The difficulty
facing philosophers or scientists with an urge toward syn-
thesis is not that psychological results are irrelevant to
wider concerns about memory, but that the daunting
diversity of methods and traditions even within cognitive
psychology makes it hard to see how different levels of
explanation might relate to one another. There are issues
of considerable interest for the philosophy of science in
understanding the connections between neuroscientific
and cognitive-psychological descriptions and methods;
and, equally, robust and philosophically intriguing
research traditions on autobiographical memory in
developmental, personality, and social psychology. This
entry briefly examines ideas about the constructive
nature of remembering that seem to have direct relevance
to concerns about truth in memory.

Remembering is a multifaceted activity that takes
place in the present, and so the best explanatory frame-
works for understanding it will attend closely to the con-
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text of recall, rather than simply investigating the nature
of encoded traces. Memories are often compiled or con-
structed for particular purposes when needed, not held
fully formed. There is room for considerable internal
plasticity in memory traces, which are (on the connec-
tionist model) always composites shaped by the entire
history of their network. The most dramatic work on
construction in memory has come not from connection-
ist modeling, however, but from the research on sug-
gestibility and false memory by Elizabeth Loftus and her
colleagues (2003). Misleading information from external
sources can be incorporated into personal recollection.
Confident, entrenched childhood “memories” of spilling
a bowl of punch at a wedding, for example, or of gazing
long at an exceptionally colorful mobile in the days after
birth, can be elicited artificially in certain circumstances.
This work is partly motivated by a wish to confirm the
possibility of false confessions, in which individuals may
come sincerely and passionately to believe that they have
committed horrible crimes in the past; but the mecha-
nisms in play are just the ordinary and normally robust
processes of shaping and generalizing memories to make
them fit. Although Loftus has adopted the high moral
tone of a crusade, ongoing careful investigation of indi-
vidual differences and integration of these results with
social and personality psychology promises a much richer
picture of the conditions which make different kinds of
distortion more likely.

Again, the point of this research is not to show,
implausibly, that reliability in memory is impossible or
unlikely. Psychologists assume that understanding the
mechanisms of distortion will also throw light on the
processes involved in veridical remembering. Reliability
and accuracy are not transparent notions here. Pre-
reflective confidence in personal memories can, and in
certain contexts should, coexist with attention to the
other evidence about the past which is often available,
and care for the defeasible but subtle and robust capaci-
ties to winnow evidence that individuals have developed
in the rich and complex social context of early memory-
sharing and memory-using practices.

SOCIAL MEMORY AND SHARED
MEMORY

The general constructive picture of remembering can be
accepted while acknowledging that external influences—
particularly social influences—on memory need not
inevitably lead to error. As Sue Campbell argued in her
powerful philosophical responses to the “memory wars,”
there are vital features of relational interaction with oth-

ers that contribute positively to practices of good remem-
bering, both in development and in adult social life: To
treat the true unit of memory as the isolated individual,
free from the distorting influence of other people, is to
miss the value we often appropriately place on negotiat-
ing the past—both the personal past and the shared
past—in company.

Indeed a need for attention to shared remembering
and social remembering in both psychology and philoso-
phy can be motivated from within the broadly construc-
tivist framework itself. It is because one’s internal
memory is partial and context-sensitive, and does not
naturally retain information in distinct and unchanging
form between experience and recollection, that one relies
so pervasively and—in the main— successfully on exter-
nal social and technological scaffolding. A challenge for
psychologists is to find ways to study shared memories
that do not focus solely on the conformity induced or
sought by powerful external authorities; and a challenge
for philosophers is to construct a social ontology of
memory by which to understand the diverse ways in
which people manage to hook their incomplete inner sys-
tems of traces with the vast social and cultural resources
in which cognition is situated.

Mark Rowlands (1999) and Rob Wilson (2004), for
example, have suggested specific ways in which external
symbol systems—in their many distinct historical and
cultural forms—allow individuals to leave information
and skills out in the world, saving on the resources and
capacity required for biological memory. Drawing on the
more precise invocations of terms like social memory and
collective memory in the contemporary social sciences,
this distributed cognition framework suggests that
researchers can study the transmission of particular rep-
resentations across different individuals and media, and
the specific forms of interplay between group dynamics
and individual recall. It also promises to throw better
light on the influential work on memory by the French
sociologist Maurice Halbwachs (1980).

Halbwachs’s notion of the collective memory is often
cited by contemporary social scientists and historians as
deeply anti-psychological, or as sociologically determin-
ist: but in fact his work focuses on the incomplete or
shrouded nature of the individual’s memory, which (out-
side of dreams) must be sculpted and completed within a
social framework, which provides the context and the
means for the construction of a specific recollection.
Philosophical analysis can potentially be of immense
service to empirical disciplines like cognitive anthropol-
ogy and historical theory in the study of memory by

ENCYCLOPEDIA OF PHILOSOPHY

126

2nd edition



showing how case studies of remembering activities in
particular times and places might be embedded in robust
broader theories of memory. So in addition to the long-
standing philosophical concerns about truth and the self
previously outlined, it is likely that philosophical atten-
tion will increasingly engage, through topics like mem-
ory, with the urgent challenge of connecting the cognitive
sciences and the social sciences.

See also Cognitive Science; Computing Machines; Moral
Psychology; Personal Identity; Philosophy of Mind;
Plato; Reid, Thomas; Time, Consciousness of; Wittgen-
stein, Ludwig Josef Johann.
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MENASSEH (MANASSEH)
BEN ISRAEL

(1604-1657)

Menasseh (Manasseh) ben Israel, the Jewish scholar,
philosopher, and theologian, was probably born in
Madeira. His father, a victim of the Spanish Inquisition,
escaped with his family to La Rochelle and then to Ams-
terdam, where Menasseh studied in the growing Jewish
community. At eighteen he became a teacher and
preacher. Although very successful in his rabbinical
career, Menasseh could not support his family with his
salary and so became a printer, establishing Holland’s
first Hebrew press. He printed his own first published
work, an index to the Midrash Rabbah (1628). Most of his
subsequent works are in Spanish, Portuguese, or Latin.

Menasseh’s vast erudition in Jewish and Christian
theology and philosophy and classical and contemporary
literature attracted notice in 1632, when the first part of
his El Conciliador appeared in Frankfurt (the second,
third, and fourth parts appeared in Amsterdam,
1641-1651; the book was translated into English by E. H.
Lindo, London, 1842). This work attempted to reconcile
the apparent conflicts and contradictions in the Bible and
brought Menasseh into the company of Gerhard
Johannes and Isaac Vossius, Hugo Grotius, and many
other scholars, who came to regard him as the leading
expositor of Jewish thought to the Christian world. He
corresponded with Christian and Jewish scholars every-
where, and many came to Amsterdam to confer with him.

Menasseh ben Israel was greatly interested in the
Jewish and Protestant kabbalistic, mystical, and Messianic
views of his time and was involved with some of the
strangest seventeenth-century visionaries. This led to his
most famous work and the best-known episode of his
career. A Portuguese Jew from South America told him of
finding some of the lost tribes of Israel in the jungles
there. Using this material and other “data,” Menasseh ben
Israel published his Hope of Israel in Latin, Spanish, and
English (1650), in which he argued that because the
Israelites were spread almost everywhere on Earth, the
Messianic age was at hand. If the Jews were readmitted to
England, then all might be ready for the Messiah. Several
influential Puritans, including Oliver Cromwell, held
similar views, and they invited Menasseh ben Israel to
London to discuss the readmission of the Jews. Menasseh
ben Israel stayed in England from 1655 to 1657, but after
much controversy no official solution emerged, although
the unofficial readmission of Jews to England did begin.
Disappointed, Menasseh ben Israel died shortly after
leaving England.

Although his works are not of the first rank,
Menasseh ben Israel was extremely influential in develop-
ing and disseminating a modernized form of Jewish
learning and in making Christian scholars aware of then-
current streams of Jewish thought.

See also Grotius, Hugo; Jewish Philosophy; Kabbalah.
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MENCIUS
(fourth century BCE)

Mencius, a Chinese philosopher, is often regarded as the
most important Confucian thinker after Confucius. He
lived in the Warring States period, during which China
was divided into different states with their own rulers,
often waging war against each other. He traveled from
state to state to convert rulers to the teachings of Confu-
cius. At the same time, he also combated other influential
movements of thought, especially those associated with
Mozi and Yang Zhu (fifth to fourth century BCE). One’s
main access to his thinking is through the Mengzi (Men-
cius), probably compiled by his disciples or disciples of
his disciples. The text was subsequently edited and short-
ened by Zhao Qi in the second century CE, and this is the
version of the text available today.

Elaborating on Confucius’s teachings, Mencius high-
lighted four ethical attributes: ren (benevolence, humane-
ness), yi (propriety), li (observance of rites), and zhi
(wisdom). Ren has to do with love or concern for others
and involves a reluctance to cause harm and the capacity
to be moved by the suffering of others. The scope of such
concern includes not just human beings but also certain
kinds of animals, and there is a gradation in ren in that
one has special concern for and obligations to those
closer to oneself. Ren results from cultivating the special
love for parents that everyone shares as an infant and the
affective concern for others shown in the well-known
Mencian example of one’s commiseration for the infant
on the verge of falling into a well.

The earlier use of yi refers to a proper regard for one-
self and distancing oneself from disgrace, involving such
things as not brooking an insult. Mencius retained this
use of yi, but disgrace for him is measured not by ordi-
nary social standards but by ethical standards, and yi has
to do with a firm commitment to such standards. One
regards what falls below such standards as potentially
tainting oneself and insists on distancing oneself from
such occurrences even at the expense of death. One
example is that of a beggar starving to death, who would
reject food given with abuse despite the resulting loss of
life. According to Mencius everyone shares responses of
this kind, which provide the starting point for cultivating

yi.

Li originally referred to rites of sacrifice and later to
rules of conduct governing ceremonial behavior as well as
behavior in other social contexts. Mencius continued to
use I in this way, and in addition used it to refer to an eth-
ical attribute having to do with the observance of /i. This

MENCIUS

attribute involves a general disposition to follow [7, as well
as a mastery of the details of /i that enables one to follow
Ii with ease. It also involves one’s observing /i with the
proper attitude and mental attention, such as reverence in
interacting with others or sorrow in mourning.

In early Chinese thought, xin, which refers to the
physical heart, is regarded as the site of both cognitive
and affective activities. It is translated as “heart” or
“mind,” and sometimes as “heart/mind.” Xin can form
certain directions, which can take the form of long-term
goals in life or more specific intentions. The fourth ethi-
cal attribute, zhi, involves having proper directions of the
heart/mind, which in turn requires an ability to assess sit-
uations without adhering to fixed rules of conduct. This
discretionary judgment may lead one to deviate from
established rules of Ii, and may also guide one’s behavior
in situations in which no general rule is applicable.

For Mencius, these four ethical attributes result from
people cultivating four kinds of predispositions of the
heart/mind. These include commiseration, the sense of
shame, a reverential attitude toward others, and the sense
of right and wrong. He referred to these as the four
“sprouts” or “beginnings” and regarded the four ethical
attributes as growing from these predispositions in the
way that a plant grows from a sprout. Besides commiser-
ation and the sense of shame, he also regarded love for
parents and obedience to elder brothers as the starting
point for cultivating ren and yi, respectively. His view that
the heart/mind has these ethical predispositions provides
the basis for his response to the Moist and Yangist chal-
lenges.

Mozi advocated the doctrine of indiscriminate con-
cern for everyone. He did not believe that human beings
have the appropriate predispositions to begin with and
thought that one could restructure one’s motivations
accordingly after endorsing this doctrine. In the absence
of such predispositions, the practice of indiscriminate
concern seems humanly impossible, a point seized on by
Mozi’s opponents. By contrast, Mencius thought that
human beings have ethical predispositions that relate to
the ethical ideal in the way that a sprout relates to a full-
grown plant. Such predispositions contain within them a
direction of growth and provide the appropriate emo-
tional resources that one can draw on to achieve the ideal.

The Yangists advocated nourishing xing (nature), a
term referring to the direction of growth or development
of a thing. They understand the xing of human beings in
biological terms, such as living to an old age, and
regarded it as the proper direction of development for
humans. Mencius rejected the biological conception of
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xing, instead, xing is constituted by the ethical direction
implicit in the predispositions of the heart/mind. The
view that xing has an ethical direction is expressed in his
well-known slogan that xing (human nature) is good.

Although the heart/mind has the relevant ethical
predispositions, they need to be nourished for them to
flourish, and one should also guard against the various
factors that can potentially harm their growth. Mencius
often highlighted the senses as something that can lead
one astray. The senses operate automatically—when they
come into contact with their ideal objects, they are just
pulled along unreflectively by these objects. By contrast,
the heart/mind can reflect on what is proper and can halt
any course of action it regards as improper. The
heart/mind should constantly exercise these capacities to
ensure that one progresses in an ethical direction.

One may also be led astray by erroneous doctrines,
such as Mohist and Yangist teachings, which Mencius
explicitly opposed. One may also be led astray by prob-
lematic desires. For example, in a series of dialogues
between Mencius and King Xuan of the state of Qi, the
king referred to his great desire to expand territories and
his feverish desires for wealth, women, and display of
valor. These desires not only led the king to harsh policies
but also led him to rationalizations about his inability to
be caring toward his people. Mencius’s response was to
try to steer the king toward seeing that a more caring pol-
icy toward the people is not only compatible with the
king’s desires but actually enables their attainment in a
higher form. For example, a king who seeks to be invinci-
ble can do so by practicing ren government, thereby
drawing the allegiance of the people. He will become
invincible not in the sense of superior military strength,
but in the sense of being without opposition.

While Mencius’s teachings competed for influence
with other kinds of Confucian teachings for several hun-
dred years after his time, he eventually came to be
regarded as the true transmitter of Confucius’s teach-
ings. Zhu Xi included the Mengzi as one of the Four
Books, which became canonical texts of the Confucian
tradition. Mencius also came to be regarded as the great-
est Confucian thinker after Confucius himself, and his
teachings have been influential on the development of
Confucian thought in the Song (960-1279), Ming
(1368-1644), Qing (1644-1912) Dynasties, and up to
modern times.

See also Chinese Philosophy; Confucius; Mozi; Yang Zhu;
Zhu Xi (Chu Hsi).
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MENDELSSOHN, MOSES

(1729-1786)

Moses Mendelssohn, the greatest Jewish philosopher in
the eighteenth century, was born in Dessau, the son of a
poor Jewish copyist of sacred scrolls. His first studies were
devoted to the Bible, the Talmud, and Maimonides’ Guide
for the Perplexed. He followed his teacher Rabbi David
Frinkel to Berlin in 1745, where he learned to read Ger-
man and Latin while living in great poverty. In 1750 he
became a tutor in the household of the Jewish silk manu-
facturer Isaak Bernhard; he was later a bookkeeper and
ultimately a partner in Bernhard’s firm. In Berlin
Mendelssohn became a close friend of G. E. Lessing, C. E
Nicolai, and Thomas Abbt. After 1755 his reputation as a
philosopher and critic grew rapidly throughout Ger-
many. By his contemporaries he was regarded as emi-
nently kind and virtuous, and because of his wisdom and
ugliness he was called “The Jewish Socrates.” Lessing is
said to have modeled the character of Nathan in his
drama Nathan der Weise upon Mendelssohn. In 1763
Mendelssohn’s Abhandlung iiber die Euidenz in den meta-
physischen Wissenschaften (Essay on Evidence in Meta-
physical Science; Berlin, 1764) won a prize from the
Berlin Academy, and he was later elected to the academy,
although his appointment was never confirmed.

In spite of his Jewish extraction, Mendelssohn’s
development as a philosopher was notably German in
character; he was influenced mainly by Gottfried Wil-
helm Leibniz, Christian Wolff, Alexander Baumgarten, G.
F. Meier, his Berlin friends, and among foreign philoso-
phers, by John Locke, the earl of Shaftesbury, Edmund
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Burke, Jean Baptiste Dubos, and Pierre-Louis Moreau de
Maupertuis.

Mendelssohn was a typical “popular philosopher”
He was empirically minded, refrained from final system-
atizations of his theories, wrote in an easy and attractive
style, and was mainly interested in aesthetics, psychology,
and religion (although he also discussed methodological
and metaphysical questions). His contribution to the
emancipation of the Jews was significant. Because of the
continuous evolution of his ideas, a summary of his views
can only cover the general trends of his thought. He
exerted a great influence not only upon his closest friends
but upon his whole generation in Germany, and upon
Immanuel Kant in particular.

Aesthetics and psychology were, in Mendelssohn’s
mind, closely interrelated. He continued the work of
Baumgarten and Meier, but amalgamated their doctrines
with the tenets of English and French aesthetics trans-
lated into the terminology of German psychology. Gener-
ally attributed to Mendelssohn is the first clear distinction
between Beauty and metaphysical perfection: He held
that Beauty was an inferior, subjective kind of perfection.
Metaphysical perfection consists in unity in a multiplic-
ity. Aesthetic perfection arises out of the limits of human
understanding. Man is unable to conceive, as God can,
the real, supreme unity in the enormous variety of things.
He must therefore content himself with introducing an
artificial unity (uniformity) into some objects in order to
be able to perceive them as wholes; and this is beauty.

In this way, Mendelssohn began a trend away from
Baumgarten’s and Meier’s aesthetic objectivism toward a
subjective aesthetics that soon dominated German aes-
thetics: A beautiful object is not necessarily perfect in
itself, but must be perfect in its capacity to be perceived.
The perception of Beauty strengthens the representative
activity of the soul and makes it more perfect, thus caus-
ing a feeling of pleasure. The perception of Beauty causes
intuitive knowledge; in its highest stage it becomes the
“aesthetic illusion” in which, for example, fable appears as
reality. Mendelssohn’s conception of Beauty permitted
him to explain the pleasurable effect of tragedy and of the
sublime, whose distinction from Beauty he was the first in
Germany to explain clearly. In tragedy, murder is the rep-
resentation of a morally and metaphysically imperfect
event, but its representation may be subjectively perfect.
Mendelssohn, clearly under the influence of Burke, held
that in the sublime, the pleasure in awareness of immen-
sity of distance, size, or number is mixed with some pain
because of our inability to comprehend it completely. In
both cases, aesthetic pleasure is the result of the “mixed
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feeling” (vermischte Empfindung) arising in our soul: Even
if some element of the perception is unpleasant, the per-
ception as a subjective whole is pleasurable.

Mendelssohn’s study of the perception of Beauty led
him to introduce a doctrine of mental faculties that was
later adopted in modified form by Kant and others.
Mendelssohn held that aesthetic feelings must be attrib-
uted to a faculty different from intellect and desire, a
faculty that he called the faculty of approval (Billi-
gungsvermagen). The beauty of an object escapes us if we
subject it to a process of analysis and definition; there-
fore, experience of the beautiful cannot be an object of
knowledge. A beautiful object gives us aesthetic pleasure
even if we do not possess the object; thus, the approval of
Beauty must be distinct from desire. Metaphysical perfec-
tion, unlike Beauty, is both known by intellect and an
object of desire.

Beauty is produced by genius. Genius does not imi-
tate nature, but “idealizes” it; that is, it exhibits natural
objects as God would have created them if his aim had
been aesthetic and not metaphysical perfection. Genius is
independent of rules because it establishes its own rules.
A genius’s procedure is instinctive.

Mendelssohn believed that both the existence of God
and the immortality of the soul could be demonstrated.
Although his Morgenstunden oder Vorlesungen iiber das
Daseyn Gottes (Morning Hours, or Lectures on the Exis-
tence of God; Berlin, 1785) was written in awareness of
Kant’s previously published Kritik des reinen Vernunft, in
it Mendelssohn accepted both the Ontological Argument
and the Argument from Design.

Mendelssohn’s Phddon oder iiber die Unsterblichkeit
der Seele (Phaedo, or on the Immortality of the Soul;
Berlin, 1767) was a dialogue on immortality in imitation
of Plato’s Phaedo. The soul is a simple substance and
therefore indestructible. The soul might nevertheless lose
its consciousness, but the divine wisdom and goodness of
God would not allow this to happen.

Mendelssohn’s plans to publish a work commemo-
rating Lessing, who had died in 1781, prompted Friedrich
Heinrich Jacobi to write to Mendelssohn asking whether
he knew that Lessing was a Spinozist. The resulting quar-
rel, which soon involved Johann Georg Hamann, Johann
Gottfried Herder, and Johann Wolfgang von Goethe as
well as Mendelssohn and Jacobi, is discussed in the entry
“Pantheismusstreit.”

Mendelssohn had been challenged in 1769 by the
Swiss physiognomist and religious writer Johann Kaspar
Lavater either to demonstrate the falsity of Christian rev-
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elation or to become a convert to Christianity.
Mendelssohn’s answer was that the deism of the Enlight-
enment, which he had developed into a universal religion
of reason, was in fact identical with Judaism. In his
Jerusalem oder iiber religiose Macht und Judentum
(Jerusalem, or on Religious Power and Judaism; 2 vols.,
Berlin, 1783), Mendelssohn supported religious and
political toleration, and advocated separation of church
and state and civil equality for the Jews. He always fought
against both advocates of anti-Semitism and conservative
Jews for a cultural and political union of Christians and
Jews.

See also Pantheismusstreit.
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MENTAL CAUSATION

There is mental causation whenever a mental state, event,
process, or activity has a causal effect. The pursuit of our
lives seems replete with mental causation. It may thus
seem as obvious that it occurs as we pursue our lives. But
how mental causation is possible is not obvious. And
therein lies a philosophical tale. Any attempt to explain
how it occurs must engage the mind-body problem.

René Descartes (1596—1650) maintained that there is
body-to-mind causation when we perceive our surround-
ings, and mind-to-body causation when we act. But one
of the most serious charges leveled again his substance
dualism, according to which the mind is an immaterial
substance that is not extended in space, is that it leaves
unexplained how mental states and events (etc.) have
causal effects on our bodies. Descartes held that the locus
of mind-body causal interaction is in the brain (specifi-
cally, in the pineal gland). His contemporary, Princess
Elisabeth of Bohemia, asked how states of, or changes in,
a substance not extended in space (the mind) could
causally affect states of, or changes in, a substance
extended in space (the brain or pineal gland), and
declared such causal interaction too incredible to believe.
The absence of a satisfactory answer to her “how-
question” contributed to the demise of Cartesian sub-
stance-dualism (Watson 1987).

Many contemporary philosophers hold that to have
a mind is not to possess an immaterial substance, but
rather to possess certain capacities, such as the capacity to
think and/or to feel. Brains serve somehow as the mate-
rial basis of such capacities. (Whether an artificial brain
could so serve is the question of whether artificial intelli-
gence is possible.) But because of the many apparent dif-
ferences between mental and physical properties, some
philosophers, while rejecting Cartesian substance dual-
ism, nevertheless embrace Cartesian property dualism.
They hold that while there are no immaterial substances,
mental properties are distinct from physical properties,
and are related to certain of them by irreducible laws of
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nature. This view faces the question of how an individ-
ual’s having a mental property could exert any causal
influence on the course of events. Given the absence of a
reality underlying both mental and physical reality, an
individual’s having a mental property would have to exert
a direct causal influence on its initial effects in the brain,
one unmediated by any mechanism.

The year 1870 marked more than a century of
increasingly detailed investigation of human physiology.
In that year, Ewald Herring declared at his lecture to the
Imperial Academy of Sciences in Vienna that brain phys-
iologists should make “the unbroken causative continuity
of all material processes an axiom of [their] system of
investigation” (translated and quoted in Butler 1910, pp.
64—65). It remains an axiom of neurophysiology. The fact
that there are no “gaps” in physiological brain processes
for mental events to fill led Thomas Huxley (1874) to
maintain we are “conscious auotmata”: conscious events
accompany certain physiological brain events as dual
effects of other physiological events, but are causally
inert. Trained as a medical doctor, William James (1890)
appropriated the term epiphenomena, a medical term for
symptoms of diseases, for mental phenomena that while
caused, lack causal efficacy. James Ward (1903) coined the
term epiphenomenalism for the view that mental phe-
nomena have no causal effects.

The view that mental phenomena are epiphenomena
has a dense air of paradox. Epiphenomenalists maintain
that we are merely under the illusion that there is mental
causation. But, on their view, the illusion could not give
rise to our belief in mental causation, for that would
require mental causation. Moreover, on pain of inconsis-
tency, they cannot take themselves to have been led to the
doctrine by theoretical reasoning, for their being so led
would involve mental causation. Indeed, reasoning itself
seems to be a causal process. It should thus come as no
surprise that virtually no contemporary philosophers
who acknowledge the reality of the mental espouse the
view that no mental states or events have causal effects.
But the question of how they have effects remains.

Some philosophers combine the rejection of Carte-
sian substance dualism with the rejection of mental and
physical event dualism, while nevertheless embracing
Cartesian property dualism. C. D. Broad (1925) exam-
ined a dual-aspect theory of events, according to which
physiological events in “the mind-brain” (1925, p. 439)
have two independent aspects, one mental, the other
physiological, the two linked by contingent fundamental
laws. In discussion of the view, he formulated epiphe-
nomenalism as a disjunctive doctrine: “mental events
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either (a) do not function at all as cause factors; or that
(b) if they do, they do so in virtue of their physiological
characteristics, and not in virtue of their mental charac-
teristics” (p. 473). If, rather than being accompanied by
mental events, certain physiological events have mental
characteristics, and so are mental events, then it seems, on
the evidence, that they function as cause factors in virtue
of their physiological characteristics, but not their mental
ones. The mental qua mental seems causally inert.

Donald Davidson (1970) proposed the doctrine of
anomalous monism: every particular mental event is a
physical event, but there are no strict psychological or
psychophysical laws, and mental characteristics are irre-
ducible to physical characteristics. He did not, however,
embrace Cartesian property dualism, which is committed
to fundamental psychophysical laws. Moreover, he
regarded talk of properties as pleonastic; strictly speak-
ing, there are only predicates, not properties. He held that
since mental events (i.e., events mental predicates are true
of) are causes or effects, they fall under strict physical
laws, and so are physical events because physical predi-
cates that figure in the relevant strict laws are true of
them. Still the causal relation, he emphasized, is exten-
sional: if two events are causally related, they are so
related however they are described. There is no qua-
causation.

Many philosophers hold that properties are distinct
from predicates, and indeed that predicates apply to
things only in virtue of the properties that things have.
And they hold that although the causal relation is indeed
extensional, it is nevertheless the case that events enter
into causal relations in virtue of certain of their proper-
ties. The weighs-less-than relation is extensional: If a
weighs less than b, then it does so however a and b are
described. Still a weighs less than b in virtue of something
about each of them, namely their respective weights—
their respective masses in the gravitational context in
question. Anomalous monism entails the denial of token
epiphenomenalism. But its proponents must answer the
charge of commitment to type epiphenomenalism, the
thesis that no events are causally related in virtue of
falling under mental types (McLaughlin 1989, 1994; Kim
1993; Sosa 1993; see also Davidson 1993).

In the early twentieth century, the atomic view of
matter was vindicated, and in the 1930s a quantum
mechanical explanation of chemical bonding was pro-
vided, dispelling the idea that there are fundamental
chemical forces; and later monumental advances in
organic chemistry and molecular biology led to the
demise of any form of vitalism (McLaughlin 1992). It is

ENCYCLOPEDIA OF PHILOSOPHY

2nd edition

133



MENTAL CAUSATION

now generally held, on empirical grounds, that: for any
(caused) microphysical event P there is a distinct micro-
physical event P* that causally determines the objective
probability of P (if determinism is true, that probability
will be 1).

This thesis has been called by various names in the
literature, including “the closure of the physical.” Given
this thesis, if Cartesian property dualism is correct, then
it seems that an individual’s having a mental property
could have microphysical effects only if it causally overde-
termined those effects. Such overdetermining psy-
chophysical causal transactions would be fundamental in
that they would be unmediated by any mechanism. While
that may fall within the realm of logical possibility, it is
hard to see how the view that it actually occurs could be
justified (Kim 1998).

Many contemporary philosophers hold that there is
a stronger dependence of mental properties on micro-
physical properties than Cartesian property dualism
allows. There is no received formulation of the depend-
ency. But one leading view is that it is captured by the fol-
lowing supervenience thesis: any minimal physical
duplicate of the actual world is a duplicate simpliciter of it
(Jackson 1998). A physical duplicate of the actual world is
any world that is exactly like the actual world in every
microphysical respect, in respect to its worldwide pattern
of distribution of microphysical properties and relations,
its worldwide pattern of distribution of microphysical
objects, its microphysical laws of nature, and so on. A
minimal physical duplicate of the actual world is any
physical duplicate of it that contains nothing other than
what is metaphysically required to be a physical duplicate
of it.

While the supervenience thesis is incompatible with
Cartesian property dualism, it does not entail that every
property is a microphysical property. The thesis entails
that any minimal physical duplicate of the actual world
will have exactly the same worldwide pattern of distribu-
tion of properties as the actual world. But, as should be
made clear below, that does not require that every prop-
erty be a microphysical property. Indeed, one can
embrace the supervenience thesis while holding a kind of
property pluralism, according to which not only mental
properties, but properties that figure in the laws of the
special sciences—economics, psychology, biology, and
even most of chemistry—are not microphysical proper-
ties. Some proponents of the supervenience thesis are
property pluralists and hold, in addition, (token) event
and state pluralism, on the grounds that events and states
are property exemplifications. They thus hold that men-

tal events, and events within the domains of the special
sciences, are not microphysical events. Let us label this
kind of “nonreductive physicalism,” which combines the
supervenience thesis with property and event pluralism,
“NRP”

NRP theorists acknowledge that every event is such
that its objective probability is causally determined by
some microphysical event occurring across some cross
section of its backward light cone. But they deny that this
excludes higher-level events from being causes. Some
defend this denial by distinguishing causation from
causal determination (Yablo 1992). They hold that to be
causally related, events must be appropriately propor-
tional, and that microphysical events are typically dispro-
portional to the higher-level events they causally
determine, and are thus disqualified as causes of those
events. On this view, when the turning of a key causes a
lock to open, some microphysical event will causally
determine that the lock opens. But it will not be a cause
of the lock’s opening. The reason is that it contains too
much superfluous detail to be suitably proportionate to
the opening of the lock. Had the key turning occurred
without that microphysical event, the lock would still
have opened. The key turning thus “screens oft” the
microphysical event vis-a-vis the lock’s opening. Of
course, in the counterfactual situation that is stipulated,
some other microphysical event will underlie the key
turning and cause the microphysical event underlying the
lock’s opening. But it is claimed that is so because higher-
level causal transactions are implemented by lower-level
ones, and ultimately by microphysical ones.

One charge against this view is that it mistakes causal
explanation for causation. Any microphysical event that
causally determines the opening of the lock causes it.
Nevertheless, an explanation of why the lock opened in
terms of a microphysical cause would be an extremely
poor one indeed in a typical context since it would con-
tain far too many details that are superfluous to under-
standing why the lock opened. But whether that charge
can be justified remains a matter of dispute. The dispute
turns on controversial issues about the nature of causa-
tion and the individuation of events.

Many NRP theorists hold that every event is caused
by some microphysical event that determines its objective
probability. They maintain, nevertheless, that higher-level
events are causes. One concern about this view is that if
higher-level events were causes, then their effects would
include microphysical events. If my decision to walk into
the next room causes me to walk into the next room, a
result will be that many of the physical particles making
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up my body at the time of the decision will end up in the
next room. The decision would be a cause (though not of
course a sufficient cause) of the movements of the parti-
cles. Such “downward causation” is regarded by some
philosophers as untenable (Kim 1998). NRP theorists
respond that while the movements of the particles are in
a sense causally overdetermined, such overdetermination
is not the objectionable sort to which the interactionist
Cartesian property dualist is committed. For the psy-
chophysical causal interactions are not fundamental:
They are implemented by causal transactions between
microphysical events. Mechanics can ignore them. Still
some critics charge that the fact that the microphysical
event was brought about by another microphysical event
leaves no work for the decision to do in bringing it about
(Kim 1998). Some NRP theorists reply that this sort of
worry is based on a productive conception of causation,
and that we should eschew such a conception as unrealis-
tic (Loewer 2002). They maintain that this sort of overde-
termination can be accommodated by a kind of regularity
account of causation (Melynk 2003), or a kind of coun-
terfactual account of causation (Loewer 2002). This
strand of the debate also leads to issues concerning cau-
sation and event individuation.

Given the supervenience thesis, any minimal physical
duplicate of the actual world would have the same world-
wide pattern of distribution of mental events and special
science events as the actual world. Why is that the case if
mental and special science events are not microphysical
events? The leading NRP answer is that all mental and
special science events are realized by microphysical events
and such realization guarantees this result. While there is
no received view of realization, the leading notion is the
functionalist notion, according to which the realization
relation is the relation of role-occupancy: a realiza-
tion is a role-player. This idea, however, has been imple-
mented in two different ways (see Block 1980). Role-
functionalism implements it one way; filler-functional-
ism implements it in another (see McLaughlin forthcom-
ing).

According to role-functionalism, every event token
of a mental type M is a higher-order event token, an event
of participating in some event or other that occupies a
certain role R, which includes a causal role. Events that
occupy R realize M events, that is, realize events that are
exemplifications of M. On this view, higher-order events
are never identical with lower-order events. Thus, even if
mental events are always realized by microphysical events,
no mental event is a microphysical event; similarly, for
special science events. This event pluralism is compatible
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with the supervenience thesis because the basic roles
could be filled by microphysical events that fill them in
virtue of microphysical laws and conditions.

But NRP theorists would nevertheless face a problem
in embracing role-functionalism, for there is a serious
question of whether higher-order events have causal
effects. While every second-order event is realized by a
first order event that has causal effects, a serious question
remains whether second-order events themselves have
effects. The role-functionalist idea seems most plausible
for abilities, but abilities themselves seem not to have
causal effects, rather their bases or realizations do. The
role-functionalist idea has, however, also been interest-
ingly applied to constituted dispositional states, such as
water-solubility, water-absorbency, fragility, ductability,
and the like (Jackson, Pargetter, and Prior 1982; Prior
1985). For something to be water-soluble is (arguably) for
it to be in some state that, under appropriate conditions,
would cause it to begin to dissolve when immersed in a
liquid. The state that has the causal role of producing the
maninfestation of the disposition (dissolving) is the basis
(realization) of the disposition. (Being composed of
sodium chloride is one such basis; but the dispositional
property is multiply realizable.) It is, however, the basis of
water-solubility that causes the substance to dissolve
when immersed in water, not the disposition—if the dis-
position is indeed a second-order state (other accounts of
such states are possible). On this role-functionalist con-
ception, the substance’s being water-soluble seems to just
be the fact that there is some state of it that would (in
appropriate circumstances) result in its dissolving were it
immersed in water.

The concern, then, is that if (token) mental states
and events were functional states and events (i.e., higher-
order states and events), they would have no causal effects
(Jackson 1996, McLaughlin forthcoming). That would
not exclude them from being causally explanatory. The
claim that a substance dissolved in water because it is
water-soluble provides some information about the
causal chain leading to its dissolving (see Prior 1985). But
the NRP theorist is after higher-level causation, not just
causal explanation. Thus, the NRP theorist must respond
to this concern with a compelling account of causation
according to which functional states indeed have causal
effects. Suffice it to note that the claim that functional
states are inefficacious does not presuppose a productive
conception of causation (see Lewis 1986).

According to filler-functionalism, an event is of men-
tal type M if and only if it occupies or plays a certain role
R, where R includes a causal role. On this view, an event
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token realizes role R by occupying the role—by filling it.
For an event to be of type M is just for it to fill the role.
Thus, if E occupies R, then E is thereby of type M. Since
the role includes a causal role, filler-functionalists reject
token-epiphenomenalism. Note that if, on a particular
occasion, event token E is the occupant of R, then “E is the
M event” will be a contingent statement of identity, like
“Benjamin Franklin is the inventor of bifocals.” (The
description “the M event” will, like the description “the
inventor of bifocals,” be nonrigid: it will pick out different
things in some possible worlds from those that it picks
out in others.)

It may well be that tokens of various types of events
can occupy role R, and thus be realizations of M; if so,
then M is multiply realizable. Moreover, events of some
type N can realize M, even when N itself is multiply real-
izable. That will be the case when an event is of type N if
and only if it fills a role R*, which includes R as a proper
sub-role (Shoemaker 1994). If, on a particular occasion,
an event realizes M in virtue of being an N event, and
realizes N in virtue of being a C event, then, on that occa-
sion, the C event is the N event, the N event is the M
event, and so the C event is the M event.

Notice, then, that, when conjoined with the thesis
that every mental event is realized by some microphysical
event, filler-functionalism entails that every mental event
is a microphysical event. And indeed the filler-functional-
ist explanation of why any minimal physical duplicate of
the actual world will have the same worldwide pattern of
distribution of mental (and special sciences) events as the
actual world is that the only basic fillers of the roles are
microphysical events, which fill them solely in virtue of
microphysical laws and conditions. Events are of different
orders only relative to types. (Moreover, the ordering
here, it has been pointed out, is not one of scale [Kim
1998].) The filler-functionalist account of realization will
not serve the NRP theorist’s purposes. On the filler view,
every event is a microphysical event, and it is ultimately in
virtue of microphysical event types that events enter into
causal relations. Mental event types are not microphysical
event types, both because of actual multiple microphysi-
cal realization, and because of the logical possibility of
realization without microphysical realization. Neverthe-
less, they are relevant to whether events of one sort cause
events of another since they implicitly type events in
terms of patterns of causal relations. And that may very
well make them indispensable to certain causal explana-
tions. But whether such a view is correct turns, of course,
not only on the nature of causation and the individuation

of events, but also on the nature of mental (and special
science) properties.

Problems remain, moreover, that are specific to the
mental. Some philosophers maintain that neither a role
nor a filler-functionalist view is tenable for mental states
with qualitative or phenomenal characters: states such
that it is like something for the subject of the state to be
in the state (e.g., the state of feeling pain). And some
embrace Cartesian property dualism for phenomenal
mental properties (“qualia”; Chalmers 1996, Kim 2005).
They thus reject the psychophysical supervenience thesis.
They hold that there could be an exact physical duplicate
of the actual world that, unlike the actual world, is
entirely devoid of phenomenal consciousness (a “zombie
world”; Chalmers 1996). But they do not deny the closure
of the physical. And they acknowledge that they may thus
very well have to hold that an individual’s having a phe-
nomenal property has no causal effects. Suffice it to note
that even this restricted epiphenomenalism has an air of
paradox. It entails, for instance, that our feeling of pains
never cause our pain-behavior, or even our beliefs that we
are in pain.

Moreover, even if Cartesian property dualism is
rejected for all mental properties, problems remain.
Intentional mental states are explanatory, in part, by
virtue of their propositional contents. For example, the
content that there is a snake in the room figures essentially
in both the rationalizing explanation, “He decided not to
enter because he believed there was a snake in the room,”
and the nonrationalizing explanation, “He began to
quiver because he feared that there was a snake in the
room.” The leading theories of content, however, are
externalist theories, according to which the content of a
mental state fails to supervene on intrinsic states of the
subject (Putnam 1975, Burge 1979). On these views, two
intrinsic duplicates (e.g., an inhabitant of Earth and her
doppelginger on Twin Earth) could be in intentional
states with different contents. Indeed, according to some
externalist theories, content depends on historical con-
text (Dretske 1988), and according to others, on social
context (Burge 1979). Some philosophers maintain that
such highly relational properties are causally irrelevant to
behavior, and so must play a noncausal explanatory role.
But some philosophers defend the view that intentional
states cause behavior, despite being essentially extrinsic
(Yablo 1999). Others claim that wide content is causally
explanatory because it provides information about the
causal history of the agent’s behavioral dispositions
(Dretske 1988). And others contend that intentional
states have an externalist or wide content in virtue of hav-
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ing a “narrow content” in a causal environmental context,
and that it is narrow content that is causally relevant to
behavior (Jackson 1996). There are other views as well
that are as yet less explored. Suffice it to note that these
content issues too are matters of ongoing philosophical
investigation.

See also Anomalous Monism; Artificial Intelligence;
Broad, Charlie Dunbar; Cartesianism; Consciousness;
Content, Mental; Davidson, Donald; Descartes, René;
Dualism in the Philosophy of Mind; Elisabeth, Princess
of Bohemia; Functionalism; Huxley, Thomas Henry;
James, William; Kim, Jaegwon; Mind-Body Problem;
Nonreductive Physicalism; Philosophy of Mind; Put-
nam, Hilary; Qualia; Supervenience.
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MENTAL-PHYSICAL
DISTINCTION

The distinction between the mental and the physical is
central both to commonsense thinking about the world
and to many philosophical, scientific, and religious theo-
ries. Perhaps it is as important to human thought as the
distinction between fact and value, and between the
empirical and the a priori. This entry will focus both on
the role of the distinction in analytic philosophy and on
various proposals about how it is to be understood.

The mental/physical distinction plays a role in two
main areas of philosophy. First, in philosophy of mind,
many arguments and issues are formulated in terms of it.
Philosophers who advance physicalist theories about the
mind argue that phenomenal consciousness (for exam-
ple) is a physical phenomenon similar in kind to electric-
ity or sexual reproduction; dualists deny this, saying that
what we have here are two fundamentally different sorts
of thing or two different characteristics of things. Second,
in the philosophy of science and related parts of meta-
physics, there is the issue of how to formulate the picture
of the world that is presented to us by modern science.
Many contemporary philosophers assume that this pic-
ture is in essence a physicalist one, and mean by this that
the world-\view implicit in modern science bears impor-
tant affinities with the materialism (also known as physi-
calism) of the seventeenth and eighteenth centuries, in
particular that of La Mettrie and Hobbes. A natural
assumption is that to properly evaluate whether the
worldview of modern science really is a kind of physical-
ism, and to fully understand the related dispute in philos-
ophy of mind between physicalism and dualism, one
would need to clarify the mental/physical distinction. So
what exactly is it?

There seems to a tacit general understanding of the
mental/physical distinction but no rigorous idea of how it
is to be drawn exactly—the implicit understanding has
not been made explicit. That we understand the distinc-
tion in some sense is indicated by the fact that we spon-
taneously sort various features or characteristics of
people or animals into two lists, the mental and the phys-
ical. So, to focus on a particular person Jones, we have on
the mental side the fact that he knows where his car keys
are, has itchy feet, wants tickets to the opera, and so on.

On the physical side, we have the fact that he weighs 170
pounds, is currently located in Detroit, Michigan, is mov-
ing in such and such a direction with such and such a
speed, and so on. The problem comes when we try to say
in any detail what the occurrences of “and so on” mean.
What precisely places a feature in the mental list, and
what distinguishes those on the mental list from those on
the physical? What groups weighing 170 pounds together
with being currently located in Detroit, Michigan, and sets
it apart from having itchy feef? Or take some other prop-
erty of Jones not mentioned so far: for example, that his
brain is releasing certain hormones into his blood-
stream—is it mental or physical? If, as it seems natural to
say, it is physical, what makes it so?

There is no shortage of proposals in the literature
about what makes it so, and more generally about how to
understand the mental/physical distinction, but all of
them face problems, and none commands widespread
assent. What immediately follows is a brief catalogue. The
first, and historically the most important, proposal is that
of Descartes (1641). Descartes said that being physical (or
material) is just being extended in space; likewise, he said,
the essence of the mind is to think, to engage in the activ-
ity of thinking. Descartes went on to argue that, if this is
the way to draw the mental/physical distinction, dualism
in philosophy of mind is true. This clarification of the
distinction is straightforward, but it also has a number of
drawbacks. First, we think of matter as something that
occupies space, rather than being identical to space—but
Descartes notoriously makes no room for such a distinc-
tion. Second, there are intuitively physical forces—such as
the force of gravity—that would not be classified as phys-
ical from Descartes’ point of view. Third, the idea that the
essence of the mind is to think apparently excludes men-
tal states that are sensory rather than cognitive and those
that do not involve some sort of mental activity.

The second proposal—one might view it as an
updated version of Descartes—draws the mental/physical
distinction by appealing to two ways in which we find out
about the world: introspection and perception. On this
view, something is mental just in case we can find out
about it, at least in principle, by introspection, whereas
something is physical just in case we can find out about it,
at least in principle, by perception. But this proposal faces
difficulties also. One problem is that many things that
seem intuitively physical are not directly available to per-
ception even in principle—for example, subatomic parti-
cles. One might weaken the criterion and say that
something is physical just in case we can find out about it
either by perception or by inference from perception. But
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the problem now is that the mental states of other people
are such that we can find out about them by inference
from perception; hence the weakened account entails the
physicality of those mental states. Another problem with
this second proposal is that it is not clear what the cate-
gory of introspection is. Introspection seems to be the
faculty by which we find out about our own mental
goings-on—but this drains the idea of content.

The third proposal, prominent in the work of
Thomas Nagel (1974, 1986), explains the mental/physical
distinction as a special case of the contrast between the
subjective and the objective. One obvious problem here is
that the distinction between the subjective and objective
is itself unclear; it is no advance to take subjective to mean
“mental.” But Nagel himself interprets the distinction as
concerning different conditions of understanding: An
objective truth or fact is one that can be understood from
more than one point of view, whereas a subjective truth
or fact is one that can be understood from at most one
point of view. One objection to this is that there are psy-
chological phenomena that are objective in Nagel’s sense;
presumably, the psychological properties attributed to
humans by theoretical as opposed to folk psychology are
as objective as any anything else. (These properties are
not available to introspection either—and this causes a
problem for the previous proposal, too.) A second objec-
tion is that the distinction between mental and physical is
now a distinction within the realm of things that can be
understood. But it is quite unclear that something is
physical only if it is understandable.

The two proposals we have just considered inherit
from Descartes the idea that we need criteria both for the
mental and the physical. But contemporary philosophers
have also explored the more cautious idea that one might
define directly what it is for something to be physical,
leaving aside the question of what it is for something to
be mental. Hence, the fourth proposal is that something
is physical just in case it is the sort of thing that physical
theory tells us about or perhaps is entailed by the sort of
thing physical theory tells us about. The basic objection
to this view is Hempel’s dilemma (Hempel 1969; see also
Crane and Mellor 1990). Hempel’s dilemma is that if the
physical theory in question is contemporary physics, this
proposal entails that physicalism is obviously false—after
all, nobody believes that contemporary physics is com-
plete; on the other hand, if the physical theory in question
is some idealized or future physics, then the proposal
entails that physicalism is empty—after all, who knows
what some idealized or future physics will include? Some
(for example, Smart 1974) respond by asserting that it is
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rational to believe that contemporary physics is complete.
Although there is something right about this—surely it is
rational to believe contemporary physics—the implicit
suggestion that we should define the physical in terms of
contemporary physics is implausible. Medieval impetus
physics (for example) is a false and outmoded theory, but
the property that objects have according to it—namely,
impetus—is a physical property nonetheless.

According to a fifth proposal—sometimes called the
paradigm physical object view—something is physical
just in case it is the sort of thing required by or entailed
by a complete account of the intrinsic nature of paradig-
matic physical objects and their constituents (Block 1980;
see also Feigl 1967). The basic idea of this view is that we
have some paradigms of physical objects—trees, stones,
planets, toasters—and that the physical is whatever you
need to explain them. One problem with this view is that
it is circular—it explains the physical in terms of physical
objects. (The same problem afflicts the previous pro-
posal, which defines the physical in terms of physical the-
ories.). Another problem for this view is that if physical
objects turned out very different from how they appear—
if, for example, they had a spiritual essence—physicalism
and idealism would on this view be indistinguishable.

Perhaps it is unsurprising on reflection that the pro-
posals just reviewed run into difficulties; they are all
attempts at saying something positive about what the
physical consists in. The sixth proposal is the negative one
of saying that physical just means “nonmental” (for exam-
ple, Levine 2001). One problem with this idea is that it
assumes some criterion or mark of what it is to be men-
tal; for example, that something is mental just in case it
has phenomenal character or intentionality or both. And
someone might question or reject both proposals either
singly or in combination. But the more serious problem
for the via negativa is that, construed as a definition of the
physical, it gets things quite wrong. A vitalist, for exam-
ple, thinks that living things instantiate properties—élan
vital—which are both nonmental and nonphysical. How-
ever, while vitalism might be as false and outmoded as
medieval impetus physics, it is not self-contradictory.

In view of the fact that every extant proposal about
how to clarify the mental/physical distinction faces prob-
lems, it is natural to wonder whether there is any clear
distinction here at all. Perhaps this is a distinction that we
draw in ordinary thought but is something that should be
done away with in serious scientific or philosophical
descriptions of the world. That is the proposal that a
number of people have found themselves drawn to,
including Chomsky (2000).
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One response to this sort of scepticism is that it is
driven by overly high standards of clarity. True, it is hard
to clarify the mental/physical distinction, but this diffi-
culty does not mean that there is no such distinction—for
the same thing might be said for many interesting dis-
tinctions and concepts. A different (but consistent)
response asks us to look again at why we wanted a clarifi-
cation of the mental/physical distinction in the first place.
If the answer is intellectual curiosity, the Chomksian view
is as reasonable as any other. But Chomskian skepticism
gains much of its power from the further idea that vari-
ous intellectual projects in philosophy of mind and sci-
ence make no sense unless the mental/physical distinction
can be clarified. But in fact it is not clear that this is so.
Earlier we noted that various projects in philosophy of
mind and science are formulated in terms of the men-
tal/physical distinction. But it does not follow that the
distinction is essential to these projects. If the mental/
physical distinction can be shown to play only an illustra-
tive or inessential role in these projects, then skepticism
about the distinction itself—whether or not it is war-
ranted—will not be as consequential as it would other-
wise appear to be.

See also Chomsky, Noam; Descartes, René; Dualism in
the Philosophy of Mind; Hempel, Carl Gustav; Hobbes,
Thomas; Idealism; La Mettrie, Julien Offray de; Nagel,
Thomas; Philosophy of Science, History of; Philosophy
of Science, Problems of; Physicalism.
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MENTAL REPRESENTATION

“Mental representations” are the coin of contemporary
cognitive psychology, which proposes to explain the etiol-
ogy of subjects’ behavior in terms of the possession and
use of such representations. “How does a subject manage
to move through her darkened bedroom without stum-
bling over the furniture? She has an accurate mental rep-
resentation of the room’s layout, knows her initial
position in the room, and is able to use this representa-
tion, in roughly the way a mariner uses a chart, to navi-
gate through the room.” “How does a sighted subject
manage to recover information, available in the retinal
image, about ‘what’s where’ in her environment? She
computes a series of representations, using information
present in the retinal image, that eventuates in a three-
dimensional representation of the distal objects present
in the subject’s visual field.” “Why do native speakers of
English have difficulty recognizing the grammaticality of
so-called garden-path sentences such as ‘The horse raced
past the barn fell’? In recovering the meaning of a sen-
tence, a speaker first constructs a representation of the
syntactic structure of the sentence. In the case of garden-
path sentences, the parsing processes that construct this
representation mistakenly take the sentence’s subject
noun phrase to be a complete sentence, thus concluding
that the entire sentence is ungrammatical.” Cognitive
ethologists offer similar explanations of many animal
behaviors: Foraging red ants are said to practice a form of
dead reckoning to maintain a representation of their cur-
rent location relative to their nest, which they use to find
their way back; migratory birds are said to navigate using
representations of various sorts (celestial, magnetomet-
ric, topographic, etc.) that are either innate or learned as
juveniles.

If, as these explanations apparently assume, mental
representations are real entities that play a causal role in
the production of a subject’s behavior, then presumably it
makes sense to ask about the form in which the informa-
tion contained in these representations is encoded. This
question has been the focus of considerable debate, espe-
cially with respect to mental imagery. Descriptionalists
argue that, subjective impressions to the contrary
notwithstanding, all mental representation, including
mental imagery, is descriptional in form; mental repre-
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sentations are said to represent in a way similar to the
ways linguistic descriptions represent. Descriptionalists
subscribe to a language of thought hypothesis, according
to which all human cognition is conducted in a quasi-lin-
guistic medium. Pictorialists, by contrast, argue at least
some mental representations, notably those involved in
mental imagery, represent in ways similar to the ways pic-
tures represent. The issues in dispute here are not
straightforwardly empirical. Neither party believes that
we literally have descriptions or pictures in our heads;
rather, their claims are about similarities to the respective
ways that pictures and descriptions represent. But it is
precisely these similarity claims that render this debate
obscure. What are the respective ways that pictures and
descriptions represent, and what are the salient similari-
ties such that if they hold they would justify characteriz-
ing mental representations as being of one form rather
than the other? It is not obvious that there is a definitive
answer to either of these questions.

To describe the representations to which psychologi-
cal and ethological explanations appeal as mental is not
to imply that their possessors are conscious of them; typ-
ically the representations are nonconscious or subcon-
scious. Nor is it to imply that these representations are
nonphysical; there is no commitment here to dualism.
Psychologists and ethologists presume that the represen-
tations to which their explanations appeal are neurologi-
cally realized, physical structures. The point of describing
the representations as mental is simply to emphasize the
particular explanatory role that these representations play
in these explanations. The explanations undertake to
explain a kind of purposive behavior on the part of a sub-
ject, in which the particular behavior exhibited by the
subject is typically modulated in a characteristic fashion,
not only by the goal or purpose of the behavior, but also
by the environment in which the behavior is exhibited.
Thus, for example, our subject’s movement through her
darkened bedroom is modulated by her knowledge of the
current layout of the room. The mental representations
that figure in these explanations serve two distinct
explanatory roles: (1) They explain why a subject behaves
in one way rather than another—she behaves as she does
because she currently has this particular representation
rather than another, and this representation is causally
efficacious in the etiology of her behavior—and (2) they
explain how the subject’s behavior manages to be modu-
lated (in characteristic ways) by her environment. Mental
representations are able to play this dual explanatory role
by virtue of possessing both physico-formal and seman-
tic (intentional) properties that are linked in such a way
as to ensure that a subject’s environment can modulate

MENTAL REPRESENTATION

her behavior. Basically, the cognitive processes that make
use of mental representations are causally sensitive to the
physico-formal properties of these representations that
encode their semantic properties in much the way that
sound-reproduction processes are sensitive to the
physico-formal properties of records, tapes, and CDs.

Commonsense psychological explanations of behav-
ior standardly appeal to beliefs, desires, intentions, and
other so-called propositional attitudes (e.g., “Jones went
to the refrigerator because he wanted a beer and believed
there to be one there”). Behaviorists and eliminativists
have challenged the legitimacy of these explanations,
arguing that propositional attitudes either do not exist or
do not figure in the etiology of behavior. Impressed with
the prominent explanatory role of mental representations
in cognitive psychological and ethological explanations,
many philosophers of mind, notably Jerry Fodor, have
proposed establishing the materialistic respectability of
these explanations by appeal to the notion of mental rep-
resentation. Their strategy is to explicate propositional
attitudes in terms of mental representations. They defend
a doctrine called the representational theory of mind
(RTM), which holds that possessing a propositional atti-
tude (e.g., believing that it is sunny today) is a matter of
having a mental representation that (1) expresses the
propositional content of that attitude (viz., that it is
sunny today) and (2) plays a causal-functional role in the
subject’s mental life and behavior characteristic of the
attitude in question (viz., the characteristic role of beliefs
in modulating goal-satisfying behavior). More formally,
for any organism O, any attitude A toward the proposi-
tion P, there is a mental representation MR such that MR
means that (expresses the proposition that) P and a rela-
tion R (which specifies the characteristic causal-func-
tional role of the MRs that are associated with a given A);
and O bears attitude A to P if and only if O stands in rela-
tion R to MR. So formulated, RTM is silent as to the form
of the mental representations that express the proposi-
tional contents of attitudes; proponents of RTM, how-
ever, invariably assume that these representations are
syntactically structured entities, composed of atomic
constituents (concepts) that refer to or denote things and
properties in the world. More colorfully, these representa-
tions are sentences in the language of thought. The struc-
ture and meaning of these sentential representations
purportedly explain the particular semantic and causal
properties that propositional attitudes exhibit.

RTM is clearly realist in its construal of propositional
attitudes: It purports to explain, not only what they are,
but also how they could have both the causal and seman-
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tic properties that common sense attributes to them (viz.,
of being causally efficacious in the production of other
thoughts and of behavior, and of being semantically
evaluable, as, e.g., true or false). RTM is equally realist in
its construal of mental processes, which, it holds, are
causal sequences of the tokenings of mental representa-
tion. These sequences are said to be proof-theoretic in
character, with the sequential states in a thought process
functioning like premises in an argument. Thought
processes are, like arguments, generally truth preserving.

Proponents of RTM claim to find strong empirical
support for the doctrine in the apparent explanatory (and
predictive) successes of cognitive science, whose theories
are heavily committed to the existence of mental repre-
sentations. Critics tend to dismiss this claimed support,
arguing that what is at issue is not whether there are men-
tal representations but whether there are mental repre-
sentations with the particular properties demanded by
RTM. Ciritics argue that propositional-attitude contents
cannot always be paired with mental representations in
the way that RTM requires: A subject may bear a certain
attitude to a proposition but lack, among the many men-
tal representations that cognitive scientific theories
attribute to her, any mental representation of that partic-
ular proposition. Thus, for example, more than one critic
has pointed out that, while David Marr’s computational
theory of early vision (see his Vision [1982]) attributes to
the visual system the assumption that objects in the visual
field are rigid in translation, the theory does not attribute
to the visual system an explicit representation of that
assumption; rather, the assumption is implicit in the
operation of visual processes. Proponents, for their part,
have tended to dismiss such counterexamples as “deriva-
tive” cases, arguing that RTM nonetheless holds for what
they term the “core” cases of propositional attitudes. Such
a response presumes that there is a non—question-beg-
ging characterization of the class of core cases. It also pre-
sumes that the class so characterized includes those
propositional attitudes that figure in the commonsense
psychological explanations that RTM is intended to vin-
dicate. It remains an open question whether either of
these presumptions can be met.

Other critics of RTM have challenged the doctrine’s
apparent commitment to “classical” cognitive architec-
tures that presume a principled distinction between men-
tal representations, on the one hand, and the
computational processes that are defined over these rep-
resentations, on the other. These critics point out that
connectionist computational models of cognition do not
preserve such a distinction, so that, if, as these critics pre-

sume, cognitive architecture is connectionist rather than
classical, then RTM is untenable. Not surprisingly, propo-
nents of RTM have been in the forefront of efforts to
demonstrate that cognitive architecture is not connec-
tionist.

Still other critics of RTM have focused on the seman-
tics of the postulated mental representations, arguing
that, if RTM is to provide a materialistic vindication of
explanations that appeal to propositional attitudes, it
must be possible to provide a “naturalistic” semantics, a
theory of content, for these representations. By such a
semantics these critics understand a materialistic
account, invoking no intentional or semantic notions, of
how it is possible for mental representations to have the
semantic properties that they do (of being about things in
the world, of being truth valued, etc.). There is general
agreement among critics and proponents alike that none
of the proposed naturalistic semantics is adequate, but,
where critics see in these failures the symptoms of RTM’s
untenability, proponents see the beginnings of a difficult
but eventually successful research project. There is dis-
agreement among critics as to the import for cognitive
science itself of there possibly being no naturalistic
semantics for mental representations. Some argue that it
would impugn the claimed explanatory role of mental
representations; others argue that it would not. Whatever
the upshot of these arguments, the untenability of RTM
would not in and of itself impugn the explanatory role of
mental representations in cognitive science, since that
commitment to mental representations does not entail
RTM. One can perfectly well be a representationalist in
the way that most cognitive scientists are without also
being a proponent of RTM.

See also Cognitive Science; Connectionism; Eliminative
Materialism, Eliminativism; Imagery, Mental; Lan-
guage of Thought; Mental Causation; Philosophy of
Mind.
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MERCIER, DESIRE JOSEPH
(1851-1926)

Désiré Joseph Mercier, a Thomist philosopher and
Roman Catholic cardinal, was born in the Walloon sec-
tion of Brabant, Belgium. At the end of his secondary
education, Mercier decided to study for the priesthood;
he studied philosophy and theology at the Malines Semi-
nary for five years and subsequently at the University of
Louvain. Ordained in 1874, he received the licentiate
(equivalent to the current doctorate) in theology in 1877.

MERCIER, DESIRE JOSEPH

The same year he was named professor of philosophy at
the Malines Seminary, where he taught logic and psy-
chology for the next five years.

The famous encyclical, Aeterni Patris, of Pope Leo
XIII, urging the restoration of scholastic, particularly
Thomistic, philosophy, was published in 1879. In 1882 a
chair of Thomistic philosophy was established at Lou-
vain, and Mercier was named to this post.

For the next several years, Mercier taught courses in
the various branches of philosophy, always attempting to
relate Thomism to contemporary issues; in the course of
this effort, Mercier became convinced that the task of
making Thomism a living philosophy would require the
combined efforts of many specialists. Hence, he con-
ceived the notion of establishing a special institute of phi-
losophy, with the aim not only of offering courses in
Thomistic thought but also of providing the staff and
facilities for a genuine research center. After considerable
difficulty the Institute of Philosophy was established in
1889 as an integral part of the University of Louvain, with
Mercier as its first president. The Philosophic Society of
Louvain (still active) was founded by Mercier in 1888; in
1894 this organization founded the philosophical quar-
terly Revue néo-scolastique (still published under the title
of Revue philosophique de Louvain), with Mercier as its
editor.

From 1893 to 1906, Mercier’s life was intimately
bound up with that of the institute. His teaching activity
continued; he published widely; and in the face of many
difficulties, he worked incessantly to build and maintain
the quality of the institute. His success in this area is
measured by the fact that Louvain quickly became an
internationally recognized center for philosophical work,
attracting students from all over the world.

In 1906 Mercier’s career in philosophy was inter-
rupted by his being named archbishop of Malines; he was
made cardinal the following year. From this time until his
death, Cardinal Mercier’s immense energies were directed
toward the organizational and pastoral duties of his
office. The seven volumes of his Oeuvres pastorales (Lou-
vain, 1911-1928) give some indication of the extent of his
writings on pastoral, religious, and theological matters.
Chief among his interests were social, political, and scien-
tific questions affecting religious life, the liturgy, and
church unity. In 1921, at Malines, he initiated the “con-
versations” with members of the Anglican Church, which
continued at intervals until his death.

World War I broke out during Cardinal Mercier’s
episcopate, and he became a national and international
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leader in resisting German imperialism and in articulat-
ing the moral rights of peoples and nations during times
of war. His death was the occasion of worldwide tributes
to Mercier’s immense moral stature and influence as an
outstanding philosopher, ecclesiastic, and citizen of the
world.

MERCIER'S PHILOSOPHY

An examination of the life of Cardinal Mercier makes it
evident that one dimension of his importance for the his-
tory of philosophy must be related to his key role in
organizing and developing the Institute of Philosophy at
Louvain. It becomes equally evident, however, that this
dimension cannot be divorced from his originality and
depth as a philosopher. Moreover, the significance of
Mercier as a philosopher can be fully seen only in the
context of the state of philosophy among Roman
Catholic thinkers and teachers in Catholic institutions in
the latter half of the nineteenth century, on the one hand,
and in the light of Mercier’s response to and understand-
ing of the papal encyclical Aeterni Patris, on the other.
Although there were scattered efforts at a renewal of
Thomistic thought during this period, philosophy in
Catholic circles was by and large eclectic and superficial.
Little serious effort had been made to meet either the
challenge of Immanuel Kant or the positivism of Auguste
Comte and the skepticism of David Hume and the British
empiricists. Consequently, Catholic philosophy was gen-
erally in serious disrepute.

It is in this setting that the publication of Aeterni
Patris must be viewed. This encyclical has been misinter-
preted by Catholic and non-Catholic thinkers alike as
calling for a return to the letter of thirteenth-century
thought and as representing ecclesiastical approval, even
sanction, of a particular philosophical doctrine. Recent
scholarship has amply demonstrated the falsity of both
these views and shows Leo XIII's intent to have been a
renewal and articulation of a philosophy organically
linked to a great philosophical tradition and compatible
with Christian faith but rethought in relation to contem-
porary problems and issues (see J. Collins in Leo XIII and
the Modern World, edited by Edward T. Gargan, New
York, 1961, pp. 181-209).

No one seems to have caught the spirit of this intent
or to have grasped the urgency and challenge of the intel-
lectual crisis of the time more accurately than Cardinal
Mercier. Perhaps this can best be seen by a brief exposi-
tion of Mercier’s thought in three crucial areas: the nature
of the philosophical endeavor in itself and in its relation
to revealed truth and theology, the relation of Thomistic

thought to modern philosophy, and the relation of phi-
losophy to the discoveries of modern science.

For Mercier, philosophy is essentially an effort of rea-
son reflecting on the data of experience. Included in this
view is a strong affirmation that philosophy must take its
point of departure and find its ultimate grounding in the
evidence of the real, objective world, in contradistinction
to all forms of idealism and theories of innate ideas. The
role of reason is likewise strongly emphasized by Mercier,
especially in his opposition to positivism. For him, phi-
losophy must be scientific in the classical Aristotelian
sense; the mind is capable of going beyond the contingent
order of the factually given and of finding real, general
necessity and order underlying the sensibly grasped
world. Hence, Mercier makes a strenuous effort to
reestablish the viability of a realistic metaphysics in the
face of the Kantian critique and the severe limitations
placed on reason by Comtian positivism. The doctrine of
abstraction and the legitimate use of the analytic and syn-
thetic activity of the mind constitute the operative prin-
ciples in this effort. Nevertheless, philosophy for Mercier
is a highly personal endeavor that must always remain
open and be capable of organic growth in the light of new
evidence. Thus, Thomistic philosophy is held by him as
“neither an ideal which one is forbidden to surpass nor a
barrier fixing the limits of the activity of the mind”;
rather, it is a source of philosophical inspiration that pro-
vides a framework for entering into genuine dialogue
with the contemporary situation.

Mercier is in fundamental agreement with St.
Thomas Aquinas in expressing confidence in the impos-
sibility of real contradiction between revealed doctrine
and philosophically established truth. Revealed truth
functions for him as an extrinsic negative norm, but it
provides neither the motivation for adherence to a philo-
sophical truth nor a source of evidence or knowledge for
the philosopher in his proper task. Thus, Mercier empha-
sizes the essential autonomy, the rigorously rational char-
acter, the intrinsic openness, and the need for internal
growth of philosophy.

In his writings Mercier is manifestly impatient with
the general tendency of his immediate predecessors
among Roman Catholic philosophers to opt for one of
two general positions—a superficial eclecticism or a dog-
matic and naive realism based on common sense. In
sharp contrast to these positions, Mercier felt it absolutely
essential to examine the whole of modern philosophy
with great sympathy and to integrate its sound insights
into an integral and rethought Thomism. This principle
did not, however, prevent Mercier from being highly crit-
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ical of the various contemporary philosophical positions.
His polemical writings are directed against fideism, tradi-
tionalism (the view that human reason without the aid of
revelation necessarily falls into error), voluntarism, senti-
mentalism, pragmatism, Cartesianism, positivism, and
Kantian critical philosophy. He argued strenuously
against the Cartesian principle of universal methodic
doubt and against Cartesian dualism, undertaking to
show that the Thomistic doctrine of the substantial unity
of man could overcome the difficulties to which this
dualism gives rise.

Positivism and Kantian philosophy, however, occu-
pied most of Mercier’s attention, and it was in relation to
these views that Mercier developed his own epistemology
(in Critériologie générale, 1899), which represents one of
his most original contributions to the renewal of
Thomistic thought. Against the positivist theories of H.
A. Taine, John Stuart Mill, Herbert Spencer and Comte,
which he undertook to refute in detail, Mercier insistently
affirmed the primacy of the criterion of reason and the
absolute value of “ideal judgments.” Although the posi-
tivists of his day were his principal adversaries, Kant was
probably the modern philosopher whom he most
admired. His understanding of Kant was limited, how-
ever, to the interpretation of his times, and his criticism
centers on what he considered to be the psychological
subjectivism, hence relativism, of Kant. In the final analy-
sis, then, he feels that both Kantian critical philosophy
and positivism lead to skepticism and agnosticism. His
response was an attempt to establish a realistic meta-
physics on the basis of a sophisticated epistemological
critique and a development of a theory of certitude. In his
own systematic thought, it is not clear that Mercier fully
succeeded in formulating what he intended—that is, a
middle term between empiricism and rationalism—for
his effort begins with a vigorous defense of the absolute
certitude of ideal judgments, and from this position he
attempts to establish the degree of certitude proper to
judgments of experience. In choosing this starting point,
Mercier is forced to infer the reality of the external world
on the basis of an ideal principle of causality. Neverthe-
less, it remains a fact that Mercier’s epistemology in its
attempt to establish a viable, realistic metaphysics repre-
sented a major advance in Thomistic thought.

Apart from his epistemology the most original and
commanding dimension of Mercier’s thought concerned
the relation between philosophy and science. In this area
he strongly advocates the necessity for philosophy to be
intimately acquainted with the findings of modern sci-
ence. His own efforts in this area were devoted to a syn-
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thesis of the new science of psychology and traditional
philosophy; the detail with which he undertook to under-
stand the work of such contemporary psychologists as
Wilhelm Wundt and the developments in medical psy-
chology were radically new for his time. Although he
clearly held that science and philosophy represent two
different modes of thought and although he attributed
some real autonomy to science, Mercier probably did not
fully appreciate the theoretical component of science
(this is hardly surprising given the state of the psycholog-
ical sciences and the philosophy of science in his day).
Hence, his synthesis represents an attempt to understand
the facts and laws established by science in the light of
metaphysical principles. Once again, however partial
Mercier’s particular solution to this problem may be, it
represents a major advance over the earlier tendency of
scholastic philosophy to develop in complete isolation
from contemporary thought.

Mercier’s own philosophical work represents, then, a
vigorous and sustained effort to rethink traditional
Thomistic thought in the light of contemporary thought
on all fronts; moreover, the spirit of this effort was
embraced by colleagues whom Mercier chose to staff the
Institute of Philosophy. The true philosophical impor-
tance of Mercier must be judged by the caliber of philo-
sophical research and writing that has emanated from the
Louvain Institute from his day to the present.

See also Cartesianism; Comte, Auguste; Empiricism; His-
tory and Historiography of Philosophy; Hume, David;
Kant, Immanuel; Mill, John Stuart; Neo-Kantianism;
Positivism; Pragmatism; Rationalism; Taine, Hip-
polyte-Adolphe; Thomas Aquinas, St.; Thomism; Vol-
untarism; Wundt, Wilhelm.

Bibliography

WORKS BY MERCIER

For a complete bibliography of Mercier’s writings, see Revue
néo-scolastique 28 (1926): 250-258. Mercier wrote
extensively for this and other philosophical journals, and
much of his polemical writing appears in articles. His major
books were written primarily as textbooks and frequently
appeared in several mimeographed forms before
publication; the published books were revised and
frequently reprinted.

The following are his principal works: “La psychologie
expérimentale et la philosophie spiritualiste,” in Bulletin de
la Classe des Lettres et des Sciences Morales et Politiques et de
la Classe des Beaux-Arts (Brussels, 1900), which was
translated by E. J. Wirth as The Relation of Experimental
Psychology to Philosophy (New York: Benziger, 1902);
Psychologie, 2 vols. (Louvain and Paris, 1892; 11th ed.,
1923); Logique (Louvain and Paris, 1894; 7th ed., 1922);

ENCYCLOPEDIA OF PHILOSOPHY

2nd edition

145



MEREOLOGY

Meétaphysique générale ou ontologie (Louvain and Paris, 1894;
7th ed., 1923); Les origines de la psychologie contemporaine
(Louvain and Paris, 1897; 5th ed., 1922), which was
translated by W. H. Mitchell as Origins of Contemporary
Psychology (New York, 1918); Critériologie générale (Louvain
and Paris, 1899; 7th ed., 1918).

Mercier collaborated with M. de Wulf and D. Nys in writing
Traité Elémentaire de philosophie, 2 vols. (Louvain and Paris,
1905; 5th ed., 1920), translated by T. L. Parker and S. A.
Parker as A Manual of Modern Scholastic Philosophy, 3rd ed.,
2 vols. (London: K. Paul, Trench, Trubner, 1928).

STUDIES ON MERCIER

The definitive personal and intellectual biography of Mercier is
by L. de Raeymaeker, Le Cardinal Mercier et I'Institut
Supérieur de Philosophie de Louvain (Louvain: Publications
Universitaires de Louvain, 1952), which also contains a
detailed account of the founding and history of the
institute. The best critical study of Mercier’s thought is in G.
Van Riet, L'epistémologie thomiste (Louvain: Editions de
P'Institut SupErieur de Philosophie, 1946), pp. 135-178. Also
to be noted is L. Noel, “Le psychologue et le logicien,” Revue
néoscolastique 28 (1926): 125-152. Probably the best
biography in English is by J. Gade, The Life of Cardinal
Mercier (New York: Scribners, 1934).

Alden L. Fisher (1967)

MEREOLOGY

“Mereology” (from Greek meros, “part”) is the theory
(often formalized) of part, whole, and cognate concepts.
The notion of part is almost ubiquitous in domain of
application, and for this reason Edmund Husser! assigned
its investigation to formal ontology. Aristotle observed
that the term part was used in various ways, as for a sub-
quantity, a physical part (leg of an animal), a part in def-
inition (animal is part of man), a part in extension (man
is part of animal). Part concepts had obvious applications
in geometry and were among Euclid’s undefined terms.
Several senses of “part” are expressible using the preposi-
tion “in,” but not all uses of “in” express parthood.

Until the twentieth century it was generally assumed
that the concept of part was sufficiently clear not to
require elucidation, but gradually the need for a formal
treatment became apparent. Euclid’s maxim that the
whole is greater than the part appeared to be contradicted
by infinite classes, for example. In 1901 Husserl proposed
a general theory of part and whole and distinguished sev-
eral kinds of parts, notably dependent and independent
parts. Explicit formal theories of part and whole were
developed around 1914 to 1916 by Alfred North White-
head and Stanistaw Le$niewski, who worked independ-
ently of each other. They had different motivations:
Whitehead wanted an empirical basis for geometry,

whereas Le$niewski wished to offer a paradox-free class
theory. Mereology was later formulated within first-order
predicate logic by H. S. Leonard and Nelson Goodman,
who called it “the calculus of individuals.” Mereology has
often been employed by nominalists as a partial substitute
for set theory, but it is not intrinsically a nominalistic the-
ory: Part relations are definable via endomorphisms in
many mathematical domains.

The most natural basic concept of mereology is that
of a (proper) part to its (larger) whole. A coincident of an
object is the object itself or something that shares all parts
with it. An ingredient of an object is a part or coincident
of it. Two objects overlap if and only if they share an
ingredient, and they are disjoint if and only if they do not.
The relation of part to whole has some minimal formal
properties: It is (1) existence entailing; (2) asymmetrical;
(3) transitive; and (4) supplementative. That means (1)
that if one thing is part of another, if either the part or the
whole exists, so does the other; (2) that if one thing is part
of another, the second is not part of the first; (3) that a
part of a part of a whole is itself a part of the whole; and
(4) that if an object has a part, it has another part disjoint
from the first. Principles (3) and (4) have occasionally
been doubted, (4) unconvincingly. Some meanings of
“part” are not transitive; for example, a hand is said to be
part of the body, but an arbitrary chunk of flesh is not,
and for such concepts counterexamples to (3) may sound
plausible, but only because they restrict the general (and
transitive) concept, to mean, for example, organ, func-
tional part, immediate part, assembly component.

Beyond such minimal properties mereologists often
make further assumptions. Very often it is assumed that
objects with the same ingredients are identical: Such a
mereology is extensional. Extensionality makes good
sense for homogeneous domains such as regions of space
or masses of matter, but some objects of distinct sorts
seem to be able to coincide, at least temporarily, without
identity. Another assumption often made is that any two
objects make up a third, indeed that any nonempty col-
lection of objects constitutes a single object, their mereo-
logical sum. The minimal properties together with
extensionality and this general-sum principle constitute
the classical mereology of Le$niewski and Leonard/Good-
man: It is as rich in parts as an extensional theory can be,
differing algebraically from Boolean algebra only in lack-
ing a null element. It does, however, have an ontologically
maximal object or universe, the sum of all there is, which
by extensionality is unique. Whitehead denied that there
was a universe: For him every object is part of something
greater, so he rejected the sum principle. Whitehead also
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denied there are atoms, that is, objects without parts: For
him, every object has a part. This antiatomism, together
with supplementarity, ensures that every object has non-
denumerably many parts. Whitehead thus denies geo-
metrical points, and his method of extensive abstraction
is directed to logically constructing substitutes for points
out of classes of extended objects, an idea also carried
through by Alfred Tarski. As the examples indicate, the
issue whether atomism or antiatomism holds is inde-
pendent of general mereology. Formally, the best worked-
out forms of mereology are those of Lesniewski and his
followers; they have shown that any of a wide range of
mereological concepts may be taken as sole primitive of
the classical theory.

Beyond extensional mereology attention has focused
on the combination of mereological notions with those
of space, time, and modality. Thus, Whitehead and a
number of more recent authors combine mereological
with topological concepts to define such notions as two
regions’ being connected, or their abutting (externally or
internally), using mereology as its modern authors
intended, as an alternative framework to set theory. When
time is considered, matters become more complex. Some
objects have temporal parts, including phases, and per-
haps momentary temporal sections. States, processes, and
events (occurrents) are uncontroversial cases of objects
that are temporally extended, but many modern meta-
physicians apply the same analysis to ordinary things
such as bodies and organisms, giving them a fourth, tem-
poral dimension, though this view is not uncontested.
Whether or not continuants (spatially extended objects
with a history but not themselves temporally extended)
are thus reduced to occurrents, a number of chronomere-
ological concepts may be defined and applied, such as
temporary part, initial part, final part, permanent part,
temporary overlapping, growth, diminution, and others,
though their formulation will vary as applying to occur-
rents or continuants.

Embedding mereological notions within a modal
framework likewise opens up a wider range of concepts
such as essential part, accidental part, dependent part,
accidental overlapping. Combining these in their turn
with temporal notions allows the definition of concepts
such as accidental permanent part, essential initial part,
and so on. In general, where mereological notions are
enriched with others, their interactions become multifar-
ious and lose the algebraic elegance of the classical theory
while gaining in applicability and usefulness.

In modal mereology much attention has been paid to
R. M. Chisholm’s thesis of mereological essentialism,
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which states that every part of a continuant is both essen-
tial and permanent to that continuant (though, con-
versely, a part may outlast the whole and need not have it
as whole). Chisholm’s position is presaged in Gottfried
Wilhelm Leibniz and Franz Brentano. Since it appears to
be contradicted by everyday experience of such things as
rivers, mountains, organisms, and artifacts, it is natural
for Chisholm to regard such mereologically fluctuating
things as not “real” continuants but as entia successiva,
supervenient upon successions of continuants for which
mereological essentialism holds.

The ubiquity and importance of mereological con-
cepts ensure them a growing place within cognitive sci-
ence and formal representations of commonsense
knowledge, and there is no doubt that mereology is firmly
established as a part of formal ontology.

See also Aristotle; Brentano, Franz; Chisholm, Roderick;
Cognitive Science; Goodman, Nelson; Husserl,
Edmund; Leibniz, Gottfried Wilhelm; Lesniewski, Sta-
nistaw; Metaphysics; Tarski, Alfred; Whitehead, Alfred
North.
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MERLEAU-PONTY,
MAURICE

(1908-1961)

Maurice Merleau-Ponty, a French philosopher associated
with existential phenomenology, was the youngest
philosopher ever to be appointed to the chair once occu-
pied by Henri Bergson at the College de France. Merleau-
Ponty was born in Rochefort-sur-Mer on March 14, 1908.
His father died early in his childhood; he and his brother
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and sister were raised by his mother. He attended the
Lycée Louis-le-Grand and then the Ecole Normale
Supérieure earning his aggregation in 1930. He taught in
lycées and then was mobilized in the Fifth Infantry Regi-
ment, and served as a second lieutenant from 1939 until
demobilization in 1940. During the occupation he partic-
ipated in the Résistance. After the liberation in 1945 he
taught at the Université de Lyon; during this time he,
together with Jean-Paul Sartre, founded the avant-garde
journal, Les temps modernes. In was also in 1945 that his
major work, the Phenomenology of Perception was pub-
lished.

Merleau-Ponty is known primarily for developing an
ontology that recognizes the philosophical significance of
the human body and for his success in overcoming the
dualism that has plagued European philosophy from its
inception, but these endeavors also include significant
contributions to post-structuralist linguistics, political
theory, developmental psychology, and aesthetics. His
early interest in the resonance between the emergent
school of gestalt psychology and the phenomenology of
Edmund Husserl and Martin Heidegger led to a radical
reassessment of transcendental philosophy. He died
abruptly on May 3, 1961, at the age of fifty-three, leaving
his last major manuscript, Le visible et I'invisible, unfin-
ished. Claude Lefort has edited the extant text, four chap-
ters and an appendix, and published it together with
extensive working notes dated from January 1959 to
March 1961.

THE LIVED BODY

Merleau-Ponty revolutionized European thinking about
the body—which since ancient Greece had taken it to be
either insignificant or a detriment to knowledge—by
demonstrating its constitutive role in the process of
human understanding. He showed, for example, that it is
through bodily motility that the various adumbrations or
perspectival views of an object can be synthesized into a
unitary whole. Human understanding of objective space,
the three-dimensional Cartesian grid of depth, breadth,
and height, is an abstraction from lived space—space
articulated by the body’s capacity to move purposively, to
grasp things, to maintain the equilibrium that allows for
stable visual coordinates, and to interrogate its environ-
ment. Furthermore, the body’s ability to perceive the
world is grounded in the body’s double role as sensor and
sensed, capable of being both subject and object of expe-
rience: One could not touch an object were one not one-
self, as body—an object capable of being touched; nor
could one see were her or his eyes not themselves objects

located within the surroundings to which they are sensi-
tive. The classical dualism, which views the body and
other worldly objects as disjunct from the mind as the
subject or agency of disembodied thought, is replaced
with Merleau-Ponty’s model of corporeal intentionality
in which the body is revealed as having an intelligence of
its own, manifest in reflex as in habitual activities, which
allows it to interact with the world at a level prior to the
reflexivity of deliberate conceptualization.

REVERSIBILITY THESIS

The transcendental role of the body, its ability to project
its organizational schemas into the world, is inseparable
from the body’s own status as physical object subject to
the worldly forces impinging upon it. These roles are
inseparable, but not coincident. There is a divergence of
the body as sensing from the body as sensed: The finger
that touches the thumb or is touched by it does not form
an identity with the thumb; rather the two bodily parts co-
exist in an ambiguous relationship of reversibility within
the encompassing matrix of bodily being-in-the-world.
Finger and thumb can reverse roles, the erstwhile sensor
becoming the sensed, just as the hand that feels the table
can sense itself being touched by the table. Yet neither of
these roles would be possible were it not for the other.

THE FLESH OF THE WORLD

Merleau-Ponty takes the reversibility of subject and
object roles in the case of human flesh as emblematic of a
global manner of being which he designates as chiasm or
intertwining. The term flesh is generalized to encompass
worldly being as such. The world is taken as an arena of
interaction in which every entity is what it is in relation
to every other. This is not a pan-animism, but rather an
attempt to rectify the post-Socratic reduction of nature to
inert materiality in a movement of thought which is as
consonant with the ancient concept of physis as it is with
the contemporary notion of world as ecosystem. The fig-
ure of the chiasm, the intersection marking the point at
which things touch each other as they cross, refers to the
dynamics of worldly unfolding or global temporality in
which the interaction of things brings about change. The
brute or savage being of the world, the factuality of its
transcendence, is counterbalanced with the relatedness of
its denizens apparent in the relatively abiding structures
human intelligence organizes under the heading of sci-
ence. Humans are that aspect of the flesh of the world
that is capable of the reflective relationship of conceptu-
alization or understanding, but other aspects of the world
betray other forms of corporeal reflexivity in the complex
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of interaction that encompasses organic cycles, weather
systems, geological formations, and so forth as each of
these contributes and responds to all the others.

VISIBLE AND INVISIBLE

Merleau-Ponty’s thesis of the primacy of perception
evolves from the middle phase of his thinking when he
published the Phenomenology of Perception and set forth
the view that “the perceived world is the always presup-
posed foundation of all rationality, all value and all exis-
tence” to later phases in which this thesis had to be
expanded to accommodate the findings of extensive
analyses of language based on his unique interpretation
of the philosophical significance of Saussurean semiotics.
There is controversy regarding his later thinking on the
relative primacy of language and perception, but general
agreement that the relationship between the two is that of
intertwining: language, conceived as sign system, may be
conceived as an invisible nexus of relations that is appar-
ent in the visible world and is itself perceptible in speech
and writing. The controversy centers on two questions
regarding origins or foundations. Does the invisible
structure of language reflect organization perceived in the
world or does it constitute that nexus of relations? The
second question challenges the legitimacy of asking the
first: Is it possible to separate perception from language in
such a way that one could even ask about the primacy of
one with respect to the other?

Merleau-Ponty regards language as flesh, akin to the
flesh of the body in its reflexivity—its relatedness to itself
and world—but “less heavy, more transparent.” In gen-
eral, the structure of the visible-invisible relation can be
defined as asymmetrical reversibility: Just as the object one
touches can be seen although its tactile aspect remains
invisible as such, so can the hidden or horizonal aspects
of a given theme be brought into focal vision but only
through the loss of its horizonality.

POLITICS

Merleau-Ponty’s thinking in general is dynamic and
emergent; it is unified by an elusive paradigm he would
never have captured even if he lived longer than he did.
Nowhere is this questing more apparent than in his polit-
ical thought. He was always a critical reader of Marx—
although he refrained from revisionism as long as he
could—and was highly suspicious of the Communist rev-
olution, although he initially endorsed its humanist goals.
When Merleau-Ponty died at the height of his powers, he
was working toward what may be called an ethics of
expression and reversibility, and the direction of this
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thought can be seen articulating itself as early as his chap-
ter on “Freedom” in the Phenomenology of Perception.

The issue that dominated left-wing politics in
France—indeed, Europe at large and the USSR—had to
do with the tension between party leadership and domi-
nation, on the one hand, and the emergence of an
increasingly self-conscious proletariat anxious to take up
the reins of history, on the other. Was the role of the Cen-
tral Committee to take charge? Or to take its bidding
from the workers of the world? Was the dialectical move-
ment of history objectively determined by materiality? Or
subjectively articulated in contests at the level of ideality?

Merleau-Ponty refused to take sides, but sought to
undercut the polarity and find a means to embrace the
truths to be found on both ends of the spectrum. “The
world,” he writes, “is already constituted, but also never
completely constituted; in the first case we are acted
upon, in the second we are open to an infinite number of
possibilities. But this analysis is still abstract, for we exist
in both ways at once. There is, therefore, never determin-
ism and never absolute choice, I am never a thing and
never bare consciousness. ... It is impossible to determine
precisely the ‘share contributed by the situation’ and the
‘share contributed by freedom™ (p. 453). In short, it is
through the expression of his situation on the part of the
individual worker and his recognition of others in the
same plight that solidarity is formed and action can be
undertaken. The worker can benefit from guidance from
above, but the task of gaining freedom and overcoming
the forces that resist it cannot be displaced on to others,
else the worker is reduced to slavery again, this time at the
hands of his or her liberators.

This idea of circumscribed freedom was in direct
opposition to the thesis of radical freedom then espoused
by Merleau-Ponty’s colleague and cofounder of Les temps
modernes, Jean-Paul Sartre. This conflict at the level of
ideas came to a head in the early 1950s with the disclosure
of the atrocities being committed by Stalin in Russia.
How to respond? Sartre maintained solidarity with the
Communist Party; Merleau-Ponty distanced himself
from both, and resigned from the editorial staff of the
journal in 1953. The political writings in Sense and Non-
Sense (1964 [1948]) were written before this break, and
the critical reflections on Marxism (including a chapter
on “Sartre and Ultrabolshevism”) titled Adventures of the
Dialectic was published in 1955. In the later Humanism
and Terror (1969 [1947]), Merleau-Ponty sought to put
the dialectical thinking of Hegel and Marx in historical
perspective, transcend it, and point in a new direction.
His conclusion constitutes another step in the direction
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of the ethics of expression and reversibility mentioned
above. “To seek harmony with ourselves and others, in a
word, truth, not only in ... solitary thought but through
the experience of concrete situations and in a living dia-
logue with others apart from which internal evidence
cannot validate its universal right, is the exact contrary of
irrationalism, since it accepts our incoherence and con-
flict with others as constants but assumes we are able to
minimize them. It rules out the inevitability of reason
and well as that of chaos” (1969 [1947], p. 187).

In his last and unfinished work, The Visible and the
Invisible (1968 [1964]), Merleau-Ponty returns to the
subject of dialectical thought, espouses the thought that
ideality and materiality intertwine in a movement of his-
tory that can move in the direction of minimizing con-
flict, but explicitly repudiates the formalism that informs
the work of Hegel, Marx, and Sartre in a misguided
attempt to impose an abstract structure on the unpre-
dictable and messy historical process in which situated
human freedoms collide and intertwine. It is also in this
work that he begins to articulate the notion of reversibil-
ity, his own response to the Husserlian doctrine of foun-
dation (Fundierung).

PSYCHOLOGY

From the earliest of his writing until the last, Merleau-
Ponty maintained the thesis of the irreducibility of the
figure-ground or theme-horizon structure articulated by
gestalt theory. This thesis holds that perception and cog-
nition are fundamentally relational, hence stand in oppo-
sition to such standpoints as that of sense-data theory
based on the notions of perceptual atoms, elemental sim-
ples, or discrete qualia.

In the Phenomenology of Perception, Merleau-Ponty
offers an extended case study of Schneider, a World War I
soldier debilitated by a shrapnel wound in the occipital
region of his brain. The point of the study is to demon-
strate the inadequacy of the standpoints of empiricism or
physicalism, on the one hand, and intellectualism or tran-
scendentalism, on the other, to provide an accurate
description of Schneider’s afflictions, which are neither
purely physiological nor purely intentional but involve a
degeneration of the lived body resulting in aberrant
forms of substitution behavior in such domains as sexual
responsiveness, existential spatiality, motility, expression,
and memory.

Merleau-Ponty is unique among phenomenologists
in reinterpreting Freudian notions regarding the uncon-
scious in a positive way and integrating them within his
own body of theory. This appropriation involved some

modification, to be sure, specifically that of asserting a
continuity between conscious and unconscious aspects of
human experience at the level of prereflective horizonal-
ity. Merleau-Ponty steers a middle course between
Freud’s relatively mechanistic account of such phenom-
ena as repression, which attributes it to an autonomous
function of censorship and dissemblance, and Jean-Paul
Sartre’s relatively voluntaristic account, which attributes
repression to an act of self-deception on the part of a con-
sciousness recoiling from the implications of its own free-
dom. Merleau-Ponty interprets behavior traditionally
subsumed under the heading of repression in terms of a
process of habituation operating at prepersonal or unre-
flective levels in which the body’s response to worldly
events becomes sedimented as a style of contending with
a domain of existence permeated with negative signifi-
cance. Thus, the aphonia and anorexia of a girl whose
family has forbidden her to see her lover is understood,
neither as a reversion to an infantile phase of oral sexual-
ity, as Freud would have it, nor as a recoil from responsi-
bility in the mode of magical transformation, as Sartre
would have it, but as a refusal of coexistence, a withdrawal
from the communal world of eating and talking, which
acquires the autonomy of a habit exacerbated by former
habitualities favoring oral modes of responding to the
world.

In addition to his interests in gestalt psychology and
Freudian psychoanalysis, Merleau-Ponty was also well-
acquainted with the work done by his sometime col-
league Jean Piaget in developmental psychology and the
work of Jacques Lacan, a contemporary known for his
reinterpretation of Freudian themes along semiological
lines. There are frequent references to Piaget in The Struc-
ture of Behavior (1963 [1942]) and the Phenomenology of
Perception, and an extended response to Lacan’s seminal
thinking on the mirror stage in a late essay titled “The
Child’s Relations with Others.” Perhaps Merleau-Ponty’s
greatest contribution to psychological theory lies in his
articulation of an ontological framework capable of con-
solidating the findings of thinkers across the full spec-
trum of ideologies from eidetic analysis to experimental
and behavioral research: He unremittingly refused to
endorse the radical distinctions between the a priori and
the a posteriori, between transcendental and empirical
approaches, which have functioned to isolate the various
schools through polarized opposition.

AESTHETICS

Merleau-Ponty revivifies the ancient Greek sense of the
term aesthetics by focusing on the perceptual foundations
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of art rather than concerning himself with judgments of
taste. In accordance with his thesis of the primacy of per-
ception, he regards the artist as one who seeks to respond
to the world as it manifests itself perceptually rather than
to superimpose preconceived conceptual structures upon
the world. For example, classical Renaissance painting
attempts to render depth on a two-dimensional surface
by applying the laws of perspective. Such laws reduce
depth to a mere rotation of breadth, seeing it from the
side, and overlook the existential or lived aspect of depth
as the dimension of exploration and mystery. In classical
painting the eye of the artist is fixed and static, whereas in
perception the artist’s body is spatially mobile and not
delimited to an instant of time.

Cézanne, Merleau-Ponty’s favorite exemplar, renders
depth in his paintings of Mont St. Victoire by using
broad, blurred strokes in the foreground, clearer ones in
the mid-ground, and an ethereal mistiness in the dis-
tance. In his still life paintings, table tops, vases, carafes of
wine, and the like are portrayed as a moving eye would
see them, not as a photograph would array them from a
single point. The painting of galloping horses titled Derby
at Epsom by Theodore Géricault shows the quadrupeds
with their legs extended forward and backward, a distor-
tion of the actual positions of legs in equine movement
that succeeds in imparting motion to the animals rather
than suspending them awkwardly in the air as a fixed
frame, instantaneous representation would. The distor-
tion is actually truer to what people perceive in the
extended duration of the lived moment.

Artists have the ability to see what theoretical pre-
suppositions lead people to overlook, and this allows
them to bring the invisible to visibility, hence to bring the
painting to life. Artists paint what they see rather than
what they know of an object. Renoir visually interrogates
the water he sees in the Mediterranean sea at Cassis to
enable him to paint The Bathers in a pool in a sylvan set-
ting. He sees the play of light through the fluid surfaces of
the dynamic element that is invisible to the eye of the
observer who can only see what he or she thinks is actu-
ally there. Artists train themselves to see the speck of light
on the glistening surface of eyes that are, themselves, see-
ing. It is the invisibility of that speck of light to Fra Lippo
Lippi, for example, who paints the eye as he thinks it truly
is anatomically, that makes the persons in his portraits
appear moribund.

The reversibility of seer and seen crosses as in a chi-
asm with the reversibility of the invisible and the visible.
Artists attuned to their own visibility can paint their sub-
jects seeing them and thereby depict the subjectivity of
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the subject that remains invisible to those who think that
in perceiving others people see only their material bodies.
Perception, however, is—or can be—truer to living bod-
ies than Cartesian philosophy that reduces human flesh
to res extensa and conceives res cogitans as invisible.

See also Aesthetic Experience; Aesthetics, History of; A
Priori and A Posteriori; Art, Representation in; Berg-
son, Henri; Cartesianism; Dialectical Materialism;
Empiricism; Freedom; Freud, Sigmund; Gestalt The-
ory; Hegel, Georg Wilhelm Friedrich; Heidegger, Mar-
tin; Humanism; Husserl, Edmund; Lacan, Jacques;
Marxist Philosophy; Marx, Karl; Nomos and Phusis;
Perception; Perception, Contemporary Views; Phe-
nomenology; Physicalism; Piaget, Jean; Qualia; Ratio-
nality; Sartre, Jean-Paul; Unconscious.
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MERSENNE, MARIN
(1588-1648)

Marin Mersenne, a French mathematician, philosopher,
and scientist, was one of the most influential figures of
the scientific and philosophical revolutions of the seven-
teenth century. Although he is remembered primarily for
his relationship with René Descartes, he was a significant
figure in his own right and also, through his immense
correspondence, publications, and personal acquain-
tances, a key figure in coordinating and advancing the
work of the new philosophers and scientists.

He was born at Oizé, France, and studied at Le Mans
and later at the Jesuit college of La Fleche, from 1604 to
1609. (Descartes, eight years his junior, was there from
1604 to 1612, but their friendship began later, around
1623.) He next studied in Paris and then entered the
pious and austere order of the Minims. After further the-
ological studies Mersenne taught philosophy at a convent
in Nevers until 1619, when he was sent back to Paris by
his order. He remained there until his death in 1648,
except for some trips to The Netherlands, Italy, and the
French provinces. His Parisian monastic cell was the cen-
ter of the European scientific world, as scholars, scientists,
philosophers, and theologians often made their way to
Mersenne’s quarters.

MERSENNE’'S PUBLICATIONS

From 1623 to 1625 Mersenne published several enor-
mous polemical works attacking all sorts of Renaissance
outlooks and figures, ranging from atheists, deists, kab-
balists, astrologers, and numerologists to Pyrrhonists.
These writings include the Questiones Celeberrimae in
Genesim (1623), L'impiété des deists, athées et libertins de
ce temps, combatué, et renversée (1624), and La vérité des
sciences contre les septiques ou Pyrrhoniens (1625). The last

work, more than a thousand pages long, was the culmi-
nation of this phase of Mersenne’s career and the begin-
ning of the scientific phase that was to continue until his
death. Thereafter, his writings were on all sorts of scien-
tific and mathematical subjects (including the famous
Harmonie universelle [1636—-1637] on the theory of
music, harmonics, and acoustics) and were compendi-
ums of the knowledge in these areas.

Mersenne became involved in the publication of fun-
damental works of his friends or correspondents, such as
Galileo Galilei’s Mechanics (translated by Mersenne), the
objections to Descartes’s Meditations (gathered by
Mersenne), Herbert of Cherbury’s De Veritate (in a trans-
lation by Mersenne), Thomas Hobbes’s De Cive (the pub-
lication of which was arranged by Mersenne), and
Frangois de La Mothe Le Vayer’s Discours sceptique sur la
musique (published in Mersenne’s Questions har-
moniques). He also carried on a monumental correspon-
dence that provides a magnificent running record of the
intellectual revolution of the time. Mersenne was actively
interested in an enormous range of scientific and pseu-
doscientific questions, from the most complex ones in
physics, mathematics, and Hebrew philology to such ones
as “How high was Jacob’s ladder?” and “Why do wise men
earn less money than fools?”

His major philosophical contributions were his mas-
sive refutation of skepticism, La vérité des sciences, and his
later discussions of the nature of scientific knowledge. La
vérité des sciences is a dialogue between a skeptic, an
alchemist, and a Christian philosopher (Mersenne). The
skeptic uses his arguments to show that alchemy is not a
true science. When he broadens his attack to encompass
all claims to knowledge of the real nature of things,
Mersenne’s Christian philosopher offers his own resolu-
tion to the skeptical crisis, starting with a detailed exami-
nation of Sextus Empiricus’s Outlines of Pyrrhonism. He
repeatedly contends that although the Pyrrhonian argu-
ments may show that one cannot know the real nature of
things, one can gain knowledge of the apparent, phe-
nomenal world in terms of how it seems to one and how
the various appearances are related. Although one’s sense
experiences vary and although one cannot tell what
objects are really like, one can find laws that enable one to
connect and, thus, to predict experiences. Although one
cannot find any absolutely certain first principles, one can
discover enough indubitable ones to enable one to con-
struct systematic information about one’s experienced
world. “This limited knowledge suffices to serve us as the
guide for our actions.” One is able to know something—
namely, the sciences of phenomena—and this has ade-
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quate pragmatic value for one in this life. Francis Bacon
was trying to find out too much and was raising too many
insoluble skeptical problems with his Idols. Instead, the
ultimate answer to skepticism was to show how much one
could and did, in fact, know. The last 800 pages of the
work is a listing of what is known in mathematics and
mathematical physics—until the Pyrrhonist gives in. He
has been conquered not by being refuted but by being
shown what sort of knowledge one can have once one
grants that knowledge about reality is unattainable.

“CONSTRUCTIVE OR MITIGATED
SKEPTICISM”

Mersenne was willing to accept the skeptic’s claims but
was unwilling to see them establish that nothing can be
known. Instead, he saw an epistemological skepticism as
the prelude to a “constructive or mitigated skepticism”
which would allow a scientific and systematic develop-
ment of the truths of the sciences of the empirical world.
The rest of Mersenne’s life was devoted to his religious
duty, exploring in phenomenalistic terms what could be
known about the world God had made. Mersenne’s
immense contribution to the scientific revolution was the
result of his positive views. Although he had originally
portrayed skepticism as one of the greatest menaces to
humankind, he continued to insist in his scientific tracts
that one can gain no certain knowledge about reality but
can study only the surfaces of things as they appear to one
and employ mathematics as a hypothetical system about
things. Like his close friend Pierre Gassendi (in whose
arms he died), Mersenne saw scientific endeavors as a via
media between complete skepticism and dogmatism.
Mersenne tended to emphasize the antiskeptical aspect of
this view, whereas Gassendi tended to emphasize the anti-
dogmatic one.

In his formulations of the new science Mersenne was
probably the first to use a mechanical model to account
for the world that one experiences and to develop a thor-
oughgoing phenomenalism (although hardly as well
worked out as Gassendi’s) adequate to state the findings
and assumptions of modern science. Mersenne’s lifelong
devotion to science and scientists can apparently be
attributed to their common quest for more information
and understanding of the phenomenal world. Hence,
Mersenne could see in Descartes a major contributor to
the scientific revolution but could see nothing important
in his metaphysical revolution. Descartes, Hobbes, Her-
bert of Cherbury, Gassendi, Blaise Pascal, Galileo, and
others were, for Mersenne, together in seeking the truth
of the sciences, although some of them still had illusions
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that more truth than that could be discovered. For
Mersenne, science had no metaphysical foundations and
needed none. “Until it pleases God to deliver us from this
misery,” one can find no ultimate knowledge, but one
can, if one is not destructively skeptical, proceed to gain
and use scientific knowledge.

See also Bacon, Francis; Descartes, René; Galileo Galilei;
Gassendi, Pierre; Herbert of Cherbury; Hobbes,
Thomas; La Mothe Le Vayer, Frangois de; Pascal, Blaise;
Scientific Revolutions; Sextus Empiricus; Skepticism,
History of.
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MESLIER, JEAN

(1664-1729)

Jean Meslier, perhaps the least restrained freethinker of
the French Enlightenment, is also one of the most noto-
rious examples of apostasy. As curé of the village of
Etrépigny in Champagne from 1689 to his death, Meslier
lived in complete obscurity, attending to his pastoral
duties. But under the innocuous exterior of the humble
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Catholic priest, there seethed a violent hatred and pas-
sionate disavowal of the religion that it was his ironic pro-
fession to serve. Having resolved sometime in the 1720s
to compose his only work, the Testament, with the aim of
keeping it secret until his death, he felt free to vent fully
the anti-Christian, atheistic, revolutionary—indeed,
anarchistic—sentiments that he had been obliged to sup-
press beneath a lifelong mask of prudent duplicity. The
available biographical facts are unfortunately too meager
to clarify this extraordinary personality. It is known, how-
ever, that on one occasion Meslier’s abhorrence of injus-
tice and persecution brought him into bitter conflict with
the local nobility and, indirectly, almost into rebellion
against the archbishop of Rheims, who, siding (as might
be expected) with feudal privilege in the dispute, had cas-
tigated the morally outraged but powerless curate.

EDITIONS OF THE TESTAMENT

The three autograph originals of the Testament addressed
by its author to posterity were succeeded, in eighteenth-
century France, by a profusion of manuscript copies that
circulated briskly in the philosophical underworld of for-
bidden literature. The prolixity and other stylistic short-
comings of the work resulted, however, in its being edited
in the form of various abridgments that proved more
suitable for dissemination. The most important of these
summaries was, without question, the Extrait des senti-
ments de Jean Meslier, prepared by Voltaire and published
in 1762. This first printed version of the apostate priest’s
opinions was often reprinted, especially under the rubric
of Baron d’Holbach’s Le bon sens du curé Meslier—a com-
bination of one of his own atheistic tracts and of the
Extrait—which saw many editions well into the nine-
teenth century. The integral text of the Testament was not
published until 1864.

THOUGHT

Meslier’s entire critique follows from the assumption that
religion is basically a political means whereby those in
power consolidate their control over the vastly greater
number of weak and poor members of society. All reli-
gious dogmas, beliefs, and rituals, supposedly devised by
the ruling class as instruments of government, are con-
sidered to be nothing but errors and superstitions serving
to dupe and paralyze the victims of tyranny, holding
them in ignorant fear and keeping them from any effec-
tive action to alleviate their misery by overthrowing their
Oppressors.

Meslier thought primarily in terms of economic
exploitation, asserting that the opulence and power of the

few are, thanks to the protection of civil and religious
laws, acquired and maintained at the expense of the near
destitution of the people. There is little doubt that, in
adopting this general view, he was motivated by deep feel-
ings of sympathy for the sufferings of the poor, with
whom he came into daily contact. His condemnation of
Christianity therefore had at its root the eminently Chris-
tian virtue of pity for the downtrodden and helpless,
joined, however, to a fiercely un-Christian zeal to right
secular wrongs.

Although Meslier condemned all religions, he
attacked Christianity in particular. The bulk of the Testa-
ment is devoted to fastidious refutations of the many dif-
ferent types of argument by which the “truth” of
Christian revelation was presumed demonstrable. Meslier
examines and rejects, in turn, the validity of faith, the his-
toricity of miracles, the authenticity of Scripture, the
authority of tradition, the accuracy of biblical prophecies,
the testimony of martyrdom, the morality of eternal
rewards and punishments, and the meaningfulness of
such dogmas as the Trinity, the Incarnation, and transub-
stantiation. The Testament is, indeed, a compendium of
the historical, exegetical, textual, and logical objections
concerning the essentials of the Christian creed discussed
in the critical and apologetic literature from the time of
Pierre Bayle through the early decades of the eighteenth
century. Meslier was conversant with this literature, and
although there is relatively little in his criticism that is
entirely new with him, the forcefulness, breadth, and
intransigence of his “case against Christianity;,” together
with its politicoeconomic basis, give his work a unique
character.

Moreover, Meslier did not stop at exposing the falla-
cies of Christian belief and the social abuses of institu-
tional religion but boldly pursued his train of thought to
the affirmation of a materialistic system in which all phe-
nomena can be traced to a physical basis and are subject
to the laws of mechanics. He advocated atheism as the
only outlook consistent with the interests of the majority
of humankind in its struggle against the lust for domina-
tion of the unscrupulous few. Among the sources of the
Testament, special importance should be given to Michel
Eyquem de Montaigne’s skeptical treatment of time-hon-
ored social practices, to the philosophy of Benedict de
Spinoza, and to the Epicurean-Cartesian vision of a
mechanistic, naturalistic universe in which the supernat-
ural—particularly the doctrines of divine creation and
spiritual immortality—no longer found any place.
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INFLUENCE

The impact of Meslier’s ideas still has to be studied care-
fully. During the eighteenth century it was merely his
negation of Christianity that proved appealing, and his
socioeconomic protest, with its overtones of popular rev-
olution, went largely unheeded. Contrary to the
philosophes’ estimate of Meslier as compatible with
middle-class bon sens, some Marxists have been able to
see in him an audacious spokesman for the economically
repressed class of peasants and urban workers and the
advocate of socialistic and egalitarian reform of society.
But even if this was the true spirit of Meslier’s thought, it
did not play its intended role, for his influence was largely
assimilated into the mainstream of Enlightenment ideol-
ogy, with its predominantly bourgeois, liberal, and deistic
polemic directed at Christianity. Seen in retrospect, the
principal weakness of Meslier’s anti-Christian summa is
his oversimplification of the extreme psychological and
cultural complexity of the religious phenomenon and its
social applications. Moreover, his ardent wish forever to
abolish injustice and wretchedness from the world by the
expedient (in his own words) of “hanging and strangling
with the bowels of the priests all the nobles and rulers of
the earth” was no less utopian than fanatical. Neverthe-
less, Meslier’s indignant and savage denunciation of reli-
gion was meaningful at the historical moment that
inspired and shaped it, when the Roman Catholic Church
of France, owing to its official status and immense riches,
actually had a vested interest in the perpetuation of polit-
ical and economic institutions related to the feudal
oppression and exploitation of the people.

See also Bayle, Pierre; Cartesianism; Clandestine Philo-
sophical Literature in France; Enlightenment; Epicure-
anism and the Epicurean School; Holbach, Paul-Henri
Thiry, Baron d’; Montaigne, Michel Eyquem de; Reli-
gion and Politics; Spinoza, Benedict (Baruch) de.
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METAETHICS

Judgments to the effect that certain things (or certain
classes of things) are good or bad, right or wrong, or just
or unjust, are first-order ethical judgments. Metaethics
addresses second-order questions about the meaning and
status of moral judgments, for example, “What does it
mean to say that something is good or bad, or right or
wrong?”, “Are moral judgments statements that purport
to be true or false?”, and “In what sense, if any, can moral
judgments be true or false (or correct or incorrect)?”
Metaethical questions have been discussed throughout
the history of philosophy, but systematic work on
metaethics began early in the twentieth century with the
publication of G. E. Moore’s Principia Ethica (1993).

The first half of this entry discusses theories about
the meaning of moral judgments, specifically, Moore’s
theory, the Franz Brentano—A. C. Ewing (1899-1973) the-
ory, emotivism, Richard Hare’s prescriptivism, Philippa
Foot’s theory normative relativism, and Allan Gibbard’s
(1942-) expressivism. The second half addresses the
question of whether moral judgments are objectively true
or false; it explains and assesses (some of) the main argu-
ments for and against the view that moral judgments are
objectively true or false. Questions about the truth of
moral judgments are distinct from questions about moral
knowledge. If moral judgments are not true or correct,
then there is no such thing as moral knowledge. Moral
knowledge is possible only on the assumption that there
is something to know (i.e., moral truths). However, the
view that there are objective moral truths does not imply
that we have knowledge of them; it is compatible with
moral skepticism, the view that there are objective moral
truths but we cannot know what they are.

I. THEORIES OF MEANING

Twentieth-century work on metaethics begins with ques-
tions about the meaning of moral judgments.

1. MOORE'S OPEN QUESTION ARGUMENT. In Prin-
cipia Ethica Moore claims that the concepts of intrinsic
goodness and badness are the most fundamental moral
concepts. He says that the concepts of right and wrong
can be defined in terms of “good” and “bad.” Moore
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writes: “To assert that a certain line of conduct is, at a
given time, absolutely right or obligatory, is obviously to
assert that more good or less evil will exist in the world, if
it be adopted than if anything else be done instead”
(Moore 1993, p. 77). Moore argues that goodness (the
property denoted by the word “good”) is indefinable. By
this he means that the property of goodness cannot be
analyzed into constituent properties or elements. Good-
ness is a simple, ultimate property like the property of
being yellow as opposed to a complex property such as
the property of being a horse. Being a horse is analyzable
in terms of other constitutive properties such as having a
head, a heart, four legs, four hooves, and so on. Moore
defends the claim that goodness is a simple, unanalyzable
property with his “open question argument.” This argu-
ment can be summarized as follows: Consider any defini-
tion of good or goodness according to which goodness is
identical with a complex property (P). It will always make
sense to ask if P is good (it is an open question whether P
is good since it is not self-contradictory to deny that P is
good). However, it makes no sense to ask whether P is P
(this is not an “open question”—it is self-contradictory to
deny that P is P). Therefore, goodness cannot be identical
with P.

Moore considers several specific definitions of good,
which he subjects to the open question argument. He
considers the view that good means pleasure, the view
that good means what we desire, and the view that good
means what we desire to desire. Clearly the question “Is
pleasure good?” is not equivalent to the question “Is
pleasure pleasant?” The statement “That which we desire
to desire is good” is not equivalent to the statement “That
which is good is good.” Moore’s open question test seems
to work very nicely for these and many other definitions
of good, but he gives no reason to think that every possi-
ble definition of goodness fails his open question test.
Another serious problem with Moore’s argument is that
he assumes that goodness cannot be identical with a
property P unless the statement that P is good is analytic
or true by definition. It is analytic (true by definition)
that pleasure is pleasant, but it is not analytic that pleas-
ure is good. Many contemporary philosophers contend
that this assumption has been refuted. According to
Hilary Putnam (1975) and Saul Kripke (1972), certain
natural properties are identical with each other even
though statements to the effect that the properties are
identical are not analytic (not true by definition). For
example, water is H,O (the property of being water is
identical with the property of being H,O) even though
the statement that water is H,O is not true by definition.

2. MOORE'S POSITIVE VIEWS. Moore is a cognitivist
(i.e., he holds that moral judgments are statements that
ascribe properties to things). By contrast, noncognitivism
is the view that moral judgments are not statements that
ascribe properties to things. Moore claims that goodness
is a simple, unanalyzable property. Goodness is not a nat-
ural property like redness that can be perceived or appre-
hended through the five senses. Nonetheless, Moore
claims that we can have direct intuitive knowledge of this
property. This view is problematic. It is open to debate
whether any such property exists. The quality of good-
ness that Moore posits is elusive; it is difficult to know
what he is referring to. Many people, on careful intro-
spection, report that they do not intuit any such property.
Another serious problem for Moore’s view is that it seems
to be unable to account for the fact that moral judgments
give or purport to give us reasons to act in certain ways as
opposed to others. To say that something is intrinsically
good implies that we have reasons to choose or prefer it.
But it is unclear why this should be so if Moore’s theory
is true. It is not clear why we should care whether or not
our actions produce or fail to produce instances of the
nonnatural properties that Moore postulates and claims
are identical to the properties of goodness and badness.
(Even if they exist, it is not clear that these nonnatural
properties are “reason providing” in the way that some-
thing must be in order to be the property of goodness or
badness.)

Moore’s open question argument is one of the most
influential arguments in the history of philosophy.
Noncognitivist ethical theories, such as emotivism and
prescriptivism, arose in a context of philosophical debate
in which it was widely assumed that: (a) Moore has
shown that goodness is indefinable, and (b) Moore’s own
positive view is untenable—“good” does not refer to a
simple nonnatural property that we directly intuit. Some
philosophers concluded that moral terms do not refer to
any properties at all and that moral judgments are not
statements that ascribe properties to things.

3. BRENTANO AND EWING. Brentano (1969) and
Ewing (1947) agree with Moore that moral terms refer to
“nonnatural” properties, but they give a very different
description of the nature of those properties. They hold
that the most fundamental moral properties are nonnat-
ural relational properties of “fittingness” or “appropriate-
ness” that hold between objects/ properties and attitudes
toward them. Ewing holds that the relation of fittingness
is unanalyzable and that our apprehension of it is self-
evident. In The Definition of Good he says: “Certain char-
acteristics are such that the fitting response to whatever
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possesses them is a proattitude, and that is all there is to
it” (Ewing 1947, p. 172). According to Brentano, to be
good is to be an appropriate (fitting) object of love, and
to say that one thing is better than another is to say that it
is correct to prefer it to the other. Ewing holds that to say
that something is good means that it ought to be the
object of a favorable attitude. This theory arguably avoids
the second objection to Moore’s theory noted above.
According to Brentano and Ewing, it is part of the mean-
ing of moral judgments (e.g., judgments to the effect that
something is good or bad, or right or wrong) that they
claim to give us reasons to have favorable or unfavorable
attitudes about certain things and reasons to choose cer-
tain things over others.

4. EMOTIVISM. Emotivism is the view that moral judg-
ments are expressions of attitudes rather than statements
that ascribe properties to things. Favorable (unfavorable)
moral judgments about something express favorable
(unfavorable) attitudes about it. “Lincoln was a good
man” means roughly “Yea Lincoln.” So understood, emo-
tivism denies the obvious phenomenon of moral dis-
agreement. Suppose that you claim that Stalin was a good
man and I claim that he was a bad man. If moral judg-
ments were mere expressions of attitudes, then this could
not constitute a disagreement. We might both agree that
you like Stalin and I dislike him. Similarly, it is not a dis-
agreement if you express your fondness for a particular
flavor of ice cream and I express my distaste for that same
flavor.

Alfred Ayer (1952) and Charles Stevenson (1944)
defend more sophisticated versions of emotivism.
According to Ayer, to make a moral judgment is to
express an attitude with the intention of influencing the
attitudes or actions of other people: “Lincoln is a good
man” means roughly “Yea Lincoln, catch the wave” In
cases of moral disagreement, each party is attempting to
alter the attitudes of the other. Stevenson holds that
moral disagreement involves a disagreement in attitudes
(the parties to the disagreement have incompatible atti-
tudes about something), and each party is attempting to
change the attitudes of the other party about the thing in
question. Stevenson says that “X is good” means roughly
“I approve of X; do so as well.”

These revised versions of emotivism still do not
afford a satisfactory account of moral disagreement. In
cases of moral disagreement, people not only disagree in
their attitudes and try to cause others to share their atti-
tudes, they assert that their own attitudes are correct or
justified and that the attitudes of those who disagree with
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them are mistaken. If two people disagree about whether
or not Stalin was a good man, each claims that the other’s
attitudes about Stalin are mistaken or inappropriate.

Ayer on moral reasoning. Moral disputes often
involve disagreements about factual questions. Ayer says
that, to the extent that moral disagreements involve dis-
agreements about “factual” questions, they can be ration-
ally debated. For example, we can rationally debate
whether the institution of capital punishment deters
murder and whether it frequently results in the execution
of innocent people. Sometimes, however, moral disagree-
ments are based on differences in basic moral principles.
Utilitarians believe that we should always do whatever
will have the best consequences. Some people are uncon-
ditional pacifists. They believe that killing people is
always wrong no matter what, even if killing saves many
lives and produces much better consequences than not
killing. Utilitarians and unconditional pacifists accept
incompatible basic moral principles. According to Ayer,
when people disagree about matters of basic principle,
their disagreements cannot be rationally debated or
rationally resolved. (Gibbard’s Wise Choices and Apt Feel-
ings, discussed below, is a recent development of emo-
tivism.)

5. HARE'S PRESCRIPTIVISM. One of the notable features
of this theory is that Hare offers a systematic reply to
Ayer’s claims about the limits of moral reasoning. Hare
claims that moral judgments are prescriptions that are
universalizable and overriding. Prescriptions are com-
mands, or imperatives, for example: “Don’t lie!” and
“Shut the door!” Since commands are not statements that
are true or false, prescriptivism is a noncognitivist theory.
To say that moral judgments are universalizable means
that if one makes a moral judgment about a particular
case, then one must make the same judgment about any
cases that are similar to it in all morally relevant respects.
(If I say that it is morally permissible for me to lie to my
customers in a certain situation, then I am committed to
the view that it would be permissible for others to lie to
me in relevantly similar situations.) To say that moral
judgments are overriding means that a person who makes
moral judgments takes the prescriptions expressed by
them to override any conflicting nonmoral considera-
tions, such as considerations of prudence, etiquette, and
the law. According to Hare statements of the form: “It is
morally wrong all things considered for you to do X, but,
nevertheless, you would be justified in doing X, are self-
contradictory. On Hare’s view it is also inconsistent to say
that it is morally wrong (all things considered) for you to
do X but still command or advise you to do X.
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In response to Ayer’s claims about the limits of moral
reasoning, Hare would say that sometimes we can argue
against another person’s moral judgments by showing
that they are inconsistent. Hare claims that requirements
of consistency severely constrain the kinds of moral judg-
ments we can make. Suppose that a dishonest plumber
claims that it is morally permissible (or even obligatory)
for him to defraud his customers and bill them for
unneeded repairs that cost them thousands of dollars. To
be consistent, he must say that it would be morally per-
missible (obligatory) for others to defraud him and those
he cares about in relevantly similar (hypothetical and/or
actual) cases. Since moral judgments are prescriptive, he
is committed to prescribing that others defraud him and
those he loves in relevantly similar circumstances. Con-
sistency also requires that he refrain from objecting if
others defraud him and those he loves in such cases.

In Freedom and Reason, Hare considers the case of a
Nazi who claims that it is his moral duty to kill Jews. To
be consistent, the Nazi must hold that others should kill
him if he is Jewish. Suppose that we show the Nazi that,
unbeknownst to him, he and his wife are Jewish. To be
consistent, the Nazi must say (and mean) “All right, send
me and my family to an extermination camp.” Since
moral judgments are overriding, the Nazi cannot consis-
tently make any commands or pleas to the contrary. Hare
thinks that few people can be consistent Nazis. Hare
allows that a Nazi could be consistent if he or she so hates
Jews that he or she sincerely holds that, (in Hare’s words):
“Jews are such an abomination that I and my whole fam-
ily, if we were Jews, should be sent to the gas chamber’”
(Hare 1963, p. 172). One can be a consistent Nazi if one is
willing to have one’s moral principles applied against
one’s own interests and the interests of those one loves.

Hare gives no reason to think that the Nazi’s distinc-
tive moral views are false or mistaken, just that it is diffi-
cult to be a consistent Nazi. This concession bodes ill for
Hare’s theory of moral reasoning since if it cannot estab-
lish the correctness of the view that the Nazi’s actions are
wrong, it is doubtful that it can establish the correctness
of any ethical judgments. However, Hare is too quick to
concede the limits of his arguments in this case. It may be
possible to be a consistent Nazi provided that one has a
very great hatred of Jews and desires their extermination
more than the continuation of one’s own life and the lives
of one’s loved ones. The obvious question to ask here is
whether such hatred is rational, and it seems that it is not.
Such hatred depends on numerous false beliefs about the
characteristics of Jews and their responsibility for the ills
of the world. A Nazi could be consistent provided that she

is willing to have her principles applied against herself
and her loved ones, but a Nazi could not be both consis-
tent and adequately informed about matters relevant to
her moral convictions. (See Hare’s Moral Thinking [1981]
for a later development of his views.)

As Hare himself notes, his consistency arguments
apply only to people who make moral judgments. They
do not apply to amoralists who refrain from making
moral judgments. Hare’s consistency arguments cannot
show why we should not be amoral. Even more worri-
some for Hare’s purposes is that people who employ
alternative normative concepts are able to endorse hor-
rendous acts such as the extermination of the Jewish peo-
ple. Suppose that a Nazi rejects the concepts of morally
right and wrong actions in favor of a “Code of Honor”
according to which it is “honorable” to kill Jews. Hare’s
theory does not give us any basis for criticizing such
views.

This last possibility raises an important and some-
what neglected set of issues. There are many different
alternative normative concepts (e.g., concepts of moral
obligation and right and wrong, concepts of virtue, and
concepts of honor). People are free to employ any of these
concepts and order their lives in accordance with them;
people are also free to reject any of these concepts.
Philosophers who write about metaethics need to say
much more about the choices we make in accepting and
rejecting various normative concepts. They also need to
say much more about the question of how, if it all, we can
justify the choices we make in accepting/wielding certain
concepts rather than others. (See Friedrich Nietzsche
[1967, 1988], Hare [1981], Simon Blackburn [1993], John
Mackie [1977], and Bernard Williams [1985] for discus-
sions that shed light on these issues; also see the discus-
sions of Foot, Gibbard, and “Incommensurability”
below.)

6. FOOT AND THICK MORAL CONCEPTS. Both emo-
tivism and prescriptivism imply that the concepts of good
and bad and right and wrong have no fixed descriptive
meaning. One can consistently apply these terms to any
things (or any actions). For example, it is perfectly con-
sistent to say that it is morally obligatory to clasp and
unclasp one’s hands every half hour or to say that bring-
ing it about that the number of hairs on one’s head is an
even number is a great intrinsic good. These are sincere
coherent ethical judgments provided that the person who
makes them has the attitudes they express or is willing to
consistently universalize the prescriptions that they
express. Foot (1978) argues that this is a serious mistake
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because there are limits to the things to which “good” and
other moral terms can be consistently applied. She thinks
that emotivism and prescriptivism make a mistake that is
comparable to the sort of mistake one would make if one
said that being proud of something consists simply in
having a certain sort of attitude about it and that, in prin-
ciple, anything could be the object of one’s pride.

Pride is not just a feeling, a welling up in one’s chest
that one can have about anything. The object of one’s
pride must be: (a) one’s own somehow, and (b) an
achievement or something that one takes to be good.
Even if I puff up my chest and feel it welling up as I look
at the sky, it is not correct to say that I am (feeling) proud
of the sky unless there is some background belief that
explains why I think that it is somehow mine. Foot claims
that something can be called a “good action” only if it sat-
isfies one of the following conditions: (a) It is the fulfill-
ment of a special duty derived from a role or promise or
(b) it exemplifies a virtue. It follows that we cannot say
that twiddling one’s thumbs four times each day, for
instance, is a morally good action in the absence of spe-
cial reasons for thinking that it fulfills a duty or exempli-
fies a virtue.

Foot’s own analysis of the meaning of moral judg-
ments is a combination of noncognitivism and (natura-
listic) cognitivism. She claims that moral judgments have
both evaluative meaning (they express attitudes and
guide actions) and descriptive meaning. Moral concepts
that have both kinds of meaning are called “thick” con-
cepts. Emotivism and prescriptivism claim that the con-
cepts of right and wrong and good and bad are “thin”
concepts. Thin normative concepts have no fixed descrip-
tive meaning, only evaluative meaning.

Foot’s theory aptly describes the meaning of the
terms we use to refer to moral virtues and vices. Terms
such as “generous,” “cowardly,” and “honest” are thick
concepts—they have both evaluative and descriptive
meaning. The words “generous” and “honest” commend
or express favorable attitudes about the things to which
they are applied. There are clear descriptive criteria for
using such terms. It is a misuse of language to apply them
to things that do not satisfy those criteria. It would be a
misuse of the word “generous” to apply it to someone
who never gives any tangible goods or time or effort to
other people even though that person has a great deal of
money and leisure time and many opportunities to help
others in need. Foot’s theory helps us to frame some
important questions: “In ordinary language, are the terms
‘good” and ‘bad’ and ‘right’and ‘wrong’ thick or thin con-
cepts?” “If these concepts are thin concepts, should we
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dispense with them in favor of thick concepts?” Foot
seems to think that the concepts of good and bad and
right and wrong are thick concepts. By contrast, some
proponents of “virtue ethics,” including Williams (1985),
think that the concepts of good and bad and right and
wrong are thin concepts. However, they think that these
thin concepts should be dropped or greatly downplayed
in favor of the thick concepts that refer to virtues and
vices.

Thick concepts mandate particular evaluations of
certain kinds of things. Many thick concepts encapsulate
objectionable evaluations (e.g., ethnic slurs). The word

“n___” only applies to people of African origin; it cannot
be correctly applied to Chinese or Europeans. The word
“n___” also expresses contempt for Africans. Those who

do not think that Africans, qua Africans, are worthy of
contempt do not use the word “n___” (or do not use the
word nonironically). (Similar comments apply to all
other “ethnic slur terms.”) Honor is another example of a
thick concept that many people have reasonably chosen
to abandon because they reject the evaluations implicit in
its use. Given certain concepts of honor, it is dishonorable
for me to not to challenge you to a duel to the death if you
insult me or show me disrespect. Given other concepts of
honor, it is dishonorable for me not to kill my sister if she
is raped. These examples make it clear that, for any thick
concept that we employ, we should be open to criticisms
of the evaluations implicit in that concept and consider
the possibility that they are mistaken and cease employ-
ing the concept. Thus, it is at least arguable that we need
higher-level thin concepts in terms of which to assess the
evaluations implicit in the thick concepts we use and
encounter.

7. NORMATIVE RELATIVISM. This theory is defend-
ed by many anthropologists, including Ruth Benedict
(1887-1948) and William Sumner (in Moser and Carson
2001). They claim that “X is morally right” means roughly
“Xis approved of by my society.” This view is open to very
serious objections. It implies that statements such as
“Slavery is morally wrong, even though my society
approves of slavery” are self-contradictory. But such
statements are not self-contradictory. A person can criti-
cize or dissent from the moral standards of her own soci-
ety without contradicting herself. Normative relativism
also implies that many ostensible moral disagreements
between members of different societies are not genuine
disagreements. Suppose that I am a member of a society
that approves of the institution of slavery and you are a
member of a society that disapproves of slavery. I claim
that slavery is just and morally permissible. You object
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and claim that slavery is unjust and impermissible. Surely
this is a moral disagreement; what I say contradicts what
you say. But, according to normative relativism, there is
no disagreement in this case. My statement is perfectly
consistent with your statement, and both statements are
true—it is true that my society approves of slavery and
true that your society disapproves of slavery.

8. GIBBARD'S EXPRESSIVISM. This theory is a recent
development of emotivism that incorporates elements of
the Brentano—Ewing theory. Gibbard (1990) analyzes
moral judgments as claims about the rationality (or apt-
ness) of feelings of guilt and anger. What a person does is
morally wrong if and only if it is rational for him to feel
guilty for having done it and for others to be angry at him
for having done it. He defends an expressivist/emotivist
analysis of rationality. According to Gibbard, to say that
something (an act, belief, or feeling) is rational is to
express one’s acceptance of norms that permit it. Unlike
Moore, Hare, and Foot, Gibbard does not claim to be
offering an analysis of the (“ordinary language”) meaning
of moral terms. Rather, he describes his theory as a pro-
posal about how to use normative concepts. Evidently, not
every society has a normative system that includes norms
for guilt and anger. Thus, on Gibbard’s narrow construal
of “morality,” not every society has a moral code. Gibbard
raises important questions about our choices between
alternative normative concepts. Among other things, he
asks about the value of morality (narrowly construed):
Would we be better off with a normative code in which
norms for guilt and anger didn’t play a central role? Gib-
bard offers an answer to Nietzschean criticisms about the
value of morality. He says that moral norms help coordi-
nate guilt and anger. Guilt assuages anger and thereby
helps promote peace between human beings. Normative
codes that do not include norms for guilt will not be able
to assuage anger and promote reconciliation between
human beings as well as moral codes.

II. MORAL TRUTH, MORAL REALITY

We now turn to questions about moral truth and moral
reality. In what sense, if any, can moral judgments be true
or false or correct or incorrect? Are moral judgments
objectively true or false in the way that we take ordinary
“factual” statements to be? Is there a moral reality or
something else in virtue of which moral judgments are
true or false (or correct or incorrect)? We cannot answer
these questions simply by appealing to theories of mean-
ing. When we ask whether moral judgments are true or
false, we are not simply asking about what we mean or
claim when we make moral judgments. We are asking

whether there is anything that backs up our moral judg-
ments and makes them true or correct.

COGNITIVISM, NONCOGNITIVISM, AND THE
TRUTH OF MORAL JUDGMENTS. Cognitivists hold
that moral judgments are statements that purport to be
true. This is compatible with the view that there are no
moral facts (no moral reality) that back up our moral
judgments and make (some of) them true or correct.
Mackie (1977) holds such a view, which he calls an “error
theory” of morality. Mackie is a cognitivist who claims
that moral judgments are statements that assert or pre-
suppose the existence of objective values. However, he
claims that since objective values do not exist, all moral
judgments are false.

Noncognitivists hold that moral judgments are not
statements that purport to be true or false. Strictly speak-
ing, noncognitivists cannot say that moral judgments are
true or false. However, they can still say that moral judg-
ments possess something that closely resembles truth or
falsity. Emotivists can say that moral judgments are rea-
sonable or unreasonable depending on whether the emo-
tions or attitudes they express are reasonable or
unreasonable. (At the very least attitudes and emotions
can be unreasonable if they are based on false beliefs.)
Prescriptivists can also make sense of something resem-
bling the idea of moral truth. In Moral Thinking, Hare
claims that there are certain moral judgments that an
informed, consistent person must endorse, provided that
he or she makes any moral judgments at all. These are
judgments that we can reject only by opting out of moral
discourse altogether.

MORAL OBJECTIVISM. Our ordinary notion of truth is
a notion of objective truth. If something is true, then it is
true for everyone (and true for everyone, everywhere, at all
times). (Thus, it is misleading to use the word “truth” as
many relativists do when they claim that the truth of
moral judgments is “relative to” different people so that a
moral judgment that is “true for” one person may not be
“true for” another.) Let us use the term “objectivism” to
refer to the view that moral judgments are objectively
true or false (or objectively correct or incorrect in some
sense that closely resembles truth or falsity). We should
distinguish between the view that there is an objectively
correct answer to every moral question and the view that
there are objectively correct answers to some, but not all,
moral questions. Call the former view “unqualified objec-
tivism” and the latter view “qualified objectivism.” Call
the view that there are no objectively correct answers to
any moral questions “unqualified nonobjectivism.”
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Unqualified objectivism implies that for any moral ques-
tion, for example: “Was it right for Ms. Jones to have an
abortion in April 19992 there is an objectively correct
answer and that anyone who gives a conflicting answer is
mistaken. Qualified objectivism holds that there are some
moral questions about which there are objectively correct
answers and other moral questions about which there are
no objectively correct answers. Unqualified nonobjec-
tivism implies that, for any moral question, there is no
objectively correct answer to that question.

MORAL REALISM. Statements such as “the earth is less
than 100,000,000 miles from the sun” are true in virtue of
facts that hold independently of what we believe or
desire. Moral realism is the view that there are moral facts
in virtue of which moral judgments are objectively true
or false and that these facts are logically independent of
the beliefs, attitudes, emotions, or preferences of rational
beings and independent of the beliefs, attitudes, emo-
tions, or preferences that rational beings would have in
hypothetical situations (e.g., the moral beliefs that some-
one would have if she or he were fully informed about
relevant facts). Moral nonrealism is the view that there
are no independent moral facts. The truth of moral real-
ism would guarantee the truth of moral objectivism, but
one can be a moral objectivist without being a moral real-
ist. Immanuel Kant, Roderick Firth (1917-1987), and
Michael Smith (1954-) (see below) are moral objectivists
but not moral realists. Hare’s Moral Thinking also defends
nonrealist moral objectivism.

ITA. ARGUMENTS AGAINST MORAL
OBJECTIVISM

We now turn to arguments against moral objectivism.

1. DISAGREEMENT. Moral disagreement is widespread
among ostensibly sane and rational people. Consider the
following argument:

(1) There is disagreement among rational people
about the answers to all (some) moral questions.

(2) If there is disagreement among rational people
about the answer to a question, then there is no
objectively correct or objectively true answer to that
question.

Therefore, unqualified (qualified) nonobjectivism is true.
(There are no moral questions [there are only some
moral questions] for which there is an objectively correct
answer.)

METAETHICS

The cogency of this argument depends on the
account of moral truth or correctness that the objectivist
gives. If moral realism is true, then there are moral facts
in virtue of which moral judgments are objectively true
that are independent of what we believe. So, if moral real-
ism is true, then moral objectivism is true, and the phe-
nomenon of moral disagreement among rational people
is not a serious objection to moral objectivism. Similarly,
disagreement between reasonable people does not consti-
tute any kind of objection to the view that ordinary his-
torical judgments are objectively true or false. Consider
the question: “Did Lee Oswald fire any of the shots that
killed President Kennedy?” Rational people disagree
about the answer to this question, and, at the present
time, it may be impossible to know for certain what the
answer is. In spite of the disagreement, there is an objec-
tive fact of the matter—either Oswald fired some of the
fatal shots or else he did not. However, the phenomenon
of ethical disagreement among ostensibly rational and
well-informed people constitutes a serious argument
against attempts to defend moral objectivism by appeal to
theories of rationality because such theories claim that
objective moral truths are constituted by the agreement of
rational people. One standard rejoinder to the objection
about disagreement is the claim that “ideally rational” or
“fully rational” people would not have moral disagree-
ments. (See the discussion of the ideal observer theory
below.)

Digression: Disagreement vs. incommensurabilit.
Moral disagreement should not be confused with moral
incommensurability. Two people can disagree about
whether an act is right or wrong only if they share the
concepts of right and wrong action. Often, the differences
between the moral views of different societies constitute
cases of incommensurability rather than disagreement.
Many philosophers and cultural anthropologists (includ-
ing Nietzsche and Gertrude Anscombe) claim that the
concept of moral obligation is unique to Judaism, Chris-
tianity, Islam, and the civilizations that developed from
those religions. If this is true, then it is doubtful that
Genghis Khan (c. 1167-1227) and his warriors possessed
our concept of a moral obligation and morally right and
wrong actions. I condemn the Mongol destruction of Iraq
in the thirteenth century as a morally wrong action. Many
or most of the Mongols who took part in this did so in
good conscience, but it would probably be incorrect to
say that they thought that what they did was morally right
(they could not have this belief unless they employed the
concepts of right and wrong actions). Even though we do
not disagree about the moral rightness of this action, there
is surely some kind of disagreement here. My moral judg-
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ments and the attitudes they endorse are contrary to
many of Genghis Khan’s attitudes; Genghis Khan clearly
approves of (and thinks it correct to approve of) actions
that I disapprove of and condemn as morally wrong.

2. THE APPEAL TO TOLERANCE. This argument goes
roughly as follows: “We should be respectful and tolerant
of other people’s moral views; however, moral objec-
tivism implies that many people’s views are mistaken and
thus not worthy of respect or toleration.” This argument
is widely accepted and motivates many people to reject
moral objectivism, but, on examination, it is a very weak
argument that few philosophers take seriously. First,
endorsing moral objectivism does not commit one to
being intolerant of the moral views of others. If I am an
unqualified objectivist, then I think that there are objec-
tively correct answers to every moral question. However,
my being an objectivist does not entail that I claim to
know what those answers are. Nor does my being an
objectivist entail that I think that the views of others who
disagree with me are worthy of disrespect or suppression.
An objectivist can claim that objectively true moral prin-
ciples require tolerance and respect for the views of oth-
ers. Second, nonobjectivism does not imply that we
should be tolerant. Nonobjectivists can endorse first-
order moral principles that permit or require them to be
intolerant of the views of others. All that follows from
nonobjectivism is that one’s moral judgments, whatever
they happen to be, are not objectively true or false or
objectively correct or incorrect.

3. MORAL EXPLANATIONS AND MORAL FACTS.
Gilbert Harman argues that it is unnecessary to posit the
existence of moral facts in order to explain phenomena.
Thus, moral facts are superfluous entities—there is no
reason to suppose that they exist.

[O]bservation plays a role in science that it does
not play in ethics. The difference is that you
need to make assumptions about certain physi-
cal facts to explain the occurrence of the obser-
vations that support a scientific theory, but you
do not seem to need to make assumptions about
any moral facts to explain the occurrence of the
so-called moral observations I have been talking
about. In the moral case, it would seem that you
need only make assumptions about the psychol-
ogy or moral sensibility of the person making
the moral observation. In the scientific case, the-
ory is tested against the world.

(HARMAN 1977, P. 6)

Among the phenomena that moral facts might
explain are the moral judgments we make and the moral
sentiments we feel (e.g., feelings of guilt and indigna-
tion). According to Harman, these phenomena are fully
explained by our psychology and the fact that we accept
certain moral principles; we do not need to assume the
existence of moral facts or assume that those principles
are true. Harman gives the following example: Someone
tortures an animal. You believe that this action is wrong
and you feel moral indignation. Harman says that we do
not need to postulate moral facts in order to explain your
belief and your indignation. They are explained by the
fact that you were taught certain moral principles and
have a certain psychological make up. Your accepting the
moral principles in question is necessary to explain your
beliefs and your indignation, but we do not need to
assume that your moral principles are true. By contrast, in
science, we can justify the postulation of entities by their
ability to explain our observations of the world. The pos-
tulation of atoms helps to explain such things as Geiger
counters and nuclear bombs. (Nicholas Sturgeon offers
an influential reply to this argument. See below.)

IIB. ARGUMENTS IN FAVOR OF MORAL
OBJECTIVISM

Most contemporary philosophers who defend moral
objectivism do so on one of the following three grounds:

1. THE APPEAL TO MORAL REALISM. As explained ear-
lier, the truth of moral realism would guarantee the truth
of moral objectivism. Some versions of moral realism
claim that moral properties are “nonnatural” properties.
Such theories are widely criticized on the grounds that
the entities that they postulate do not exist or that those
entities cannot plausibly be identified with moral proper-
ties (see above). In light of these criticisms of nonnatu-
ralist versions of moral realism, recent attempts to defend
naturalistic versions of realism are particularly notewor-
thy.

Sturgeon’s naturalistic realism. Sturgeon claims that
moral facts are constituted by natural facts. Sturgeon
holds that moral properties are identical with natural
properties, but he does not take statements asserting the
identity of moral properties and natural properties to be
analytic. He claims that his view is invulnerable to
Moore’s open question argument. Sturgeon also attempts
to answer Harman’s argument about explanation. He
defends his theory on the grounds that moral facts help
explain certain phenomena. Sturgeon offers the following
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example: Hitler’s moral depravity helps explain why he
started World War II and ordered the Holocaust. If Hitler
had not been morally depraved, he would not have
started World War II, and he would not have ordered the
Holocaust.

Harman’s thesis implies that the supposed moral fact
of Hitler’s being morally depraved is irrelevant to the
explanation of Hitler’s doing what he did. To assess this
claim, we need to conceive a situation in which Hitler was
not morally depraved and consider the question whether
in that situation he would still have done what he did. My
answer is that he would not, and this answer relies on a
(not very controversial) moral view: that in any world at
all like the actual one, only a morally depraved person
could have initiated a world war, ordered “the final solu-
tion,” and done any number of other things Hitler did.
That is why I believe that if Hitler had not been morally
depraved, he would not have done those things and hence
that the fact of his moral depravity is relevant to an expla-
nation of what he did (Sturgeon “Moral Explanations,” in
Sayre-McCord 1988, p. 249). Sturgeon’s arguments have
generated a very lively debate. (Criticisms by Terrance
Horgan and Mark Timmons (1951-) are particularly
noteworthy.)

2. THEORIES OF RATIONALITY. Many nonrealists claim
that there are objective moral facts that are constituted by
facts about what it is rational for people to believe or
desire or “will” Kant, Hare, and Christine Korsgaard
defend such views. Kant holds that moral truths (truths
about what is right and wrong) are truths about what we
can rationally and consistently will. For Kant moral
truths are truths of reason.

The ideal observer theory (IOT) uses the idea of an
ideally rational moral judge or ideal observer as a stan-
dard for the truth of moral judgments. According to
Firth’s version of the IOT, a favorable moral judgment
about X (“X is good/right”) is (objectively) true provided
that all ideal observers would feel approval for X. An
unfavorable moral judgment about X (“X is bad/wrong”)
is (objectively) true provided that all ideal observers
would feel disapproval for X (Hospers and Sellars, pp.
200-221). In Ethical Theory, Richard Brandt (1959)
defends a different version of the IOT. Brandt says that a
moral judgment X is objectively true provided that all
ideal observers would accept or believe X. (David Hume
and Adam Smith also defend versions of the IOT.) Firth
ascribes the following characteristics to an ideal observer:

(1) Omniscience or knowledge of all nonmoral facts;
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(2) omnipercipience, or the ability to imagine vividly
any events or states of affairs, including the experi-
ences of others;

(3) disinterestedness, that is, not having any interests
or desires that involve essential reference to particu-
lar persons or things;

(4) dispassionateness, that is, not having any emo-
tions that are directed upon objects because they are
believed to have essentially particular features;

(5) consistency;

(6) normality “in other respects.”

Firth thinks that all ideal observers would feel approval
and disapproval for the same things. Given this, and given
his version of the IOT, unqualified moral objectivism is
true. Brandt thinks that ideal observers would agree
about the answers to some, but not all, moral questions.
He thinks that the IOT commits us to qualified objec-
tivism. If both Firth and Brandt are mistaken and ideally
rational moral judges could disagree in their attitudes or
judgments about every moral question, then the IOT com-
mits us to unqualified nonobjectivism.

Ideal observers are characterized as “informed” or
“fully informed.” Brandt says that ideal observers must
possess all information “relevant to” the issues they judge.
Firth notes difficulties in determining which facts are and
are not relevant to answering a given moral question. He
contends that there is no way to determine which facts are
and are not relevant to a given moral question without
presupposing answers to controversial moral questions
that the IOT is supposed to provide rather than presup-
pose. Because of this he feels compelled to say that an
ideal observer is omniscient with respect to all nonmoral
facts. There is an unintended irony in Firth’s characteri-
zation of an ideal observer as a human being who is
omniscient “but otherwise normal.” Humans are very far
from being omniscient. It is not clear that it makes sense
to talk about how you or I would react if we were omnis-
cient. An omniscient being would have to be God or some
kind of deity. If we press this point, then the IOT starts to
look a lot like a divine will theory of morality.

Michael Smith’s The Moral Problem (1994) defends a
theory that closely resembles the IOT. With qualifica-
tions, Smith holds that to say that an action is morally
right means that we have normative reason to do it. What
a person has normative reason to do is what he or she
would desire to do if fully rational (being fully rational
includes having no false beliefs and having all relevant
true beliefs). Smith stresses that what I have normative
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reason to do (in my actual circumstances) depends on
what my fully rational self would want (or advise) my
actual self to do. (Smith’s theory is sometimes called an
“ideal advisor theory.”) Smith thinks that his theory
implies that there are (objective) moral facts. On his
account, the judgment “it is right for S to do X” is objec-
tively true provided that we would all desire that S do X if
we were fully rational. Smith thinks that an ideally
rational process of reflection and debate between people
who initially disagree in their desires about what people
should do is likely to yield (complete) agreement.

According to Smith, thick moral concepts such as
“honesty” and “treachery” reveal considerable agreement
about what is right and wrong. The common use of such
concepts reveals that nearly everyone agrees that acts of
treachery are wrong (other things equal) and that acts of
honesty are right (other things equal). Smith also argues
that much seemingly intractable moral disagreement has
its origins in (unreasonable) appeals to religious author-
ity. (Others take a very different view about the relevance
of religion to these issues; see below.) Smith says that the
case for moral objectivism ultimately depends on the out-
come of (first-order) debates in normative ethics. In
order to determine “whether or not there really are moral
facts,” we must “engage in normative ethical debate and
... see where the arguments that we give ultimately lead
us” (Smith 1994, p. 202). “The real question is whether we
will, by engaging in such debate, come up with answers to
moral questions that secure the free agreement of those
who participate” (Smith 1994, p. 201).

3. THE APPEAL TO GOD'S WILL. Some hold that God’s
will constitutes the objective standard for the truth of
moral judgments. The view that God created human
beings for certain purposes is one way of making sense of
the widely held view that ethical theories should be based
on theories of human nature or the “telos” of human life.
The most well-known theory that attempts to base
(objective) morality on God’s will is the divine command
theory. The traditional divine command theory (TDCT)
holds that God’s commands constitute the ultimate stan-
dard of right and wrong. What makes an act morally
obligatory is that God commands it; what makes an act
morally permissible is that God permits it; what makes an
act is morally wrong is that God forbids it.

There are a several standard objections to the TDCT.
These objections are widely regarded as fatal or decisive.
(1) The TDCT implies that nothing anyone does can be
morally obligatory or morally wrong unless God exists
and commands and forbids us to do certain things. How-

ever, certain actions would be right or wrong even if God
did not exist. (2) The TDCT implies that any act would be
right if God commanded us to do it. But certain acts (e.g.,
acts of cruelty or murder) would be wrong even if God
commanded us to perform them. (3) The TDCT implies
that what is wrong/obligatory is wrong/obligatory
because God forbids/commands it. The TDCT does not
allow us to say that God forbids murder because murder is
wrong. Rather, the TDCT implies that murder is wrong
because God forbids it. Thus, the TDCT implies that God
has no reason to command one thing rather than
another, and God’s arbitrary commands cannot be the
basis for genuine moral obligations.

These may be fatal objections to the TDCT. However,
it does not follow that all theories that attempt to make
God’s will the basis for an objective morality are subject
to fatal objections. Robert Adams (1937-) has formulated
a modified version of the TDCT that avoids all of the
objections to the TDCT. Adams’s modified TDCT can be
stated roughly as follows:

If there is a loving God then: (1) an action is
obligatory if, and only if, a loving God com-
mands it; (2) an action is morally permissible if,
and only if, a loving God permits it; and (3) an
action is morally wrong if, and only if, a loving
God forbids it. If there does not exist a loving
God, then the rightness or wrongness of actions
is determined in some other way.

Adams (1987) holds that if there is a loving God,
then right and wrong are determined by God’s com-
mands; if there does not exist a loving God, then right
and wrong are determined in some other way. Thus,
Adams’s theory avoids the first objection. Adams’s modi-
fied TDCT also avoids the second objection. It does not
imply that we would be morally obligated to obey God’s
commands if God commanded cruelty. If God com-
manded cruelty for its own sake, he would thereby show
himself to be unloving. Adams’s theory does not imply
that we would be obligated to follow the commands of a
cruel or unloving God. Adams cannot say that God com-
mands what he commands because it is morally right
(independently of being commanded by God). But
Adams is not committed to the view that God’s com-
mands are arbitrary or that God has no reason to com-
mand one thing rather than another. Adams can say that
God commands what he commands because of his loving
nature and because he is omniscient. (See Linda Zagzeb-
ski’s Divine Motivation Theory [2004] for a very different
sort of religiously based moral theory.)
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Suppose that there exists an omniscient loving God
who created human beings for certain purposes. Suppose
also that moral realism is false and there are no inde-
pendent moral facts to which God’s will must conform
on pain of error. Given all of this, it is plausible to regard
God’s will and purposes as objective standards of moral-
ity; God’s standpoint for assessing things is arguably
more authoritative than that of a maximally rational
human being. If moral realism is false and God does not
exist, then the most promising basis for defending moral
objectivism is by appeal to a theory of rationality.

See also Anscombe, Gertrude Elizabeth Margaret; Ayer,
Alfred Jules; Brandt, R. B.; Brentano, Franz; Construc-
tivism, Moral; Emotive Theory of Ethics; Error Theory
of FEthics; Ethical Naturalism; Ethical Relativism;
Ethics; Ethics, History of; Foot, Philippa; Hare, Richard
M.; Harman, Gilbert; Hume, David; Ideal Observer
Theories of Fthics; Internalism and Externalism in
Ethics; Intuitionism, Ethical; Kant, Immanuel; Kripke,
Saul; Mackie, John Leslie; Moore, George Edward;
Moral Realism; Moral Skepticism; Nietzsche, Friedrich;
Noncognitivism; Objectivity in Ethics; Projectivism;
Putnam, Hilary; Rationalism in Ethics (Practical Rea-
son Approaches); Smith, Adam; Stevenson, Charles L.;
Sumner, William Graham; Williams, Bernard.
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METAPHOR

“Metaphors” have an emotive force and aesthetic dimen-
sion that have long been recognized. What has made
metaphor so compelling to contemporary philosophers,
however, has been its importance to cognition. Aesthetics
and philosophy of religion are no longer the sole province
of the study of metaphor. Instead, most of the research is
located in philosophy of language, philosophy of science,
and cognitive science. The ubiquity of metaphor and its
contribution to all forms of discourse, the apparent
anomaly of metaphor in light of standard accounts of
language, and the increased interest by philosophers in
providing theories for natural (rather than formal or arti-
ficial) languages have made an account of metaphor an
important criterion of adequacy for theories of language.
The limits of literality have similarly been felt in accounts
of science and cognition. Max Black’s (1962) seminal
work connecting the use of scientific models to
metaphors opened an area of inquiry now pursued by
psychologists and cognitive scientists as well as philoso-
phers of science. Some philosophers join questions of the
role of metaphor in science to debates concerning scien-
tific realism (Boyd, 1979; Hesse, 1970). The work ema-
nating from theories of language and theories of science
and cognition converge in concerns about meaning
change, computer modeling of discovery processes, lin-
guistic competencies, creativity, and religious discourse
(Soskice, 1985).

While many questions remain, a few issues have been
settled. The view of metaphor as an isolated word or
phrase that is an occasional, unsystematic, and deviant
phenomenon in language valued for its rhetorical force
but disdained for its ability to mislead or be used in place
of proper argument has been challenged. Metaphors have
come to be understood as syntactically complex (Black,
1962; Tirrell, 1991) attributions that may or may not be
grammatically deviant (Stern, 1985). In the tradition of I.
A. Richards (1936) and Black, metaphors are generally
taken to implicate entire conceptual domains or semantic
fields (Kittay, 1987) through which a metaphor is inter-
preted, extended, and even systematically integrated into
the language (Lakoff and Johnson, 1980). They either
exploit some similarity between the metaphorically used
term (the vehicle or source) and the concept spoken of
(the topic or target) or create or intimate a similarity.
While the similarity appealed to in earlier discussions
pertained to intrinsic properties or properties associated
with vehicle and topic, similarity has increasingly come to
mean a relational or structural similarity—akin to mod-
els and analogies—between the contexts or domains

(Black, 1962; Goodman, 1968) implicated in the
metaphor.

While earlier debates concerned metaphor’s cogni-
tive value, current debates accept its cognitive function
and ask if this function is properly assigned to
metaphoric meaning and whether it is a distinctive form
of cognition not reducible to other forms such as the
capacity to recognize similarity and make comparisons.
The outcome of the debate is important to the nature of
language, of thought, and of epistemic enterprises such as
science. If metaphors have meaning, then a theory of lan-
guage must explain how such meaning is determined,
and any account of mind in which linguistic capacity
plays a central role for cognition must similarly explain
how cognitive faculties make use of, and make possible,
metaphorical thought. Similarly, if the use of metaphori-
cal language in knowledge domains such as science is not
reducible to literal language, then we need metaphor in
order to understand and explain what is knowable. Fur-
thermore, if we need metaphor to access scientific knowl-
edge, as well as for aesthetic or evocative purposes, then
the domains such as art and religion may be more akin to
science—or related in more interesting ways—than we
have presumed (Fleischacker, 1994). But if metaphors
perform their cognitive function without generating a
distinctive meaning, then theories of language that are
based on literal language suffice; metaphoric contribu-
tions to cognition are assimilable to other, already under-
stood or accepted cognitive abilities; the cognitive role of
metaphor would be valuable only as heuristic (although,
in the case of combinatorially complex problems, the
heuristic contribution of metaphor itself may be irre-
placeable), and we maintain a clear delineation between
the scientific and the poetic.

The position propounding metaphoric meaning and
the cognitive irreducibility of metaphor was staked out by
Black and has been buttressed by arguments and evidence
gathered by philosophers of science, cognitive psycholo-
gists, philosophers of language, and linguists. However,
the parsimony of the opposing position, and its elegant
articulation by Donald Davidson (1978), continues to
make it attractive, despite the counterintuitive claim that
metaphors have no meaning and the weighty evidence of
metaphor’s importance in all cognitive endeavors.

Philosophers claiming that metaphors have meaning
generally begin by accepting some version of the interac-
tion theory of metaphor but have utilized the resources of
many different semantic theories (e.g., possible-world
semantics [Bergman, 1982; Hintikka and Sandu, 1994],
semantic-field theory [Kittay, 1987], cognitive semantics
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[Gibbs, 1994; Lakoff and Johnson, 1980; Sweetser, 1990],
a componential semantics [Levin, 1977], a Wittgenstein-
ian semantic, and David Kaplan’s semantics for demon-
stratives [Stern, 1985]). Some use speech-act theory,
claiming that metaphors are a feature of speaker meaning
rather than sentence meaning (Searle, 1981) or that
metaphors are, in the end, elliptical similes after all
(Fogelin, 1988).

Newer comparison theories, versions of the theory
that metaphors are elliptic similes or implicit compar-
isons and so do not have a distinctive meaning, explore
the notion of figurative rather than literal similarity
(Glucks and Keysar, 1990; Ortony, 1979). Some of these
approaches offer a causal theory, opposing it to a seman-
tic theory, claiming that metaphors cause us to make
comparison by “intimating similarities” and have a causal
effect of creating intimacy among speaker and listener
(Cohen, 1978; Cooper, 1986). Questions remain concern-
ing the relation between metaphor and literal language
(e.g., Can the distinction be drawn in a clear fashion? Is
the interpretative process the same or different? Is lan-
guage originally metaphorical or literal?) and other non-
literal languages (see Hintikka and Sandu, 1994;
Jakobson, 1960).

The importance of metaphor in science was stressed
by Mary Hesse (1970), who developed the understand-
ings of metaphors as systematic analogies in which the
“neutral”—that is, unexplored analogical relations—pro-
vide a distinctive source for predictive claims. Dedre Gen-
tner (1982), a cognitive psychologist, along with her
associates has identified features, such as systematicity
and higher-order relations, that make some metaphors
more productive for cognitive purposes than others.

Noting the affinity between metaphor and analogy
has permitted a number of researchers in philosophy and
psychology to make headway with computational
approaches to metaphor—a promising tool for testing
theories of metaphor and for understanding the extent to
which accounts of metaphor are amenable to formal and
precise accounts (Holyoak and Thagard, 1989; Steinhart
and Kittay, 1994). Making use of advances in our under-
standing of metaphor, theorists have explored the role of
metaphor in creativity, in language acquisition and con-
cept formation, and in both the consolidation and the
breakdown of habituated patterns of thought such as cul-
tural prejudice. These latter developments (which have
especially been taken up by feminist philosophers and
other social critics) bring the question of the cognitive
role of metaphor full circle, reconnecting it to its rhetor-
ical force.

METAPHOR

See also Aesthetics, History of; Aesthetics, Problems of;
Black, Max; Cognitive Science; Davidson, Donald;
Goodman, Nelson; Hintikka, Jaako; Kaplan, David;
Philosophy of Language; Philosophy of Religion; Phi-
losophy of Science, History of; Philosophy of Science,
Problems of.
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METAPHOR [ADDENDUM]

This addendum confines itself to general accounts of the
nature of verbal metaphor, setting aside work on such
more specialized questions as whether metaphors are
paraphrasable and such more general and speculative
questions as whether the nonverbal arts provide convinc-
ing examples of nonverbal metaphor.

SEMANTIC TWIST THEORIES

Semantic twist theories follow Beardsley in holding that a
metaphor is a sentence in which a relation of tension or
incongruity obtains among the standing meanings of its
constituent words and phrases, a tension which is relieved
when some of these meanings (those of what Max Black
called the focus) change or “twist” so as to come into har-
mony with the others (those of the frame). Semantic twist
theories have been devised to fit many different concep-
tions of meaning and of verbal incongruity (Kittay 1989,
Ricoeur 1979, Skulsky 1992). Such theories have trouble
accounting for sentences one takes to be metaphors
despite the availability of a completely apt and pertinent
literal reading, sentences one might call twice-apt. An
example is the joke epitaph a friend composed for
Thomas Hobbes: This is the true philosopher’s stone.

PRAGMATIC TWIST THEORIES

Pragmatic twist theories (Grice 1989, Searle 1979, Sper-
ber and Wilson 1985/6) hold that when we indulge in
metaphor, we use words and phrases with their standard
literal meanings to say one thing, yet we are taken to
mean—taken as intending to convey—something else. To
put it another way, our sentence as used by us means one

thing, we in using it mean something else—where both
“things” are straightforwardly propositional in character.
Only by attributing some special meaning to us can lis-
teners portray our utterance as an intelligible, cooperative
contribution to a shared conversational enterprise.
Metaphor becomes a mode of overt insinuation, akin to
conversational implicature, loose talk, and indirect
speech acts. (Theories of this second kind likewise have
difficulty accounting for twice-aptness.)

COMPARATIVISM

A new and more robust form of comparison theory
(Fogelin 1988) holds that a metaphor “A is (a) B” is an
elliptically presented comparison of its primary subject
(A) to its secondary subject (B, or Bs in general), where
this comparison is to be taken in a distinctively figurative
manner, as a simile. Whether one takes it literally or figu-
ratively, a comparison “A is like (a) B” is true just in case
A shares sufficiently many of (a) B’s most salient proper-
ties. Understanding metaphor becomes a matter of iden-
tifying a distinctively figurative way of deciding which
properties of (a) B count as salient for present conversa-
tional purposes and how many of them count as suffi-
ciently many.

BRUTE FORCE THEORIES

Brute force theories (Davidson 1984, White 1996) hold
that in metaphor no words go missing and neither words
nor speakers mean anything out of the ordinary. Instead,
an utterance that would otherwise be pointless or unac-
countable produces what Richard Moran (1989) calls a
“framing effect”: listeners are induced to view or consider
or experience a primary subject A in a special light
afforded by the sheer mention, in the midst of a discourse
devoted to A, of the secondary subject B.

CONCEPTUAL THEORIES

Conceptual theories (Lakoff 1993, Fauconnier and
Turner 2002) hold that verbal metaphor is a manifesta-
tion of pervasive modes of thinking wherein people
“map” one conceptual domain (e.g., love affairs with their
successive stages) onto another (e.g., journeys with their
successive stops) or “blend” the systems of terms in which
they conceive two different domains.

SEMANTIC ACCOUNTS

An assortment of recent semantic theories (Stern 2000,
Walton 1993, Hills 1997) rehabilitate metaphorical truth
and metaphorical sentence content outside the confines
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of verbal opposition theories by drawing on more general
accounts of pretense, presupposition, and demonstrative
thought.

See also Beardsley, Monroe C.; Black, Max; Events in
Semantic Theory; Hobbes, Thomas; Presupposition;
Semantics.
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METAPHYSICS

Physics is the scientific investigation of the fundamental
nature of physical being. Metaphysics—at least within
that tradition that traces itself back to Aristotle’s epony-
mous treatise—is the philosophical investigation of the
even more fundamental nature of being as such. Meta-
physics is concerned with the contours of the categories
of entity postulated or presupposed by any possible,
acceptable, account of the world, whether of the physical
world or of any other aspect of the world. The task of
metaphysics is to lay out a complete, coherent ontology,
embracing all that is necessary to capture the correct
account of the world in any of the special inquiries—
whether they be empirical, mathematical, modal, or
moral.

THE CHANGING METHODS OF
METAPHYSICS

Traditionally, metaphysics was practiced as a top-down, a
priori discipline, with Euclidean geometry as its model.
The metaphysician begins with self-evident principles of
a highly general nature, together with appropriate defini-
tions, and proceeds to draw out the necessary conse-
quences.

This approach is clearly exemplified in the work of
two prominent eighteenth-century metaphysicians, Got-
tfried Wilhelm Leibniz and Benedict (Baruch) de Spin-
oza. Leibniz spun metaphysical gold out of the dross of
the principles of noncontradiction and sufficient reason:
His entire Monadology (1965), replete with an infinite
collection of possible worlds, with the actual world (the
best of all possible worlds) consisting of a myriad of
mutually reflecting, simple, mind-like substances. Spin-
oza was even more self-consciously imitating Euclid, but
his conclusions are almost diametrically opposed to those
of Leibniz. Spinoza’s ontology comprises exactly one sub-
stance (God-or-Nature), of which the mental and the
physical realms are two aspects, and everything about the
one Substance is absolutely necessary—only the actual is
really possible.

In the light of its lofty aim, the conflicting conclu-
sions of its practitioners, and their exaggerated claims to
have achieved the aim with completeness and certainty, it
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is perhaps unsurprising that the discipline of meta-
physics, so practiced, has been regularly contested.
Empiricists, led by David Hume, have often attacked a
priori metaphysics, contrasting its lackluster or conflict-
ing results with the astonishing successes of empirical sci-
ences, on the one hand, and of mathematics on the other.

At the end of the eighteenth century, Immanuel
Kant, in response to Hume’s critique, attempted a partial
vindication of a priori metaphysics. According to Kant,
metaphysics can play a legitimate role as handmaid to sci-
ence and a less straightforward role in upholding ethics.
Through an analysis of the cognitive needs of thinking,
sensing beings, it can establish the presuppositions of
Newtonianism—FEuclidean space, absolute time, deter-
ministic causation, and enduring interacting substances
obeying conservation laws. In addition, if a metaphysical
hypothesis—the existence of God or the freedom of the
will—is required for the smooth and effective operation
of morality, then that may be legitimately adopted as
though it were true, as a postulate of practical rationality.
Kant’s compromise evidently failed to rein in the meta-
physical spirit, his work unleashing a century’s worth of
metaphysical system-building in an increasingly prob-
lematic idealist tradition.

In the late nineteenth century, the appetite for ideal-
ist metaphysics began to fade. A realist assault on this tra-
dition was launched by Alexius Meinong, Bertrand
Russell, Gottlob Frege, and George Moore, and their style
of argumentation, as much as the content of their con-
clusions, was influential in shaping the twentieth cen-
tury’s more circumspect approach to metaphysics. Rather
more radically a group of scientifically minded
thinkers—inspired by Ludwig Wittgenstein’s Tractatus
(1922), rallying under the banner of Logical Positivism
and brandishing a verificationist criterion of meaning—
declared all metaphysical discourse completely meaning-
less. They argued that sentences that cannot be either
verified by observation or proven by pure logic and are
not merely beyond our knowing but are strictly speaking,
meaningless. Echoing Hume, they denied any legitimate
space for metaphysics between a posteriori science and a
priori logic. The shortcomings of Logical Positivism were
rapidly exposed (mostly by its adherents and fellow
empiricists such as Karl Popper), but its offspring—ordi-
nary language philosophy—cast over the metaphysical
enterprise a pall that did not lift until the 1960s. Meta-
physics, cautiously revived by heirs of both movements
(albeit with notable differences in methodology detailed
below), is once again a flourishing discipline in the early
twenty-first century.

Contemporary metaphysics is characterized by a
bottom-up approach rather than the traditional top-
down approach. The contemporary metaphysician begins
with a problem or puzzle, often generated by some basic
data or the consequences of such data. The different
sources of this basic data characterize two broad tradi-
tions. One tradition—championed by Moore, mediated
midcentury by philosophers such as P. E Strawson,
Arthur Prior, and Roderick Chisholm and embraced by
contemporary philosophers such as Frank Jackson—
takes as prime data the deliverances of everyday discourse
and commonsense, so called “Moorean facts”: for exam-
ple, that I have two hands; that there is a piece of cheese
in my left hand and a stick of chalk in my right; that the
chalk and the cheese are distinct things; that cheese and
chalk have the same color, and so on.

A different tradition, traceable back through the
empiricists (such as Russell and Rudolph Carnap), medi-
ated by Willard Quine, and embraced by philosophers
such as John Smart, John Mackie, and David Armstrong,
is less impressed with commonsense data. It takes the
serious data to be constituted by the presuppositions and
deliverances of extraordinarily successful scientific theo-
ries: that there is no role for the flow of time in a funda-
mental account of the world; that the fundamental laws
are probabilistic rather than deterministic; that simul-
taneity is relative to motion; and that space—time may be
non-Euclidean. The presuppositions and deliverances of
the mathematical disciplines essential to science are also
treated as serious data: for example, that there numbers,
and an infinite class of such; that there are functions from
numbers to numbers and that the infinite class of such
functions is vastly bigger than the infinite class of num-
bers; that there can be no complete axiomatization of
mathematical truth, and so on.

The two traditions overlap, of course, as exemplified
in the work of prominent metaphysicians like David
Lewis. Lewis (1981, 1986) draws extensively on both
kinds of data, seeking an ontology compatible with and
explanatory of both. However, if that’s not possible, the
data from the sciences usually trump those of common-
sense.

To say that contemporary metaphysics is bottom-up
is not to saddle it with a crude inductivism—the falla-
cious inference of general theories from finite data. The
task of the contemporary metaphysician is not so much
to prove an ontology, either from high-level first princi-
ples or from lower-level data, as to propose an ontology to
accommodate and explain the data, to resolve apparent
conflicts by explaining away the appearance of such, or
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explain why the data are misleading. The methodology is
less like that of pure mathematics and more like that of
science—conjecture and refutation—with the difference
being the kind of data that require accommodation or
furnish a counterexample.

Given a finite amount of data, the number of poten-
tially adequate metaphysical theories seems limited only
by the imagination of practicing metaphysicians. To
decide between theories we need more than data accom-
modation. Metaphysicians typically subscribe to Occam’s
Razor—the injunction to refrain from multiplying enti-
ties beyond necessity. The Razor, read as an endorsement
of ontological abstemiousness, is sometimes considered a
license to slash entities without regard for a complemen-
tary principle—the injunction to refrain from eliminat-
ing entities that are necessary. Necessary for what? For
accommodating and explaining the data. The upshot of
these two principles is, then, that a theory must explain
the data; and, of two theories that both explain the data,
the theory with fewer ontic commitments is to be pre-
ferred.

So, we begin with a domain of discourse—such as
mind, or mathematics, or morality—and note that, on
the surface at least, it supplies data that posit or presup-
pose an ontology. Our ordinary mind-talk, for example,
presupposes mental states (experiences, thoughts, desires,
emotions) along with physical states, and a rich network
of causal interactions between them. Mathematics posits
numbers, classes, functions, spaces, and a rich array of
other abstract objects. Morality presupposes goods and
evils, rights and obligations, virtues and vices. But there is
often a problem with the entities posited or presupposed.
For example, if the mind is something over and above the
physical, how can it causally interact with the physical
without violating physical laws? And if it is difficult to
understand how the mind could affect physical states, it is
even more difficult to see how numbers, existing outside
space and time, could affect the mind. Whence, then, our
knowledge of numbers? Finally, a good would have to be
something the mere recognition of which would engage
the will, and nothing (some will aver) could do that. The
question arises, then, whether such things as minds,
numbers, and goods should be counted among the indis-
pensable building blocks of the universe. Is it coherent to
postulate them? Are they consistent with the rest of what
we know? And even if it is coherent, do we really need
them to accommodate the data? Can they be explained,
or explained away, in a complete, consistent account of
the world? Already with the posing of such seemingly
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unavoidable questions, the enterprise of metaphysics is
up and running.

A SPECTRUM OF METAPHYSICAL
APPROACHES

Whenever entities are posited to explain the data pro-
vided by some domain of discourse, three broad
responses, differing in ontological commitment, are pos-
sible. At one end of the spectrum we have realism, at the
other, antirealism; between, we have determinationism.
Each can be divided into two subcategories.

The realist with respect to a domain accepts both the
discourse and the data at face value; affirms the necessity
of the entities postulated to explain the data, and adds
that the entities really are basic—they are additional to
(or “over and above”) whatever else there may be. Realism
comes in two broad varieties. Transcendent realism
locates the posited entities outside the spatiotemporal,
causal order. By contrast, immanent realism locates the
entities within the spatiotemporal, causal order, typically
ascribing them an indispensable causal role.

Most realists about numbers and other abstract enti-
ties have been of the transcendent variety, but recently,
some number-realists have embraced immanence,
espousing a role for abstract entities in the causal net-
work. A transcendent realist theory of value is also usually
ascribed to Plato—with the Form of the Good, like all the
Forms, eternal and unchanging, existing “over and above”
the transient realm of particular contingent beings. It is
not hard to find naturalist theories of value that ascribe
them a causal role, but as we will see below, there is an
important sense in which naturalism about value is not
fully realist—it does not posit value “over and above” the
natural realm. A version of immanent value realism
holds, like Platonic realism, that value is real, that it is
something “over and above” the purely natural realm, but
adds that value plays a causal role with respect to the
motivational states of sensitive beings.

At the other end of the spectrum we have antireal-
ism. The antirealist repudiates the entities in question,
maintaining that the discourse that delivers the data is
fundamentally misleading. But the data can be mislead-
ing in one of two very different ways. The data are
recorded and delivered in what appear to be genuine,
truth-bearing (or assertoric) claims. What masquerades
as truth-bearing claims, however, might really be some-
thing else, and the nonassertoric antirealist says just that.
Rather than being truth-bearing assertions, they might be
expressions of desire, or moves in a language game, or
instruments in the derivation of genuinely truth-bearing
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assertions. In ethics, nonassertoric antirealism is noncog-
nitivism; in the philosophy of science, instrumentalism; in
the philosophy of math, formalism; in the philosophy of
mind, the intentional stance theory; and so on. Nonasser-
toric antirealism allows apparent reference to the pur-
ported entities while denying there are any such.

The assertoric antirealist, by contrast, accepts that
the discourse consists of genuine truth-bearing assertions
but rejects those assertions as untrue. In the metaphysics
of the mind, this constitutes eliminativism concerning the
entities. In the metaphysics of morality, it is known as the
error theory. An increasingly popular variant of assertoric
antirealism, especially with respect to abstract entities
such as numbers, is fictionalism. The fictionalist thinks
that the relevant claims are untrue but also thinks that
there is a point in continuing the discourse just as though
they were.

Between realism and antirealism lie a collection of
approaches that share a doctrine of determination. Like
the realist, the determinationist acknowledges the dis-
course and the data that suggest the disputed entities.
Like the antirealist, however, the determinationist denies
that the disputed entities are basic, holding that the truth
about the higher level is fully determined by the truth
about ontologically more fundamental entities. Determi-
nationism also comes in two varieties, reductive and
nonreductive. The reductionist holds either that the dis-
puted entities are reducible to more basic entities (entity
reduction) or that all the facts about the disputed entities
are reducible to facts about undisputed entities (fact
reduction).

A necessary and sufficient condition for entity edu-
cation is that the (apparently) higher-level entities are
identical to lower-level entities, that properties of the
reducible entities are identical to properties of the lower-
level entities, and consequently that truths about the
reducible entities turn out to be truths about the entities
to which they reduce. The reduced entities are nothing
but the lower-level entities to which they are reduced.
Thus, for example, logicism claims that numbers are
reducible to classes: The number zero, for example, is
simply identical to the empty class; the number one is
identical to the class of all singleton classes, and so on.
The identity theory of the mind claims that mental states
are identical to physical states of the brain. The ethical
naturalist claims that moral properties (such as the right-
ness of actions) are identical to natural properties (such
as maximizing expected happiness).

A classic example of reduction without entity reduc-
tion can be found in Russell’s justly famous theory of

descriptions. In his Principles of Mathematics, Russell
embraced Meinong’s theory of nonexistent objects: that
there are genuine objects—possibilia like the golden
mountain and the King of France, and impossibilia like
the round square—which have a range of features (the
golden mountain is made of gold) but which lack the cru-
cial feature of existence. In “On Denoting”—which set
the tone for twentieth century analytic philosophy—Rus-
sell repudiated this ontology by showing that phrases that
apparently denote such possibilia are not really denoting
phrases at all. They do not denote particulars, and they do
not denote anything else. Russell shows us a way of dis-
pensing with nonexistent objects, but unlike the elimina-
tivist, he does not repudiate the data or the discourse that
suggest them. Rather, he shows how to translate the data
into facts about properties. Nonexistents disappear from
Russell’s ontology theory, but the data that suggested
them are fully accommodated. This is a kind of reduction
without being a reduction of the problematic entities. It
is a reduction of the facts about the purported entities
while the entities are repudiated or “analyzed away.” Let’s
reserve the term fact reduction for those cases in which
every fact about some purported entities is equivalent to
a fact about some other entities; there is no entity reduc-
tion, and the purported entities are repudiated.

Finally, we have nonreductive determinationism,
which has gained considerable currency through the
notion of supervenience in philosophy of mind. All deter-
mination theories affirm that there can be no difference
in one kind of entity without a difference in another,
more basic kind. For example, a widely held view is that
there can be no difference in the moral without some dif-
ference in the natural. Another is that there can be no dif-
ference in the mental without some difference in the
physical. The higher-level entities are thus determined by
the lower-level entities. What is characteristic of a super-
venience theory as such is that it posits this determina-
tion, does not repudiate the higher-level entities, but also
denies the reducibility of the higher-level entities to the
lower-level entities.

Supervenience is naturally located between reduc-
tionism and realism. The supervenience theorist agrees
with the realist and the fact reductionist that the higher-
level entities cannot be reduced to the lower-level entities
but agrees with the entity reductionist that the higher-
level entities are not ontologically basic. There is thus a
sense (weaker than the reductionist sense) in which
supervening entities are “nothing over and above” the
basic entities, but there is also a sense in which the super-
vening entities, while falling short of the independently
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real, enjoy some kind of autonomy denied reducible enti-
ties.

Those sympathetic to physicalism (viz., there is
nothing over and above the physical) but skeptical that
mental state kinds are identical to physical state kinds are
attracted to the thesis of the nonreductive supervenience
of the mental. Those sympathetic to naturalism (viz.,
there is nothing over and above the purely natural) but
skeptical that moral properties are identical to natural
properties are attracted to the nonreductive superve-
nience of the moral on the natural.

Supervenience theories share considerable common
ground with emergence theories—lately enjoying some-
thing of a revival—and it is interesting that superve-
nience is popular in domains (such as philosophy of
mind and philosophy of biology) where emergence theo-
ries also seem a promising compromise between realism
and reductionism.

Whether or not there is logical space for nonreduc-
tive determinationism has not yet been satisfactorily set-
tled. Like other attempts to forge middle paths between
two clear alternatives, a supervenience theory embodies a
certain instability, suggesting to some that, in the end, the
supervenience advocate will either be forced to embrace
the reductionism eschewed or lapse into a form of real-
ism.

One particularly important determination theory is
worth singling out for special attention since it has played
a pivotal role in the history of metaphysics—namely,
determination by the mental (or mind-dependence).
Broadly speaking, this is idealism, and it is a perennially
attractive option—indeed, so attractive that idealism has
often been taken to be the rival to realism. Bishop George
Berkeley famously claimed that physical objects are noth-
ing but (are identical to) congeries of experiences. The
notorious problem of maintaining the intermittently
observed tree in the quad in uninterrupted existence led
Berkeley to posit an omniobserver, someone to keep a per-
petual eye on things. A different response to this problem
moves beyond actual experiences to various potential
experiences. Physical differences that go undetected may
be detectable by observers under suitable hypothetical
conditions. (If you were in the quad, or having in-the-
quad experiences, then you would have tree experiences.)
An idealist could add those conditional states to the
determination base. This move, from Berkeleian idealism
to phenomenalism, might be a move from entity reduc-
tion to fact reduction, or it might be a move from entity
reduction to supervenience. If physical objects “disap-
pear” in the final analysis leaving behind the truths that
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appear to be about them, then we have fact reduction. If
physical objects are not identified with anything else, ref-
erence to physical objects as genuine entities remains, and
the totality of facts about such objects is determined by
the actual and conditional facts about experiences, then
we have a version of supervenience.

Faced with the fact that actual minds have various
cognitive shortcomings, the idealist may also want to tidy
up both actual and potential mental states in various
ways. The physical facts are held to be determined not by
the actual mental states of existing observers but by the
mental states that ideal observers would have if they were
ideally placed. Hence, variations on the basic idealist
theme of mind dependence include positivism, ideal limit
theories of truth, and related accounts such as internal
realism. Many who regard Berkeleian idealism about the
physical world as deeply implausible have embraced some
version of idealism in other domains—with respect to
mathematical entities, theoretical entities, God, possibili-
ties, colors, values, and universals. This three-fold classifi-
cation helps explain why there is a certain amount of
confusion in debates about realism since antirealism and
nonrealism (the disjunction of antirealism and determi-
nationism) and are not usually defined or carefully dis-
tinguished.

A PROBLEM IN METAPHYSICS:
UNIVERSALS AND PARTICULARS

These patterns of opposition and compromise—realism
versus antirealism, with determination seeking a middle
way—have played out across the metaphy