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Rabies

An acute, encephalitic viral infection. In humans it
is almost invariably fatal. Human beings are infected
from the bite of a rabid animal, usually a dog. See
ANIMAL VIRUS.

Infectious agent. The virus is bullet-shaped with
a cylinder diameter of about 10 nanometers and
a length of about 210 nm. The nucleic acid is ri-
bonucleic acid (RNA). The virion is enveloped, cov-
ered with projections, and ether-sensitive. A group-
ing of rabies virus, together with vesicular stomati-
tis virus of cattle and certain viruses of fish, insects,
and plants, has been included under the name rhab-
dovirus group. Canine rabies can infect all warm-
blooded animals, and death usually results. Some an-
imals show chiefly paralytic signs, whereas others
manifest encephalitic hyperexcitability and vicious-
ness. However, the vampire bat may transmit virus
for months while apparently not infected, and in
other wild animals infection may take other courses
than the fatal encephalitis. The virus will grow in
chick embryos or in chick or mouse embryo tis-
sue cultures. Strains freshly isolated from dogs and
humans are called street virus; strains of altered
pathogenicity and a stable, shortened incubation pe-
riod, produced by serial passage in rabbit brains, are
called fixed. Except in bats, street virus invariably
produces cytoplasmic inclusion bodies (Negri bod-
ies) in infected nerve cells. See EMBRYONATED EGG
CULTURE; TISSUE CULTURE; VIRAL INCLUSION BODIES.

Pathogenesis. The virus is believed to move from
the saliva-infected wound through sensory nerves
to the central nervous system, multiply there with
destruction of brain cells, and thus produce en-
cephalitis, with severe excitement, throat spasm
upon swallowing (hence hydrophobia, or fear of
water), convulsions, and death—with paralysis
sometimes intervening before death.

Diagnosis. Diagnosis in the human is made by ob-
servation of Negri bodies in brains of animals in-

oculated with the person’s saliva, or in the per-
son’s brain after death. Diagnosis in dogs is essential
for guidance concerning human vaccination. A dog
which has bitten a person is isolated and watched for
10 days for signs of rabies; if none occur, rabies was
absent. If signs do appear, the animal is killed and
the brain examined for Negri bodies, or for rabies
antigen by testing with fluorescent antibodies. See
FLUORESCENCE MICROSCOPE.

Epidemiology. Rabies occurs throughout the
world. About 1000 cases of human rabies are
reported annually to the World Health Organization,
almost all from developing countries. Only rarely
are human cases reported in the United States,
but a reservoir is constantly present, as shown by
outbreaks in domestic and wild animals. In South
and Central America, vampire bats and fruit- and
insect-eating bats transmit the disease to cattle, and
occasionally to humans. Since bats may carry the
virus without becoming ill, they are important as a
constant source of infection for wildlife predators,
domestic animals, and human beings. In addition,
aerosol transmission of rabies by bat has been
proved, adding to the problem of rabies control,
especially among persons who explore caves which
are inhabited by bats.

Immunity and prevention. Individuals at high risk
must receive preventive immunization. If exposure is
believed to have been dangerous, postexposure pro-
phylaxis should be undertaken. The rabies virus may
remain latent in tissues for some time after being in-
troduced from a bite, but if antibody or immunogenic
vaccine is administered promptly, the virus can be
prevented from invading the central nervous system.
Passively administered antibody provides additional
time for a vaccine to stimulate active antibody pro-
duction before the central nervous system is invaded.

An inactivated rabies virus vaccine is available in
the United States. It is made from virus grown in
human or monkey cell cultures and is free from brain
proteins that were present in earlier Pasteur-type
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vaccines. This material is sufficiently antigenic that
only four to six doses of virus need be given to ob-
tain a substantial antibody response. An experimen-
tal recombinant virus oral vaccine, which consists of
vaccinia virus carrying the rabies surface glycopro-
tein gene, has successfully immunized animals, and
it should prove valuable in the immunization of both
wildlife reservoir species and domestic animals. See
BIOLOGICALS; VACCINATION.

Since 1960, one to five cases of human rabies have
occurred annually in the United States, but 20,000
to 30,000 persons require some treatment for possi-
ble bite-wound exposure each year. All bites should
immediately be cleaned thoroughly with soap and
water, and a tetanus shot should be considered. The
decision to administer rabies antibody, rabies vac-
cine, or both depends on four factors: the nature
of the biting animal; the existence of rabies in the
area; the manner of attack (provoked or unprovoked)
and the severity of the bite and contamination by
saliva of the animal; and recommendations by local
public health officials. See PUBLIC HEALTH.

Control. Isolated countries, such as Great Britain,
that have no indigenous rabies in wild animals can
establish quarantine procedures; imported domes-
ticated animals are quarantined for 6-12 months.
In countries where dog rabies exists, stray animals
should be destroyed, and vaccination of pet dogs
and cats should be mandatory. Where wildlife rabies
exists—and where contact between domestic ani-
mals, pets, and wildlife is inevitable—all domestic
animals and pets should be vaccinated, and the inci-
dence of rabies in wild animals should be continually
monitored.

Preexposure vaccination is desirable for all
persons who are at high risk of contact with rabid
animals, particularly veterinarians, animal care per-
sonnel, certain laboratory workers, and spelunkers.
Persons traveling to countries where rabies con-
trol programs for domestic animals are not optimal
should receive preexposure prophylaxis if they plan
to stay for more than 30 days. Persons who stay in
rabies-endemic areas for extended periods and who
are at risk of inapparent exposure to rabies or a
delay in postexposure prophylaxis should be advised
to have a booster vaccination every 2 years or to un-
dergo serum testing for rabies-neutralizing antibody
every 2 years. If the antibody titer is inadequate,
booster vaccination is advisable. Preexposure pro-
phylaxis does not, however, eliminate the need for
postexposure prophylaxis if exposure to rabies oc-
curs. Joseph L. Melnick

Bibliography. D. M. Knipe et al. (eds.), Field’s Virol-
ogy, 4thed., 2001; S. A. Plotkinetal. (eds.), Vaccines,
3d ed., 1999.

|
Raccoon

A member of the mammalian family Procyonidae,
along with ringtails, coatis, kinkajous, olingos, and
lesser pandas. These carnivores inhabit areas from
southern Canada to northern Argentina and Uruguay

Raccoon, a member of the family Procyonidae.

and have been introduced into Russia and Germany.
Only one species, Procyon lotor, inhabits North
America.

Morphology. The raccoon is a medium-sized, heav-
ily built, partially arboreal mammal with long, loose,
gray to almost black fur (see illustration). A white-
bordered black mask extends across the eyes and
down onto the cheeks. The foxlike head is broad
with a pointed muzzle, and the ears are prominent,
erect, and somewhat pointed. The moderately long,
well-haired tail is banded with five to seven black-
ish rings alternating with wider, lighter bands. The
plantigrade feet have naked smooth soles and five
very long digits, each of which possesses a nonre-
tractile claw. No webbing is present between the
toes. The “hands” are well adapted for grasping and
manipulating objects. The dental formula is I 3/3,
C 1/1,Pm 4/4, M 2/2 for a total of 40 teeth. Raccoons
have excellent senses of hearing, vision, smell, and
touch. See DENTITION.

Adult raccoons are 79.5-135 cm (31-53 in.) long,
including a 19-40 cm (7-16 in.) long tail. They stand
22.8-30.4 cm (9-12in.) at the shoulder and generally
weigh 3-10 kg (6-21 1b). Males tend to be 20 to
30% larger than females. Body size is correlated with
severity of the climate; raccoons with the smallest
overall body size are found in the subtropical Florida
Keys, and those with the largest body size are found
in areas with 100 or more days of snow cover.

Ecology. Raccoons prefer moist areas and are
found mainly in timbered swamps, on river bottoms,
along the banks of streams and lakes, and in coastal
salt marshes. These primarily nocturnal mammals are
excellent climbers, and they swim well, but not far or



often. Dens may be in hollow trees, hollow logs, old
stumps, burrows, muskrat houses, or in outbuildings
such as barns. Seasonal activity cycles vary with lati-
tude. Raccoons do not hibernate, although in north-
ern areas they may remain in a den for much of the
winter. Although normally a solitary species, com-
munal denning is common with up to 23 raccoons
having been reported in a single den.

Raccoons are opportunistic omnivores and feed
on a wide variety of plant and animal foods includ-
ing wild fruits, berries, acorns, shellfish, crustaceans,
frogs, fish, small mammals, reptiles, and birds.
Most male raccoons range over about 600 hectares
(1500 acres) annually. Female home ranges are
smaller and often overlap.

Mating and development. Mating in the United
States extends from December to August, with peaks
in February and March. Following an average ges-
tation of 63 days, the annual litter is born in April
or May. Litter sizes average 3 or 4, but range 1-7.
Newborn animals have blackish skin and are well
covered with yellowish-gray fur. Indistinct darker
areas show where the facial mask and tail rings will
appear prominently later. Weaning is completed at 3-
4 months of age. Mother and young remain together
into the late fall and often well into the winter. Sex-
ual maturation is attained at about 12-15 months,
but most raccoons do not mate until the following
year. The average life span is 2-3 years in the wild,
although some wild individuals have lived more than
12 years.

Threats. The activities of humans (hunting, trap-
ping, and automobiles) are the principal causes of
raccoon mortality. Though the demand for its pelt
has fluctuated, the raccoon has long been an impor-
tant fur species in North America. Foxes, bobcats,
hawks, owls, and snakes may prey on young rac-
coons. Distemper and rabies can temporarily reduce
populations.

Other species. Central and South American rac-
coons include the Tres Marias raccoon (P insularis)
which inhabits Maria Madre Island, Mexico; the Bar-
bados raccoon (P, gloveralleni) of Barbados; the crab-
eating raccoon (P cancrivorus) that ranges from
Costa Rica south to northern Argentina; the Cozumel
Island raccoon (P pygmaeus) of Cozumel Island, Yu-
catan, Mexico; the Guadeloupe raccoon (P minor)
of Guadeloupe; and P maynardi found on Nassau
Island in the Bahamas. Recent researchers feel that
the insular forms (P insularis, P gloveralleni, P pyg-
maeus, P minor, and P maynardi) are conspecific
with P, lotor. All of the insular forms are classified as
Endangered. The Barbados raccoon may be extinct.
See CARNIVORA; MAMMALIA. Donald W. Linzey

Bibliography. Grzimek’s Encyclopedia of Mam-
mals, McGraw-Hill, 1990; D. W. Linzey, The Mam-
mals of Virginia, McDonald & Woodward, 1998;
D. Mcdonald (ed.), The Encyclopedia of Mammals,
Andromeda Oxford Limited, 2001; R. M. Nowak,
Walker’s Mammals of the World, 6th ed., Johns
Hopkins University Press, 1999; J. O. Whitaker, Jr.
and W. J. Hamilton, Jr., Mammals of the Eastern
United States, 3d ed., Comstock Publishing Asso-

ciates, 1998; D. E. Wilson and S. Ruff (eds.), The
Smithsonian Book of North American Mammals,
Smithsonian Institution Press, 1999.
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Racemization

The formation of a racemate from a pure enantiomer.
Alternatively stated, racemization is the conversion
of one enantiomer into a 50:50 mixture of the two
enantiomers (+ and —, or R and S) of a substance.
Racemization is normally associated with the loss of
optical activity over a period of time since 50:50 mix-
tures of enantiomers are optically inactive. See OPTI-
CAL ACTIVITY.

Racemization is an energetically favored process
since it reflects a change from a more ordered to
a more random state. But the rate at which enan-
tiomers racemize is typically quite slow unless a
suitable mechanistic pathway is available, since
racemization usually, but not always, requires that a
chemical bond at the chiral center of an enantiomer
be broken. Racemization of enantiomers possessing
more than one chiral center requires that all chiral
centers of half of the molecules invert their configu-
rations. See ENTROPY.

Mechanisms. Of the several known racemization
mechanisms, those involving the temporary for-
mation of intermediates which possess reflection
symmetry are the most common. Depending upon
the substance and the conditions employed, the in-
termediate may be a free radical, carbocation, or
carbanion. The racemization of an alkyl halide in
the presence of a Lewis acid catalyst [reaction (1)]

R
\ ACl3 |
R—C—Cl
| 7 Drr
RU
Alkyl Carbocation
halide intermediate

AICI, ©

-AICl3 “

i
Cl—C—R’ (@))
\
RH
Tetrahedral
molecule

illustrates the intervention of a planar, hence achiral,
carbocation intermediate. Reversal of the ionization
or capture of the cation by a solvent molecule can
occur with equal probability to either side of the
planar intermediate which then reforms a molecule
of tetrahedral geometry. When equal numbers of
(R)- and (S)-enantiomers are present, racemization is
complete.

Chiral compounds with acidic hydrogens at the
chiral center are racemized by base with the
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intervention of carbanions [reaction (2)]. Delocal-
ization of the unshared electrons makes the enolate
intermediate planar. For carbanions for which delo-
calization is not possible, racemization takes place
because a nonplanar carbanion usually inverts its
configuration readily.

Racemization via free radicals is exemplified by
the chlorination of hydrocarbon which involves an
intermediate free radical mechanism [reaction (3)].
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The product is racemic. The ¢ in the struc-
tures stands for tertiary (as intertertiary butyl group)
and is a descriptor defining one of the isomers
of the butyl group (C4Hy). Heat can also cause
racemization without breaking bonds if it is possible
for a molecule to pass through a state which pos-
sesses reflection symmetry. For example, the chiral
biphenyl may be racemized thermally by rotation
about the central carbon-carbon bond. In this case
the benzene rings become coplanar in the transition
state [reaction (4)]. Nucleophilic displacement on
chiral alkylhalides may also lead to racemization
via symmetrical transition states if the displacing
ion is identical to the leaving ion [reaction (5)].
This type of change in configuration is known
as Walden inversion. See FREE RADICAL; ORGANIC
REACTION MECHANISM; REACTIVE INTERMEDIATES.

Significance. The observation and study of racem-
ization have important implications for the under-
standing of the mechanisms of chemical reactions
and for the synthesis and analysis of chiral natural
products such as peptides. Moreover, racemization
is of economic importance since it provides a way
of converting an unwanted enantiomer into a useful
one. Synthetic medicinal agents are often produced
industrially as racemates. After resolution and isola-
tion of the desired enantiomer, half of the product
would have to be discarded were it not for the pos-
sibility of racemizing the unwanted isomer and of
recycling the resultant racemate.

Inversion of configuration at some but not all chiral
centers in diastereomeric peptides and sugars does
not lead to total loss of configuration. This process,
while analogous to racemization, does not lead to
complete loss of optical activity. It is called epimer-
ization. Epimers are diastereomers which differ at
only one of several chiral centers. Epimerization of
amino acids in proteins takes place very slowly on
standing, and is used as a means of dating very
old protein samples (aminostratigraphy). See STERE-
OCHEMISTRY. Samuel H. Wilen

Bibliography. E.L.ElielandS. H. Wilen, Stereochem-
istry of Organic Compounds, 1994; D. Naspuri,
Stereochemistry of Organic Compounds: Principles
and Applications, 1991; M. Nogradi, Stereoselective
Syntbesis, 2d ed., 1994; E Vogtle and E. Weber (eds.),
Stereochemistry, 1984.
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Radar

An acronym for radio detection and ranging, the orig-
inal and basic function of radar. The name is applied
to both the technique and the equipment used. Radar
is a sensor; its purpose is to provide estimates of cer-
tain characteristics of its surroundings of interest to
a user, commonly the presence, position, and mo-
tion of aircraft, ships, or other vehicles in its vicinity.
In other uses, radars provide information about the
Earth’s surface (or that of other astronomical bodies)
or about meteorological conditions. To provide the
user with a full range of sensor capability, radars are
often used in combinations or with other elements
of the complete system.

Radar operates by transmitting electromagnetic
energy into the surroundings and detecting energy
reflected by objects. If a narrow beam of this en-
ergy is transmitted by the directive antenna, the di-
rection from which reflections come and hence the
bearing of the object may be estimated. The dis-
tance to the reflecting object is estimated by mea-
suring the period between the transmission of the
radar pulse and reception of the echo. In most radar
applications, this period will be very short since
electromagnetic energy travels with the velocity of
light.

Kinds of radar. Radar has so many valuable applica-
tions that the physical nature of radars varies greatly.
Familiar radars that are very small and compact in-
clude those used on small boats or in small aircraft
for navigation and safety and, even smaller, the hand-
held radars used for measurement of vehicle speed
or even that of a baseball pitch. See MARINE NAVIGA-
TION.

The largest radars cover acres of land, long arrays
of antennas all operating together to monitor the
flight of space vehicles and orbiting debris, an in-
creasing space-flight problem, and also to contribute
to radar astronomy. Other very large radars provide
coverage at substantial distances well beyond the
normal radar horizon; they monitor flight activity
and sea-surface conditions, contributing to both air-
traffic and meteorological interests. These radars are
very large because they must use longer-than-usual
radio wavelengths [those in the high-frequency (HF)
part of the radio spectrum, and not the much higher
microwave frequencies more common in radar] that
result in the ionospheric containment of the signal
for over-the-horizon operations; these longer wave-
lengths require very large antennas to form the nar-
row beams useful in the measurement of target
positions or the surface spot being observed. See
RADAR ASTRONOMY; SPACECRAFT GROUND INSTRU-
MENTATION.

More common in size are those radars at airports,
with rotating antennas 20-40 ft (6-12 m) wide, a
room or two of electronic equipment, and operator
consoles the size of a desk. Radars intended for mo-
bile use, particularly those in aircraft and in trucks,
buses, and automobiles, are quite compact and very
modular in construction, well adapted to fit into the
vehicle. See AIRBORNE RADAR.

Radars intended principally to determine the pres-
ence and position of reflecting targets in a region
around the radar are called search radars. Other
radars examine further the targets detected: exam-
ples are height finders with antennas that scan ver-
tically in the direction of an assigned target, and
tracking radars that are aimed continuously at an as-
signed target to obtain great accuracy in estimating
target motion. In some modern radars, these search
and track functions are combined, usually with some
computer control. Surveillance radar connotes oper-
ation of this sort, somewhat more than just search
alone. See SURVEILLANCE RADAR.

The development of quite complex and ver-
satile radars, computer-controlled, generally using

(a)

(b)

Fig. 1. Multifunction phased-array radars. (a) One of the
four planar faces of the radar of the AEGIS combat system,
which is in use on many U.S. cruisers and destroyers
(Lockheed Martin). (b) Pave Paws radar installation.
(Raytheon Company)

Radar
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phased-array antennas and called multifunction
radars, has been quite successful worldwide. Such
antennas (described below) require no physical
motion to position the radar beam, so various cov-
erage routines and modes of operation can be
scheduled with an efficiency and expediency un-
achievable in lesser radars. The U.S. Navy’s AEGIS
combat system features such a radar (Fig. 1a), as
does the Army’s Patriot missile system. Large land-
based multifunction phased-array radars include the
Cobra Dane (and variants) system and the Pave Paws
radars (Fig. 1b), which have contributed to United
States defense surveillance for several decades. Pave
Paws, as an example, used two array faces, each
72.5 ft (21.8 m) in diameter composed of approx-
imately 14,000 solid-state radiating elements, oper-
ating in the UHF frequency band. Many other na-
tions have now deployed such radars of various scale,
and developments continue in such systems for land-
based, shipboard, airborne, and space-based radars.
No longer are such multifunction radars a develop-
mental curiosity.

An important airborne multifunction radar that
uses mechanical rotation of its antenna in azimuth
and electronic beam positioning in elevation is the
Air Force’s S-band AWACS (Airborne Warning and
Control System) radar, the antenna of which is
mounted in a rotodome atop the aircraft (Fig. 2a).
The precision-built waveguide array (Fig. 2b) fea-
tures extremely low sidelobes, essential in almost any
airborne radar because of the strong ground echo at
all angles. New multimission military aircraft will in-
clude multifunction radars as an integral part of their
design. See MILITARY AIRCRAFT.

Very accurate tracking radars intended for use at
missile test sites or similar test ranges are called
instrumentation radars. Radars designed to detect
clouds and precipitation are called meteorological
or weather radars. Improved techniques in Doppler-
sensitive signal processing have enabled radars to
examine more precisely the motion of reflecting ob-
jects (windborne dust, insects, and precipitants, for
example) indicative of weather disturbances. Such
radars are used in critical places such as airports
where sudden wind shears (as from downdraft mi-
crobursts in the area) have threatened air safety.

Many weather radars also use microwave polarime-
try to examine the precipitants and characterize the
disturbance more accurately. See DOPPLER EFFECT;
DOPPLER RADAR; METEOROLOGICAL RADAR; STORM
DETECTION.

Airborne and spaceborne radars have been de-
veloped to perform ground mapping with extraor-
dinary resolution by special Doppler-sensitive pro-
cessing while the radar is moved over a substantial
distance. Such radars are called synthetic-aperture
radars (SARs) because of the very large virtual an-
tenna formed by the path covered while the pro-
cessing is performed. Interferometry can provide
topological information (3D SAR), and polarimetry
and other signal analysis can provide more informa-
tion on the nature of the surface (type of vegetation,
for example). See REMOTE SENSING; SYNTHETIC APER-
TURE RADAR (SAR).

Some radars have separate transmit and receive
antennas sometimes located miles apart. These are
called bistatic radars, the more conventional single-
antenna radar being monostatic. Some useful sys-
tems have no transmitter at all and are equipped
to measure, for radarlike purposes, signals from the
targets themselves. Such systems are often called
passive radars, but the terms “radiometers” or “sig-
nal intercept systems” are generally more appropri-
ate. Regular radars may, of course, occasionally be
operated in passive modes. Doing so helps locate
sources of interference, either deliberate (jamming)
or unintentional. Estimating the angle-of-arrival of
signal sources can be used to draw other sensors
(infrared sensors, for example; other active radars)
to those angles for further examination. Angle data
also contribute to triangulation processes (with sim-
ilar data from other sensors) to locate sources more
completely. The spectral data, showing perhaps the
less occupied frequencies, can be used in governing
regular radar operations somewhat adaptively. Pas-
sive radars (or modes) can be equipped to analyze
the signals being received to help identify targets by
association, a common data fusion process in mili-
tary systems particularly. See PASSIVE RADAR.

The terms “primary” and “secondary” are used to
describe, respectively, radars in which the signal re-
ceived is reflected by the target and radars in which

(b)

Fig. 2. Air Force AWACS (Airborne Warning and Control System) in use. (a) AN/APY-1 rotodome installed. (b) Precision-array

antenna of the AN/APY-1. (Northrop/Grumman Corp.)



the transmission causes a transponder (transmitter-
responder) carried aboard the target to transmit a
signal back to the radar. The Identification Friend or
Foe (IFF) system in both military and civil use is a sec-
ondary radar. See AIR-TRAFFIC CONTROL; ELECTRONIC
NAVIGATION SYSTEMS.

Fundamentals of operation. It is convenient to
consider radars as having four principal subsystems:
the transmitter, the antenna, the receiver (and sig-
nal processor), and the control and interface ap-
paratus.

The transmitter provides the radio-frequency (RF)
signal in sufficient strength (power) for the radar sen-
sitivity desired and sends it to the antenna, which
causes the signal to be radiated into space in a de-
sired direction. The signal propagates (radiates) in
space, and some of it is intercepted by reflecting (or
“scattering”) bodies. The part of the incident signal
that is backscattered returns to the radar antenna,
which collects it and routes it to the receiver (along
with all incoming signals) for appropriate signal pro-
cessing and detection. The presence of an echo of
the transmitted signal in the received signal reveals
the presence of a target. The echo is indicated by
a sudden rise in the output of the detector, which
produces a voltage (video) proportional to the sum
of the RF signals being received and the RF noise in-
herent in the receiver itself. The range to the target
is half the product of the speed of electromagnetic
propagation (3 x 10® m/s), and the time between
the transmission and the receipt of the echo. The
direction or bearing of the target is disclosed by the
direction to which the beam is pointed when an echo
is received.

In some radars, pulsing may be too rapid to per-
mit range determination by direct echo timing in
this unambiguous way. Such radars are said to em-
ploy higher pulse-repetition-frequency (prf) modes
of operation; the higher sampling rate is necessary
for clearly distinguishing moving targets from highly
reflective but nearly stationary backgrounds (clutter)
through the Doppler effect involved. Range determi-
nation then requires resolution of the ambiguities
in echo timing by using more than one such pulse
repetition frequency. Airborne radars are particularly
dependent upon such Doppler-sensitive modes of
operation.

Most radars indeed use pulses in their operation.
Those that do not are called continuous-wave (cCw)
radars. Some missile seekers, mostly interested only
in the direction to a target, are of this type; po-
lice radars interested only in the Doppler shift of
the echo for speed measurement are another exam-
ple. In pulsed radars (Fig. 3) with a transmitter of
the master-oscillator power-amplifier (MOPA) type,
the conversion of electrical power to transmitted
signal power takes place in a chain of amplifiers
of increasing power level, each controlled by the
modulator forming the radar pulse. In some sim-
pler radars, a single high-power oscillator may be
used with no further amplification. In newer high-
performance radars, the final stage of amplification
may be in transmit-receive modules in the antenna

structure itself, one such module at each element
of a large active array. See AMPLIFIER; CONTINUOUS-
‘WAVE RADAR; MODULATOR; OSCILLATOR; POWER AM-
PLIFIER; RADIO TRANSMITTER.

A duplexer permits the same antenna to be used
on both transmit and receive, and is equipped with
protective devices to block the very strong transmit
signal from going to the sensitive receiver and damag-
ing it. The antenna forms a beam, usually quite direc-
tive, and, in the search example, rotates throughout
the region to be searched, or otherwise causes the
beam to be positioned as desired, perhaps without
mechanical motion, as in radars using a computer-
controlled phased-array antenna (Fig. 3b,0). In such
phased arrays, the duplexing function is generally
built into the feed system and phasing logic. See AN-
TENNA (ELECTROMAGNETISM).

Radars searching with mechanical antennas gen-
erally transmit several pulses (perhaps 20-40) as the
antenna scans past a target, whereas phased-array
radars may search with various “dwells,” sometimes
with just one transmission per beam position. The
use of several pulses allows a buildup of the echo
being received, a process called noncoherent or
video integration. Most radars are equipped with
low-noise RF preamplifiers to improve sensitivity.
The signal is then “mixed” with (multiplied by) a
local oscillator signal to produce a convenient
intermediate-frequency (IF) signal, commonly at 30
or 60 MHz; the same principle is used in all het-
erodyne radio receivers. The local oscillator signal,
kept offset from the transmit frequency by precisely
this intermediate frequency, is supplied by the trans-
mitter oscillators during reception. After other sig-
nificant signal processing in the IF circuitry (of a
digital nature in many newer radars), a detector pro-
duces a video signal, a voltage proportional to the
strength of the processed IF signal. This video can
be applied to a cathode-ray-tube (CRT) display so as
to form a proportionately bright spot (a blip), which
could be judged as resulting from a target echo. How-
ever, radars increasingly use artificial computerlike
displays based on computer analysis of the video. Au-
tomatic detection and automatic tracking (based on
a sequence of dwells) are typical of such data pro-
cessing, reports being displayed for radar operator
management and also made instantly available to the
user system. See CATHODE-RAY TUBE; ELECTRONIC
DISPLAY; HETERODYNE PRINCIPLE; MIXER; PREAMPLI-
FIER; RADIO RECEIVER.

The waveform of an elementary search radar con-
sists of a train of pulses. Duty factors (the ratio of
pulse width or transmit “on” time, to total time)
in such radars are typically 0.1 to 1.0%. With mod-
ern signal processing, much more complicated wave-
forms are often used, and with the advent of transis-
tors and other solid-state amplifiers, radar systems
have been developed with duty factors of 10 to
50%.

Radar carrier-frequency bands. Radar carrier fre-
quencies are broadly identified by a widely ac-
cepted nomenclature. The spectrum is divided into
bands (see table). In addition, some special-purpose
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Fig. 3. Block diagram of pulse radar. (a) Radar with a mechanically scanned antenna. (b) Radar with a phased-array antenna
for electronic scanning. Array feed structure includes transmit distribution, receive beam forming, duplexing, and
preamplification. (c) Radar with active phased array using transmit-receive modules at every element and digital beam
forming on receive.

radars are operated with laser transmitters at infrared
and near-optical frequencies. See LIDAR; RADIO SPEC-

TRUM ALLOCATIONS.

Propagation. There are several noteworthy charac-
teristics of the radar’s surroundings in terrestrial op-
eration. The charged layers of the ionosphere pres-
ent a highly refractive shell at radio frequencies well
below the microwave frequencies of most radars.
Consequently, over-the-horizon radars operate in the
10-MHz region to exploit this skip path. Further,

the Earth’s surface makes such an abrupt change of
medium that electromagnetic reflections take place.

In microwave radars these forward-scattered surface

reflections cause a “multipath” condition resulting
in the lobed interference structure seen in field
strength graphs of radar coverage (Fig. 4). These
lobes in the plane normal to the reflecting surface
result from the alternately constructive and destruc-
tive phase interference of the direct and the reflected
signals, varying with the elevation angle. When



Radar carrier-frequency bands
Band Nominal Representative

designation frequency range wavelength
HF 3-20 MHz 30 m at 10 MHz
VHF 30-300 MHz 3 mat 100 MHz
UHF 300-1000 MHz 1 m at 300 MHz
L 1.0-2.0 GHz 30 cm at 1 GHz
S 2.0-4.0 GHz 10 cm at 3 GHz
(¢} 4.0-8.0 GHz 5cmat 6 GHz
X 8.0-12.0 GHz 3cmat 10 GHz
Ky 12.0-18 GHz 2cmat 15 GHz
K 18-27 GHz 1.5 cm at 20 GHz
Ka 27-40 GHz 1 cm at 30 GHz
mm 40-300 GHz 0.3 cm at 100 GHz

terrain is not so reflective, the lobe structure is less
pronounced. Because there is always destructive in-
terference (giving minimum signal strength) at 0° el-
evation, there exists an inherent performance lim-
itation for very low flying targets, often said to fly
under the radar beam. Similarly, narrow-beam track-
ing radars have difficulty measuring the true eleva-
tion angle of low-angle targets when the beam grazes
the Earth’s surface and incurs multipath interference.
See INTERFERENCE OF WAVES; IONOSPHERE; RADIO-
‘WAVE PROPAGATION; REFLECTION OF ELECTROMAG-
NETIC RADIATION.

The atmosphere also acts as a lens since its di-
electric constant decreases with increasing altitude.
Consequently, microwave rays are bent downward
slightly, and the radar horizon is somewhat beyond
the visual. Under certain conditions defined as stan-
dard, the effect is such that if one were to draw the
Earth with a radius 4/3 its actual value, the refracted
rays would be bent back to straight lines.

Frequently, an atmospheric condition involving
a pronounced departure from the smoothly vary-
ing dielectric constant with altitude occurs, and a
superrefractive or ducting condition results with
low-altitude targets detected well beyond 4/3-Earth
predictions. The variation in such conditions over
time of day, season, geographic location, and local
weather makes reliable accounting for the pheno-
menon difficult. Attenuation of radar signals in the

antenna's"free-space’
vertical pattern

interference
lobes in

/ resulting
pattern

radar at
origin
(a) (b)

Fig. 4. Effect of a reflecting Earth surface on the radiation
pattern of an antenna. (a) Reflection nearly perfect.
(b) Reflection much reduced.

Earth’s atmosphere is due to both molecular absorp-
tion by resonant excitation of uncondensed gases
and scattering by particles such as dust or water-
droplets in fog and clouds. The attenuation due
to water vapor and to oxygen molecules is negli-
gible below the L-band and tolerable through the
X-band. The resonance peaks for these molecules
cause much more concern in choosing frequencies
in the millimeter region for special-purpose radars.
See ABSORPTION OF ELECTROMAGNETIC RADIATION.

Target characteristics. This discussion assumes
that targets of interest are vehicles such as air-
craft, trucks, ships, or spacecraft. Terrain features,
buildings, and vegetation are certainly of interest
to other (imaging) radars in which signal process-
ing addresses the reflectivity, polarimetric, and other
characteristics of such distributed targets. Targets
such as vehicles are composed of many scatterers
or reflecting surfaces, all of which contribute to the
whole reflection. The individual reflections add co-
herently (that is, with both constructive and destruc-
tive phase interference, depending on the many path
lengths involved) in composing the total reflection.
Consequently, over successive observations, the re-
flections will differ in magnitude if even the slight-
est repositioning of the scatterers occurs, or if a
different carrier frequency is employed. See COHE-
RENCE.

Such targets have been categorized by the statis-
tical nature of these fluctuations in echo strength;
the Swerling models (after Peter Swerling) serve as
a basis. Advances in more precise modeling of the
composition of targets, aided by computer analysis,
provide assistance to the designers of both radars and
aircraft (or other potential targets). A single average
value of a target’s radar cross section often suffices
for basic radar calculations, provided a statistical al-
lowance is made for the fluctuations. Some targets
are designed to have very little reflection back to
the radar; stealth aircraft and missiles are examples.
Others, however, may be designed to concentrate
the reflections back to the radar. For safety reasons,
small boats and aircraft are often equipped with small
corner reflectors of right-intersecting planes, so that
the radar signal is reflected back to the radar regard-
less of the direction from which it came, making the
radar return far larger and more visible to a search-
ing radar than would be the random reflections from
the target itself. These and other retrodirective reflec-
tors are available in various physical sizes and aid in
instrumentation, navigation, and search-and-rescue
situations.

The strength of the echo from complex targets,
then, is properly treated as a random variable. An
expected value (a mean value) might be used in el-
ementary performance calculations for radar. Radar
cross section is defined as a fictitious area which, if
intercepting the incident signal and reradiating
isotropically the signal intercepted, would return to
the radar the same strength echo that the real tar-
get returns. Radar cross sections of ships can be
in the thousands of square meters, of commercial
aircraft several tens of square meters, of smaller
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aircraft and missiles a few square meters, and of
deliberately stealthy aircraft a small fraction of a
square meter (perhaps about the same as a bird or
large insect). Retro-reflective aids to navigation can
have radar cross sections of tens or hundreds of
square meters, even though they are small in physical
size.

Noise. The detectability of a radar echo is deter-
mined by its strength relative to various competing
signals also causing a detector output. Among the
sources of such signals is the receiver itself. The
receiver produces RF and IF signals as a result
of thermal conditions (molecular agitation in the
components) and of the mixing process (unin-
tended constituents of the local oscillator signal, for
example).

A measure of the receiver’s noise production is
called its noise factor. In general terms, the noise
factor is the ratio of noise power at the output of
a network to the noise power that would have re-
sulted from the network simply acting on the noise
power at the input. The added noise of the net-
work itself causes a degradation in the signal-to-noise
ratio from input to output. It can be seen, then, thata
sensitive radar receiver might to good advantage use
a first stage of low noise factor but of considerable
gain, so that subsequent stages are provided with a
relatively strong signal (and noise) at their inputs,
their own noise production further degrading the
now-amplified signal-to-noise ratio very little. Noise
factor when expressed in decibels is more commonly
called noise figure. See ELECTRICAL NOISE.

Other noise sources can be external to the radar.
They include the Sun, other cosmic sources, the
Earth’s own surface, electromagnetic interference
from urban areas, and deliberately energized sources
intended to reduce the radar’s sensitivity (jam-
ming). See ELECTRICAL INTERFERENCE; ELECTRONIC
WARFARE; JAMMING; RADIO ASTRONOMY.

Clutter. While some radars are designed to exam-
ine land features and others, weather phenomena,
generally such radar returns are considered a nui-
sance, hindering the detection of targets of greater
interest (such as aircraft) and producing false alarms.
It is possible to state elementary formulas for the
power of such returns, but in general the simple ex-
pressions fail to account sufficiently for the statisti-
cal distribution of clutter backscatter encountered in
practice.

Several types of clutter have been carefully in-
vestigated. Surface clutter includes scattering from
the sea surface (for various sea-state conditions) and
from land surface (for various terrain types). Volume
clutter includes fog, clouds, rain, snow, and chaff (re-
flective threads deliberately dispersed in the air as a
radar countermeasure), and even birds and insects
have been taken into account. Clear-air turbulence
and thermal inversions can be reflective; these are
often called angels by radar users. See CLEAR-AIR TUR-
BULENCE.

In the radar bands, clutter backscatter generally
increases with increasing frequencies—in a given
amount of rain, the clutter power will be worse

for an X-band radar than for an L-band one. Radars
using frequencies below L-band are often called all-
weather radars. Radars at S-band and higher may use
high resolution (narrow beams, very short pulses) in
part to reduce the amount of clutter competing with
a target at any one time.

In addition to the strength of the backscatter, the
spread in frequency of clutter return is of concern in
radar design. Such spectral spread in the Doppler-
shifted return comes from turbulence among the
scatterers as experienced by a surface-based radar;
it is particularly severe in airborne radar because the
return from the Earth’s surface comes from all an-
gles (even through the sidelobes of the directive an-
tenna) while the aircraft moves. In signal processing
intended to suppress returns from presumed station-
ary clutter, this clutter spectrum is a major consid-
eration. Airborne radars generally feature modes of
pulse Doppler processing that are unnecessary in
most surface-based radars.

Detection process. Since a radar receiver is always
exposed to a background of noise (and possibly other
disturbance such as clutter, interference), the declar-
ing at some instant that a desired signal (a target
echo) is also present is clearly a probabilistic mat-
ter. The detection process is, in fact, a direct appli-
cation of hypothesis testing in which one must de-
cide whether the receiver’s output (the video) was
produced by the background only or by a target
echo in addition to the background (the two hypo-
theses).

There are, of course, two ways to err in such a pro-
cess: first, to declare a target to exist when none does
(a false alarm), and second, to fail to declare a target
when in fact one exists (a miss). Statistical methods
are used to quantify the probabilities of false alarm
and detection (the complement of miss). A useful re-
lationship, often used in very general radar analysis
and with certain simplifying assumptions about the
background and the target, is that a ratio of target
signal to average noise of about 13 decibels (13 dB,
a power ratio of 20:1) permits detection with
0.5 probability while maintaining a false alarm prob-
ability of just 107°. Since a typical radar might be
making about one million decisions per second
(resolution-dependent—here as if using a pulse
width of 1 microsecond), a threshold setting produc-
ing 107 false alarm probability would yield about
one false alarm each second, a rate perhaps quite
tolerable as an input to successive steps (multipulse
integration, confirmation) of the entire detection
process. An often misunderstood point in radar de-
sign is that this initial threshold should be as low as
possible—for as high a rate of false alarms as can be
tolerated—so that maximum possible sensitivity to
the desired signal is achieved.

Today, the detection process often uses computer
analysis of the receiver’s output in the radar’s con-
trol and interface subsystem, described more fully
later. In older radars with a human operator view-
ing a cathode-ray-tube (CRT) display of that output
(the video), the process is quite the same, even if
unwittingly so. When the operator makes receiver



and display adjustments so that the background is
just barely visible (minimally exciting the CRT), he
is actually adjusting the “threshold” relative to the
experienced background so that he would not likely
mistake a noise excursion for a target and yet be
reasonably likely to recognize a true echo causing a
bright spot, a “blip,” on the display. See CATHODE-
RAY TUBE.

In modern automatic detection, a threshold volt-
age is established based on a relatively large amount
of data by which the background—no matter how
composed of clutter, jamming, and noise—is esti-
mated. Detections are declared whenever the video
exceeds this threshold and some further criteria
are met (as with dwells of multiple transmissions).
Such automatic detection may promise no particular
improvement in basic sensitivity, but offers very con-
sistent performance and a greater capacity in dense
target situations than could be expected of human
decision making. Abrupt changes in the background
must be recognized in such automation and the
threshold adjusted to maintain a constant false alarm
rate (CFAR); this is perfectly analogous to human
operators tempering their declaring of targets when
they sense changes in the background shown on the
display.

In automated radar, then, an operator’s display will
likely show symbols and other computer-generated
indications of targets and local conditions useful for
his further action and overall management of the sys-
tem, but generally will not show the receiver’s video
output directly.

The advent of stealth targets (ones with very low
radar cross section) has prompted radar detection
methods that involve more than thresholding on sig-
nal strength. Processes involving polarimetric signa-
ture, greater Doppler dependence, and track behav-
ior estimation have been refined to accommodate
detection of target signals no stronger than the back-
ground present but differing from it in these other
ways.

Tracking. Many processes are used in radar sys-
tems to associate successive declared detections
(now called contacts or plots) to form a history and
a prediction of target motion, that is, to form its
track. Historically, such processing was done rather
manually, on or near the radar display, showing the
tracks on a plotting board. Modern radars use com-
puters to form such tracks by associating the con-
tacts into probable sequences, that is, the tracks.
In dense target environments the association pro-
cess itself is a challenge. Methods of accounting for
measurement accuracy, the quality (strength) of each
contact, the localized history of successful and failed
associations (indicating local confusing clutter con-
ditions or the like), and very probabilistic analysis
involving multiple associations as multiple hypothe-
ses (until untrue pairings naturally fail) have all been
explored to help in this important step. After asso-
ciation, the track is formed using mathematical algo-
rithms for estimating course and speed (the velocity
vector) which are called filters; the process is called
smoothing. In automated radars that use regularly

scanning antennas, this processing is called track-
while-scan; in multifunction phased-array radars, it
is called sampled-data-tracking since track updating
can be scheduled quite independently of the search
mode. Adaptive tracking refers usually to using track
filters in which some of the terms can be adjusted
to the behavior of either the track or the radar it-
self being experienced. Sometimes multiple radars
(or other sensors) share a common field of view
and separately generated contacts are used to form
a single set of tracks; this is called integrated auto-
matic tracking, a form of data fusion. See ESTIMATION
THEORY.

Radars have been built that are dedicated to track-
ing just one target but to do so very accurately
(Fig. 5). In these radars a dish antenna is steered to
the direction of a known target. Such a designation
may have come from a search radar, and the track-
ing radar may have to perform a small local search in
order to acquire the target. After acquisition, a con-
tinuous stream of contacts results and is used to keep
the antenna steered to the target. The dish antenna
produces a beam narrow in both horizontal and ver-
tical angles (a pencil beam). If this beam is scanned
in a very small cone around the target’s presumed di-
rection, the amplitude and phasing of the resulting
modulations of the returns can be detected and used

Fig. 5. AN/FPS-16 tracking radar, a very accurate monopulse radar, operating in the
C-band, installed at more than 50 sites around the world. (RCA Corp.)
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to drive the motors that control the position of the
antenna.

In these con-scan trackers, usually only the feed-
horn in front of the dish is caused to nutate; the
whole dish and feed assembly is repositioned by the
director. The final estimate of the target’s angle is
made by sensing the director’s position; the inertia
due to its mass acts as a smoothing filter in the track
estimate.

Another technique used in such tracking radars
is monopulse angle measurement, in which multi-
ple beams are generated by a cluster of feedhorns in
a conventional antenna or by special beam-forming
networks in phased arrays. A sequence of trans-
missions is not required, as it is in conical scan-
ning, and fine angle measurement can be made on
each transmission. While a tracking radar with a me-
chanical antenna (such as used in instrumentation
radars and in missile guidance and gunfire control
systems) dwells continuously on just one target,
phased arrays permit scheduling of track dwells only
as required to maintain a specified accuracy, and do
so on dozens of targets at a time. See MONOPULSE
RADAR.

Composition of radar systems. It is convenient to
discuss radar systems in terms of four principal sub-
systems, namely the transmitter, the antenna, the re-
ceiver and signal processor, and the control and in-
terface apparatus (likely including a display of some
sort).

Transmitter. The transmitter converts electrical
power (as from a motor-generator set or a utility
system) to electromagnetic power at the carrier fre-
quency and in the waveform desired. The three
principal components of a transmitter are the power
supply, the modulator, and the RF devices. The
power supply changes the utility electrical power
to the levels and type of electrical power needed
by the particular transmitter, the modulator applies
that power to the RF devices, and the RF devices
convert that applied electrical power to electromag-
netic power, the RF signal to be sent to the antenna
and radiated.

The main functions of power supplies are trans-
formation, rectification, and filtering. Step-up trans-
formers change the voltage levels of the input (or
prime) utility power to the high voltage required,
rectifiers change that power from alternating current
(ac) to direct current (dc) required by the RF de-
vices, and the filters smooth out the dc high voltage,
removing the ripples inherent in rectification. Radar
power supplies must also be well regulated, which
means that the voltage levels applied to the RF de-
vices must remain constant regardless of the power
being drawn by the various waveforms and modes
of operation involved. Transmitters using solid-state
amplification only (described below) will generally
not require the high voltages (often tens of kilovolts)
required for high-power vacuum tubes, but good reg-
ulation and the handling of higher total current (for
similar power levels) must be accommodated. See
ELECTRIC FILTER; ELECTRONIC POWER SUPPLY; RECTI-
FIER; RIPPLE VOLTAGE; TRANSFORMER.

Modulators act as switches to apply the power-
supply voltage to the RF devices during transmission.
Generally, vacuum tubes require bias-voltage modu-
lation whereas solid-state amplifiers do not. The tim-
ing (when to switch and for how long) is governed
by the waveform generator, often a part of the re-
ceiver equipment since the same waveform details
are required there during reception. Gas-filled switch
tubes (thyratrons, for example) were key in older
designs, whereas solid-state circuitry is used increas-
ingly in both modulators and power supplies today.
See GAS TUBE.

The RF devices in many radar transmitters are vac-
uum tubes that amplify the signal in multiple stages
(predriver, driver, and final stages, for example). Typ-
ical amplifiers are traveling-wave tubes, Klystrons,
and crossed-field amplifiers. The signal itself may be
formed by a master oscillator or a set of oscillators
constituting a frequency synthesizer, and then fed to
the amplifiers. The modulator applies to these tubes
the full cathode-anode voltage, or sometimes a lesser
voltage to a modulating grid, just as the RF signal
passes through, effecting the conversion of electri-
cal power to RF power. See KLYSTRON; MICROWAVE
TUBE; TRAVELING-WAVE TUBE; VACUUM TUBE.

The development of solid-state devices, generally
transistors, as amplifiers at microwave frequencies
has provided a design alternative to the use of large
high-power vacuum tubes, appealing in several ways.
Specifically, the power supply voltages required are
far lower (tens of volts) than the biases required for
the vacuum tubes, modulators of even that voltage
are generally not required (transistors are designed
to amplify only when fed an RF signal), and the prob-
ability of complete failure of the transmitter in the
field is much reduced.

At frequencies from UHF through L-band, the rela-
tively economic doped silicon compounds are com-
monly used as the semiconductor material, whereas
the more costly gallium-arsenide devices provide
higher power at frequencies above S-band. In either
case, power capability lessens with increasing fre-
quency, from perhaps 100 watts output per transis-
tor to only 10 watts or less over the frequency ranges
cited for each above. Therefore, thousands must
often be used to achieve useful radar powers. Also,
such amplifiers can handle an average power that is
a considerable fraction of their peak power capabil-
ity; hence, radar designers are led to consider modes
and waveforms with duty factors of 10% and more
(rather than the 0.1 to 1% duty usually associated
with vacuum tubes).

In using such a large number of parallel ampli-
fiers in high-power radar (small radars, of course,
need far less power transmitted, far fewer transis-
tor modules), two configurations prevail. In one, the
power from large assemblies of such amplifiers is
combined and the total power routed to the antenna
in a rather conventional waveguide (typically) trans-
mission line; in the other, such amplifiers are part of
transmit-receive modules, one at each radiating ele-
ment of an array-type antenna. This “active array” ap-
proach is mentioned again in the antenna discussion



below. See MICROWAVE SOLID-STATE DEVICES; TRAN-
SISTOR.

Much simpler radar transmitters are also in wide
use, in which a single oscillator (such as a mag-
netron) is used rather than an amplifier chain or
large assembly of transistors. The modulator supplies
a cathode-to-anode voltage pulse which causes an RF
signal to be generated. See MAGNETRON.

The transmitter subsystem, particularly a subsys-
tem that generates lethal high voltages, must include
many safety features. Transmitters also require very
involved cooling systems, since the overall power
conversion efficiency is generally quite low and
much damaging heat is generated.

Antenna. Of the four radar subsystems, the antenna
is the most visible and often the most indicative of the
nature of the radar. Antennas form the directive beam
being used and position it in space by either physi-
cal movement of the antenna or by purely electronic
means in an otherwise fixed structure. In the latter,
an array of many discrete radiating elements with
individual phase control is commonly used and is
called a phased array. Some antennas use mechanical
positioning in one dimension and electronic steer-
ing in another (for example, rotation in azimuth and
electronic steering in elevation).

Antennas for mechanical scan are often of the feed-
horn and reflector type; transmitter power is car-
ried to the antenna by waveguide (usually rectangu-
lar metal piping) through a duplexer (if the antenna
is used on both transmit and receive) and a rotary
joint to a radiating horn at the focus of a reflector.
The reflector (generally a parabolic section) forms
the directive beam for both transmit and receive.
The nature of the antenna’s pattern, containing both
the desired main beam and inescapable sidelobes in
every direction, is determined by the way the feed-
horn distributes power across the reflector’s aper-
ture; on receive, the same structure forms a pattern
of directional sensitivity, the receive beam (and its
sidelobes). Antennas designed for very low sidelobe
levels (even 40 dB or more below the main beam) are
avaluable part of modern radar. The design and man-
ufacture of such low sidelobe antennas, requiring
such care in the illuminating function across the aper-
ture, is greatly assisted by computer-aided methods.
See COMPUTER-AIDED DESIGN AND MANUFACTURING;
MICROWAVE OPTICS; WAVEGUIDE.

Optical properties are such that the beam formed
has a width inversely proportional to the dimension
of the illuminated aperture—the wider the antenna
(in units of wavelengths), the narrower the beam in
that dimension. A vertical fan beam is suitable for
two-dimensional (2D) search radar making estimates
of just the range and bearing of a target; such radars
use, then, oblong reflector shapes (Fig. 6). A hori-
zontally oriented fan beam might be used in a height-
finding radar; its antenna, pointed to the azimuth of
a designated target, nods vertically, scanning the nar-
row beam over the target to estimate its elevation
angle.

Three-dimensional (3D) radars measure azimuth,
elevation, and range as they rotate in azimuth, using

beams that are narrow in both angles (pencil beams).
Often, a stack of pencil beams (requiring separate
receivers) is used to measure elevation over a small
angle for each transmission, then the stack is repo-
sitioned vertically for the next transmission. Such
multibeam operation permits coverage and timing
that is much more limited in single-beam 3D radars.
Beams being narrow in both angles, these radars
are characterized by rather square or round antenna
shapes, equal in size in both dimensions.

Pencil beams are also used in precision tracking
radars, those with dish antennas. Both the conical
scanning technique and the multibeam monopulse
angle measurement technique were described in the
“Tracking” discussion earlier in this article.

Many radars use phased-array antennas, in which
the transmitter power is divided among many radi-
ating elements (possibly thousands) and in which
the phase of each element is controlled by a com-
puter (Fig. 7). In such a fixed-aperture antenna, the
beam can be steered in only microseconds from one
position to another many beam widths away. Con-
sequently a wide variety of dwell routines can be
implemented that are not at all constrained by me-
chanical rotation. Phased-array antennas are quite
complex and expensive; they are used, therefore,
only where great demand for very versatile opera-
tion exists. Phased arrays usually are designed to form
pencil beams since 3D operation and even precision
tracking are likely among the modes of operation in-
tended.

Some modern radars use active arrays, in which
the final stage of amplification of the transmitted sig-
nal takes place in transmit-receive modules located
at every radiating element. The transmit-receive

Fig. 6. AN/SPS-49 search radar antenna, which forms a
vertical fan beam for the two-dimensional L-band radar
widely used in the U.S. Navy. (Raytheon Co.)
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Fig. 7. Basic principle of electronic beam steering with a
phased array. Equipath feed is for transmit or receive. All
radiators radiate in essentially all forward directions. In
beam steering, signals add in phase in the direction shown
only if phase shifters are set to establish a phase increment
element-to-element to compensate exactly for the
path-length difference, I, shown.

modules may also contain duplexing circuitry and
perform receive preamplification and conversion to
intermediate frequency. If receive beam forming is
to be done digitally in a computer (Fig. 3¢) rather
than in microwave circuits (Fig. 3b), the modules
may contain the analog-to-digital converters as well.
Still further development of self-adaptive processes,
whereby the antenna’s pattern can be made inversely
proportional to directional sources of interference in
its field of view, is well under way. See ANALOG-TO-
DIGITAL CONVERTER.

Using rather narrow beams provides radars with
useful angular (and lateral or cross-range) resolu-
tion. The ability to separate closely spaced targets
is important in many radar applications, so the
maximum practical antenna size (producing the nar-
rowest practical beam width) often limits design. In
airborne and spaceborne radars, fine cross-range res-
olution can be achieved by processing the echoes
from the ground in a careful Doppler-sensitive way
while the aircraft or satellite moves over a con-
siderable path. The effect is somewhat like using
an antenna as long as that segment of the flight
path, perhaps a few hundred meters. This synthetic
aperture radar (SAR) technique is particularly valu-
able in imaging the Earth’s surface for both military
and civil purposes. See SYNTHETIC APERTURE RADAR
(SAR).

Receiver and signal processor. The signals collected by
the antenna are amplified in some radars (those with
RF preamplifiers), then converted to the IF for fur-
ther amplification and processing. Several parallel
channels of receivers may be necessary (for the sev-
eral beams in a stacked-beam radar or for the angle
error channels in a monopulse tracker, for example),
each requiring all the processing described here.

Many radars require a long pulse for the requisite
energy on each transmission, yet require the range
resolution of a short pulse. The effect in range reso-
lution of a very short pulse can be achieved by modu-
lating the long pulse with either frequency or phase
modulation so that it has the same bandwidth as the

very short pulse desired. Then, on receive, the wave-
form generator supplies a replica of the modulation
on the transmitted pulse to the receiver so that a
matched-filter action takes place in circuitry called
the pulse compressor to produce a narrow output
pulse.

In many radar applications it is desired to deter-
mine if returns are Doppler-shifted, that is, if cer-
tain returns are coming from radially moving targets
rather than from stationary clutter. At the microwave
frequencies, the Doppler shift is so slight, even for
rather high-speed targets, that it cannot be detected
on just one short pulse transmission. Instead, multi-
ple pulses must be used over an interval of time that
compares to a cycle (at least) of the Doppler shift. A
radar equipped to compare the phase of each echo
with the phase of the transmission, and then to see
if a consistent phase progression exists from pulse
to pulse (indicating that the range to the target is
changing) is called a “coherent” radar. A simple way
of processing such echoes is to compare the phase of
cach pulse to that of the previous one; this is what
a two-pulse canceller circuit does in a moving tar-
get indication (MTD) radar. More elaborate cancellers
may compare pulses in sets of three or more, with a
better shaping of the Doppler response function of
the process. More valuable (often) Doppler filtering
is achieved by processing the phase data from all the
pulses of a single coherent dwell, perhaps scores of
pulses. The process involves spectral analysis of that
set, wherein as many filters can be formed as there
are samples (pulses) and the resolution of the filters
(their width and separation in Doppler frequency,
roughly speaking) is equal to the reciprocal of the
time spanned by the coherent dwell (perhaps several
milliseconds). See MOVING-TARGET INDICATION.

The fine quantization and processing speeds of
modern computers permit these coherent processes
to be performed in computerlike circuitry after an
appropriate digitizing of the IF signal (as in paired
synchronous detection giving two scalar values of
the quadrature components of the signal). Most valu-
able is the process of digital Doppler filtering using
discrete and fast Fourier transform methods. Such
computer use has also prompted development of
adaptive processing wherein heavy clutter that is not
uniformly distributed in Doppler (as experienced in
airborne radar flying over certain terrain features)
can be more effectively countered in the Doppler
filtering. See FOURIER SERIES AND TRANSFORMS.

Pulse compression and Doppler processing are
both coherent processes since complex (amplitude
and phase) information is processed. Further steps
in the signal processing might now be noncoherent;
for example, angle estimation in monopulse radar
often uses just the amplitudes of signals in the par-
allel receiver channels involved. Following Doppler
filtering, the amplitude of the signal accumulated in
each filter becomes the observable upon which a
detection decision is to be made. In older radars,
this output might be the video voltage from a radio
detector circuit had the filtering been in analog
circuitry at the intermediate frequency. In modern
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Fig. 8. Cathode-ray-tube radar display formats. (a) Type P (plan position indication, or PPI). Range is measured radially from
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radar, the digital processing produces numeric val-
ues for that output; it is upon these values that the
interpretation of the output (to generate contacts, in
the search-radar context) is effected in the control
and interface apparatus. See SIGNAL PROCESSING.

Control and interface apparatus. In simple radars, the
operator may observe the output of an elementary
video-producing detector on one of several formats
on a cathode-ray-tube display. The most common for-
mat is the PPI (plan position indication), in which a
radial trace (the path of the cathode-ray-tube electron
beam exciting the phosphor) is synchronized to the
pulse repetition frequency, resulting in radar range
being displayed radially from the center (Fig. 8a),
and in which this trace is moved around the display,
linked electronically to the antenna rotation. The de-
tector output is applied to the intensity grid of the
cathode-ray tube so that a bright spot results when
a strong video voltage is produced by the detector.
The display circuitry may also superimpose upon the
radar video certain calibration pulses (range marks
and bearing lines, for example), maps of the local
terrain, or other symbols that are of importance in
the entire system of which the radar is a part.

Other analog displays are illustrated (Fig. 8b,0)
and, together with the PPI format, remain useful dis-
play formats for more automated radars. However,
such display is generally of computer-generated sym-
bols and data for operator awareness to manage the
system, rather than of receiver video for operator
performance of the detection process itself.

In the earlier discussion of the “Detection pro-
cess,” the fundamentals of constant false alarm rate
(CFAR) automatic detection were described. In the
“Tracking” discussion, the association and track fil-
tering processes were described. The computers and
attendant displays of this subsystem perform those
functions.

Another important part of the control and inter-
face apparatus, particularly in modern multifunction
radars, is the mode scheduler. The outputs of the
detection and tracking functions combined with ex-
ternal data provided to the radar (mission priorities,
dimensions of function-critical regions in the radar
surveillance space, information from other sensors
of the network, and so on) must feed into a con-
trol logic to produce a list of what next should be
done. That list must be prioritized and fed to a con-

trol apparatus to operate the radar itself. Further, this
scheduling must be done within the radar’s time and
energy constraints. Often such control is planned in
short time “modules,” planning periods of perhaps a
few tens of milliseconds, enough time for a dozen or
so radar dwells. The response time from a radar re-
sult being interpreted and a new action taken might
need to be a small fraction (a tenth) of a second—the
most critical loop-closure time in the various modes
of the radar will bear heavily upon the dimension-
ing of the time modules and the architecture of the
scheduler.

Finally, the monitoring of the state of the radar it-
self is an important function of this subsystem. Mod-
ernradars have, of necessity, much built-in test equip-
ment (BITE). There may be a resource console where
data are collected from various monitoring points
throughout the radar equipment. In military radars,
this function is further burdened with battle damage
assessment and the direction of compensating mea-
sures if further operation is possible. This function
may include conducting readiness tests from time to
time. Internal test target stimuli are affected and re-
sults analyzed for assuring acceptable performance.
Physical maintenance procedures can be based on
these results.

Less sophisticated testing of radars (and certainly
of those with less BITE than described above) is
still carried out by trained technicians in the field. A
rather fundamental measure of a radar’s state is called
the performance factor, the ratio of the power out-
put of a radar’s transmitter and the minimum discern-
able signal (MDS) of its receiver. For example, a radar
with transmitter power (pulse power) of 1 megawatt
and an MDS of 10~'% watt (an MDS of —140 dBw or
—110 dBm —110 decibels below a milliwatt) has a
performance factor of 200 dB (that is, of 10%%). A
convenient way to test for this value is built into
many radars; separate test equipment can be used in
others.

The “echo box” is familiar to all technicians who
have worked in the field with radar. It consists of
a resonant cavity into which can be fed a set frac-
tion of the transmitter’s power (by a directional cou-
pler built into the radar for this purpose). The well-
calibrated and decaying ringing of the resonating
pulse is fed into the receiver, where the receiver’s
response to it (at an appropriate test point) can be

Radar
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viewed on an oscilloscope. The length of time after
the pulse that the ringing remains visible above the
receiver noise background is a direct measure of
the radar’s performance factor. Some echo boxes are
equipped with precise tuning and a power meter in-
side the cavity so that a more careful spectral analysis
of the transmitter’s performance can be made across
the radar’s operating band. Knowing the power level
also permits the receiver’s MDS to be determined.
These performance values differ day-to-day in ac-
tual radar operation, and this relatively simple diag-
nostic tool is helpful in keeping the radar working
well. Robert T. Hill
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Radar-absorbing materials

Materials that are designed to reduce the reflection of
electromagnetic radiation from a conducting surface
in the frequency range from approximately 100 MHz
to 100 GHz. The level of reduction that is achieved
varies from a few decibels to greater than 50 dB, re-
ducing the reflected energy by as much as 99.999%.

Theory. The reflection of electromagnetic radia-
tion from the surface of any material can be cal-
culated from Maxwell’s equations if the electromag-
netic properties are known. The relevant properties
are the magnetic permeability u,, and the dielectric
permitivitty ¢,,. Both u,, and ¢, may be expressed as
complex numbers, in which case the imaginary part
represents the magnetic loss or dielectric loss, re-
spectively. These parameters in turn define the char-
acteristic impedance Z,,, given by Eq. (1), and the
propagation coefficient y,,, given by Eq. (2) [where

Z, = [ Km oD
Em

27,

Ym = T\/ M Em @

A is the wavelength of the radiation and c is the speed
of light], which determine the reflection at the ma-
terial interface and the attenuation of the radiation
in the material, respectively. In the case of radar-
absorbing materials, the objective is to minimize the
reflection by matching the input impedance Z; of
the material layer to the characteristic impedance
Z, of free space. See ELECTRICAL IMPEDANCE; ELEC-

TROMAGNETIC RADIATION; MAGNETISM; MAXWELL’S
EQUATIONS; PERMITTIVITY.
Equation (3) gives the input impedance of a layer

Zi =2y tanh (ymd) (©)

of material of thickness d directly adjacent to a con-
ducting surface. The energy reflection coefficient is
given by expression (4). Zero reflection will occur

1—2,/2,\°
( 1+27,/7, ) @

in the case where Z; is equal to Z.

In the simple case where the attenuation in the
material is such that there is no reflected energy
from the conducting surface, the hyperbolic tangent
(tanh) function in Eq. (3) tends to unity, Z; equals Z,,,,
and the only reflection is at the free-space/material
interface. Zero reflection is obtained when the char-
acteristic impedance of the material and free space
are identical, which also implies that Eq. (5) is sat-

Hm Ko
Em &o

(6))

isfied. This condition must be met for u,, and ¢,, as
complex numbers. Since either pu,, or &,, must con-
tain an imaginary component in order to attenuate
the radiation, it necessarily follows that in this case
both u,, and ¢,, must be complex numbers with both
the real parts and imaginary parts in the same ratio
as the ratio of uy and &,. See ABSORPTION OF ELEC-
TROMAGNETIC RADIATION.

Design methods. In theory, this simple solution of-
fers the possibility of a perfect absorber. In practice,
materials have not been found which will give such
a good impedance match over an appreciable fre-
quency range. It is therefore necessary to adopt spe-
cific design methods to make practical absorbing ma-
terials.

Two methods have been widely adopted in order
to produce such absorbers. The first is to avoid a dis-
crete change of impedance at the material surface
by gradually varying the impedance. The removal
of the discontinuity at the surface allows the micro-
wave energy to be transmitted into the absorbing
medium without reflection. This transition from the
impedance of free space to that of the bulk mate-
rial is commonly achieved by a geometric profile.
The carbon-loaded foam pyramids used as the lin-
ing of anechoic chambers are typical of this type
of absorber. To produce such absorbers, it is neces-
sary in practice to taper the material over distances
which are large compared with the wavelength of
the frequencies to be absorbed. Therefore, practical
absorbers of this type giving greater than 20 dB ab-
sorption vary in thickness from about 0.8 in. (2 cm)
at 10 GHz and above to 6 ft (2 m) at 100 MHz and
above. Figure 1 shows the approximate level of ab-
sorption at normal incidence as a function of the
thickness of the material in wavelengths of the inci-
dent radiation. The absorber performance improves
with increasing thickness until the point is reached
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Fig. 1. Absorption of a thick, profiled lossy layer at normal

incidence as a function of the thickness of the material in
wavelengths of the incident radiation.

where all of the energy that enters the material is ab-
sorbed and only the front-face reflection is left. In the
example given, the front face reflection is —50 dB rel-
ative to a perfect reflector, which is a typical figure
for anechoic chamber material. While this type of
absorber is capable of producing a very high degree
of absorption over a broad bandwidth, it is at the
same time a relatively thick material. See ANECHOIC
CHAMBER.

The second method of absorber design produces
much thinner absorbing layers which are capable
of producing good absorption (>25 dB) with re-
stricted bandwidths. These materials achieve the ab-
sorption by a combination of attenuation within the
material and destructive interference at the interface.
The electromagnetic properties and the thickness
of the layer are such that the initial reflected wave
and the sum of the emergent rays (ey, e;, €3, and so
forth) resulting from the multiple reflections within
the material are equal in magnitude and opposite in
phase. The thickness of the layer is close to a quarter-
wavelength at the frequency of operation, giving a
1800 phase difference between the interface reflec-
tion and the emergent waves (Fig. 2). See INTERFER-
ENCE OF WAVES.

The characteristic impedance and the propagation
coefficient of the materials change with the angle of
incidence and polarization of the radiation on the
material surface. As a result, the input impedance of
the layer and hence the level of absorption are angle-
and polarization-dependent. The performance of a
typical quarter-wave absorber designed for normal
incidence is shown in Fig. 3. The absorption against

Radar-absorbing materials

frequency is shown when the electric field (£) vec-
tor is parallel and perpendicular to the plane of inci-
dence for a range of angles. See POLARIZED LIGHT.

It is possible to tune these materials to any de-
sired center frequency over most of the range from
100 MHz to 100 GHz. When the absorber is opti-
mized for an angle other than normal, it will gen-
erally be for only one polarization. While this type
of material intrinsically provides a relatively narrow
bandwidth frequency performance, it is also possible
to broaden the effective bandwidth by various tech-
niques such as multiple-layer absorbers. With two
layers of material it is possible to tune one absorber
to two different frequencies. By placing these two
frequencies appropriately, for example, within one

incident reflected  emergent
wave wave waves

.

‘e 62 "."‘63

.

- o

Fig. 2. Mode of operation of a lossy quarter-wave layer.
There is a mutual cancellation of the reflected wave and the
emergent waves e, e,, €3, and so forth.
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Fig. 3. Performance of a lossy quarter-wave layer designed
for optimum performance when the incident radiation is
normal to the surface as a function of frequency,
polarization, and angle of incidence. (a) Perpendicular
polarization. (b) Parallel polarization. Angles of incidence
are indicated.
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octave of each other, a broadband absorber is ob-
tained in practice.

Absorbers based on destructive interference can
also be made by placing a thin resistive layer one-
quarter of a wavelength from a conducting surface.
In this case, we consider the system in terms of ad-
mittance, which is the reciprocal of impedance. The
admittance of free space is 1/377 siemens, and that
of a quarter-wavelength space in front of a reflector
is zero. Therefore, a thin layer of resistance 377 ohms
spaced one-quarter wavelength from a reflector will
match the admittance of free space, and there will
be no reflection. The absorption characteristics with
frequency are similar to those shown in Fig. 3.

Uses. Microwave-absorbing materials are widely
used both within the electronics industry and for
defense purposes. Their uses can be classified into
three major areas: (1) for test purposes so that ac-
curate measurements can be made on microwave
equipment unaffected by spurious reflected signals
(the most common example is the anechoic cham-
ber); (2) to improve the performance of any prac-
tical microwave system by removing unwanted re-
flections which can occur if there is any conducting
material in the radiation path; and (3) to camouflage a
military target by reducing the reflected radar signal.
See ELECTRONIC WARFARE; MICROWAVE; MICROWAVE
MEASUREMENTS; REFLECTION OF ELECTROMAGNETIC
RADIATION. S. B. Morris
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Radar astronomy

A powerful astronomical technique that uses radar
echoes to furnish otherwise unavailable information
about bodies in the solar system. By comparing a
radar echo to the transmitted signal, information can
be obtained about the target’s size, shape, topogra-
phy, surface bulk density, spin vector, and orbital
elements, as well as the presence of satellites and
in certain situations the target’s mass and density.
While other astronomical techniques rely on passive
measurement of reflected sunlight or naturally emit-
ted radiation, the illumination used in radar astron-
omy is a coherent signal whose polarization and time
modulation or frequency modulation are tailored to
meet specific scientific objectives. Through measure-
ments of the distribution of echo power in time delay
or Doppler frequency, radar achieves spatial resolu-
tion of a planetary target despite the fact that the
radar beam is typically much larger than the angu-
lar extent of the target. This capability is particularly
valuable for asteroids and planetary satellites, which
appear as unresolved point sources through optical
telescopes. Moreover, the centimeter-to-meter wave-
lengths used in radar astronomy readily penetrate
cometary comas and the optically opaque clouds
that conceal Venus and Titan, and also permit de-
termination of near-surface roughness (abundance

of wavelength-scale rocks), bulk density, and metal
concentration in planetary regoliths. See ASTEROID;
SATELLITE (ASTRONOMY); SATURN; VENUS.

Telescopes. A radar telescope is essentially a radio
telescope equipped with a high-power transmitter
(a klystron vacuum-tube amplifier) and specialized
instrumentation that links the transmitter, low-noise
receiver, high-speed data-acquisition computer, and
antenna together in an integrated radar system. Plan-
etary radars, which must detect echoes from tar-
gets at distances from about 10° km (10° mi) for
closely approaching asteroids and comets to more
than 10° km (nearly 10° mi) for Saturn’s rings and
satellites, are the largest and most sensitive radars on
Earth. See KLYSTRON; RADIO TELESCOPE.

The two active planetary radar facilities are the
Arecibo (radar wavelengths of 13 and 70 cm) and
Goldstone (3.5 and 13 cm) instruments; for each,
the shorter wavelength provides the greater sensi-
tivity. The Arecibo radio-radar telescope in Puerto
Rico consists of a 305-m-diameter (1000-ft) fixed re-
flector, the surface of which is a section of a 265-m-
radius (870-ft) sphere. Movable feeds suspended
from a triangular platform 130 m (427 ft) above the
reflector can be aimed toward various positions on
the reflector, enabling the telescope, located at 18°N
latitude, to point up to 20° from the zenith. The
Goldstone radar in California is part of the National
Aeronautics and Space Administration’s Deep Space
Network. The Goldstone main antenna, DSS-14, is a
steerable, 70-m (230-ft) parabolic reflector with horn
feeds. Arecibo is the more sensitive of the two instru-
ments, with twice the range of Goldstone, but Gold-
stone can track targets continuously for much longer
periods and has access to the whole sky north of
—40° declination. Bistatic (two-station) experiments
employing transmission from DSS-14 and reception
of echoes at the 27-antenna Very Large Array (VLA)
in New Mexico have synthesized a beamwidth as
small as 0.24 second of arc, versus 2 minutes of arc
for single-dish observations with Arecibo or Gold-
stone. Bistatic experiments using DSS-14 transmis-
sions and reception of echoes at DSS-13, a 34-m
(112-ft) antenna 22 km (14 mi) away, have been
conducted on several very close targets. Bistatic
observations between Arecibo and Goldstone, or
using transmission from Arecibo or Goldstone and
reception at the 100-m (328-ft) Greenbank Tele-
scope (GBT) in West Virginia, have also proven very
powerful.

Techniques. A typical transmit-receive cycle con-
sists of signal transmission for a duration close to
the round-trip light time between the radar and the
target, that is, until the first echoes are about to re-
turn, followed by reception of echoes for a similar
duration. The target’s apparent radial motion intro-
duces a continuously changing Doppler shift into the
echoes. This shift is removed by continuously tuning
the instrument according to an ephemeris based on
an orbit calculated from optical (and perhaps radar)
astrometric observations. In continuous-wave obser-
vations, a nearly monochromatic signal is transmitted
and the distribution of echo power is measured as a
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Fig. 1. A model of the shape of near-Earth asteroid 4179 Toutatis based on radar delay-Doppler images. The 4.5-km-long
(2.8-mi) object has complex linear features as well as circular craterlike structures down to the ~34-m (112-ft) resolution
limit. The noncraterlike features may arise from complex interior configurations involving monolithic fragments with various
sizes and shapes, presumably due to collisions in various energy regimes. (R. S. Hudson, S. J. Ostro, and D. J. Scheeres,
High-resolution model of asteroid 4179 Toutatis, Icarus, 161:346-355, 2003)

function of frequency. The resultant echo spectrum
can be thought of as a one-dimensional image, or a
brightness scan across the target through a slit paral-
lel to the target’s apparent spin vector. See DOPPLER
EFFECT.

Range resolution can be obtained by using a coher-
ent pulsed continuous waveform, but in practice, be-
cause of engineering considerations associated with
klystrons, a pulsed waveform is simulated by encod-
ing a continuous-wave signal with a preset sequence
of 180° phase reversals. Fourier transformation of
time samples taken at the same position within each
of many successive range profiles yields the echo
power spectrum for the corresponding range cell on
the target. Spectral analysis of echoes from multiple
range cells yields a delay-Doppler image. If the tar-
get’s shape is known, it is a straightforward matter
to convert that image into a radar brightness map.
Heterogeneities in brightness can be introduced by
variations in large-scale surface tilts, small-scale
roughness, or surface bulk density. By measuring the
echo’s polarization state, the nature of the scattering
process and the severity of wavelength-scale rough-
ness near the surface can be deduced, thereby refin-
ing the interpretation of reflectivity measurements.
If the shape is unknown, as with asteroids and
comets, it can be estimated from delay-Doppler
images of the target in a variety of orientations
(Fig. 1). See FOURIER SERIES AND TRANSFORMS; PO-
LARIMETRY.

Observational results. Radar-detected planetary tar-
gets include the Moon, Mercury, Mars, Venus, Pho-
bos, the Galilean satellites, Saturn’s rings, Titan and
six other Saturnian satellites, nine comets, 95 main-
belt asteroids, and 169 near-Earth asteroids (includ-
ing 16 binaries and 95 potentially hazardous objects).
The radar signatures of these bodies are extraordinar-
ily diverse. For example, for each of the two most
basic radar properties (albedo and circular polar-
ization ratio), estimated values span two orders of
magnitude. See ALBEDO; BINARY ASTEROID; COMET;
JUPITER; MARS; MERCURY (PLANET).

Radar observations have revealed a metallic near-
Earth asteroid, the dumbbell shape and metallic com-
position of a large main-belt asteroid, and the pres-
ence of large-particle swarms (with particles at least
1 cm or 0.4 in. in diameter) around many comets
(including Halley’s Comet). Radar has discovered the

existence of contact binaries, binary systems, non-
principal-axis spin states, and near-Earth-asteroid ro-
tation periods ranging from minutes to weeks. Radar
also has achieved the first detection of the nongrav-
itational, thermal-recoil “Yarkovsky” acceleration of
an asteroid, using the measurement to estimate the
asteroid’s mass. Radar’s unique capabilities for trajec-
tory refinement and physical characterization give it
a natural role in predicting and preventing collisions
with small bodies.

Other radar experiments have disclosed the ex-
traordinary diversity of Mars’s surface at decimeter-
to-meter scales and have produced startling evidence
for radar-bright, probably icy, polar caps on Mercury.
Thirty years after the radar discovery of Venus’s slow
retrograde rotation, a radar instrument on the Venus-
orbiting Magellan spacecraft mapped almost all of
that planet’s surface with striking geologic clarity.
The first four-station radar interferometry assisted
selection of the landing sites for the Mars Explo-
ration Rovers, and a novel two-station radar speckle
displacement technique has produced ultraprecise
measurements of Mercury’s spin state that indicate a
liquid core.

Titan is the primary focus of the Cassini space-
craft, which went into orbit about Saturn in 2004.
Cassini’s radar instrument, a 13.8-GHz (2.2-cm) syn-
thetic aperture radar (SAR) imager, altimeter, scat-
terometer, and radiometer, is to operate during
around half of the 44 Titan flybys, covering about
a fifth of the surface with imaging resolution of
2 km (1.2 mi) or finer. Scatterometry observations

Fig. 2. A 150 x 250-km (90 x 150-mi) portion of Cassini’s
first synthetic aperture radar (SAR) image strip on Titan,
centered at 50°N, 82°W. The smallest details seen on the
image are about 300 m (1000 ft) across. (NASA/JPL)
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are to cover most of the surface, albeit at resolu-
tion no finer than tens of kilometers, and a limited
number of short altimetry tracks are to give regional
topographic information. See SYNTHETIC APERTURE
RADAR (SAR).

The first Titan radar images (Fig. 2) reveal a com-
plex surface with low relief and a wide variety of
surface features and terrains, including flows that
might be cryovolcanic and parallel linear features
that might be eolian or tectonic. Radar-bright sin-
uous channels and associated fanlike structures sug-
gest the presence of transported material with dif-
ferent radar properties. Dark patches are tentatively
identified as low-dielectric materials such as hydro-
carbon lakes, organic sludge, water ices, or ammonia
hydrates. The small number of features unambigu-
ously identified as craters strongly suggests a young,
geologically active surface, possibly modified as well
by deposition of atmospheric chemical products. See
PLANET; RADAR; SPACE PROBE. Steven J. Ostro
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Radar meteorology

The application of radar to the study of the at-
mosphere and to the observation and forecasting
of weather. Meteorological radars transmit electro-
magnetic waves at microwave and radio-wave fre-
quencies. Water and ice particles, inhomogeneities
in the radio refractive index associated with atmo-
spheric turbulence and humidity variations, insects,
and birds scatter radar waves. The backscattered en-
ergy received at the radar constitutes the returned
signal. Meteorologists use the amplitude, phase, and
polarization state of the backscattered energy to
deduce the location and intensity of precipitation,
the wind speed along the direction of the radar
beam, and precipitation type (for example, rain or
hail). See METEOROLOGICAL RADAR; RADAR; WEATHER
FORECASTING AND PREDICTION.

Echoes from atmosphere. Meteorological radars
normally transmit short pulses of energy. The sig-
nal received is the combination of electromagnetic
waves backscattered toward the radar by each scat-
tering element within the volume illuminated by a
pulse. If the scattering elements fill the beam, which
is normally true for meteorological applications, this
volume is determined from the angular beamwidth

6 and the pulse duration 7, and is givenby Eq. (1),

v = Zwoy M
4 2

where cis the speed of propagation of the waves and
R is the distance from the radar to the pulse volume.

If the beam width is 1°, the pulse duration 1 mi-
crosecond, and the range 50 km (30 mi), the scatter-
ing volume equals about 9 x 10’ m? (3.2 x 10? ft®).
For precipitation, the volume may contain more than
10" raindrops or ice particles. The contribution
of each scattering element in the volume adds in
phase to create the returned signal. The returned
signal fluctuates from one pulse to the next be-
cause the scattering elements move relative to one
another. For this reason, the returned signals from
many pulses are averaged to determine the average
received power, from which the intensity of the pre-
cipitation can be estimated. The pulse-to-pulse phase
change, due to the average motion of the scatter-
ing elements along the radar beam, is also used by
Doppler radars to determine air motion toward or
away from the radar. See DOPPLER RADAR.

The radar range equation for distributed targets
such as raindrops may be written as Eq. (2), where

P,G*)\?

P, = GnyRi Vi @

P, is the average received power, P, the transmitted
power, G the antenna gain, A the wavelength, R the
range, V the scattering volume, and 7 the reflectiv-
ity, which is assumed to be constant over the scatter-
ing volume. The radar cross section o of a spherical
water or ice particle whose diameter D is small com-
pared to the wavelength A is given by the Rayleigh
scattering law, Eq. (3), where |K] |2, a dimension-

b P
o = F|K|2D’ 3)

less factor that depends on the dielectric properties
of the particle, is approximately equal to 0.93 for
water and 0.21 forice. The radar reflectivity of clouds
and precipitation is obtained by summing the cross
sections of all the particles in the scattering volume
and is written as Eq. (4).

5
T
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The radar reflectivity factor Z is defined by
Eq. (5), wherethe summation is over the scattering

|4

z
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volume. It is customary to use cubic meters as the
unit for volume and to measure the particle diame-
ters in millimeters, so that Z has conventional units
of mm®m?. The radar reflectivity factor varies from
about 107> mm®/m? to 10 mm®m? in nonprecipitat-
ing clouds, upward to about 10° mm®/m? in rain, and
as high as 107 mm®%m? in large hail. In a mixture of
rain and clouds, the raindrops dominate the returned



signal because of the sixth-power weighting on di-
ameter. This is true even though the number of rain-
drops in a cubic meter—typically about 10°—is per-
haps 10> fewer than the number of cloud droplets.
The radar reflectivity factor Z is of significant mete-
orological importance because of its relationship to
the raindrop size distribution within the scattering
volume. In meteorological applications, the averaged
returned power is measured and converted to values
of Z using Eqs. (1)-(4). Since Z varies across many
orders of magnitude, a logarithmic scale, defined by
Eq. (6), is used to display the radar reflectivity factor.

VA4

Typical radar depictions of weather systems that ap-
pear in the media (Colorplate 1) display the radar
reflectivity factor in logarithmic units. Displays of
the radar reflectivity factor overlaid on maps quickly
allow the meteorologist to determine the location
and intensity of precipitation. The term “radar re-
flectivity factor” is often shortened to “reflectivity”
by meteorologists, although radar specialists reserve
this terminology for 1.

Raindrops, ice particles, and other objects are not
the only source of radar echoes. Reflections from the
optically transparent atmosphere can be observed by
sensitive radars. These echoes are associated with
spatial fluctuations in the atmospheric refractive
index created by turbulence in the presence of tem-
perature and humidity gradients. The clear-air radar
reflectivity produced by turbulent mixing is given
by Eq. (7), where C2 is a quantity that character-

5
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izes the strength of the refractive index irregular-
ities. The different dependence on wavelength in
Eq. (4) and Eq. (7) shows that the radar sensitivity to
turbulent scattering decreases at a much slower rate
with increasing wavelength than does the sensitivity
to scattering by small particles. The different wave-
length dependence is the reason why radars with
rather long wavelengths are favored for clear-air stud-
ies. The clear-air signal is important for retrieving air
motions in some Doppler radars.

The Doppler shift refers to a small change in fre-
quency of the returned signal associated with motion
of scattering elements toward or away from the radar.
Scattering elements move with the ambient wind.
In meteorological applications, measurement of this
small frequency shift provides an estimate of the
along-beam, or radial, wind component, from which
information about winds and other motions of inter-
est can be extracted. To obtain Doppler information
from a radar echo, the transmitted signal must have
suitable characteristics and special signal processing
must occur in the receiver. In particular, the pulse-
to-pulse change in the phase of the returned signal
must be retained and extracted. Ambiguity problems
exist in Doppler radar systems because the same se-
ries of sampled phase values can be produced by

Radar meteorology

more than one target radial speed. The maximum
unambiguous radial speed measurable by a Doppler
radar, termed the Nyquist velocity v, is given by
Eq. (8), where F is the pulse repetition frequency.

Vn = ®
Radial wind speeds that exceed the Nyquist velocity
are folded back into the observable range. Algorithms
exist to “unfold” the radial wind measurements to
determine the true radial winds for most meteoro-
logical situations.

Conventional radars designed for meteorological
measurements radiate and receive electromagnetic
waves with a fixed polarization, a single fixed ori-
entation (horizontal) of the electric field. Special
polarization diversity radars allow variation of the po-
larization state (horizontal and vertical) of the trans-
mitted or received signal. Polarization measurements
are sensitive to particle orientation. As large rain-
drops fall, they have a tendency to flatten into an
oval shape. Hail tumbles as it falls and generally has
no preferred orientation. Ice crystals may or may
not have preferred orientation, depending on their
shape. The radar cross sections of these precipitation
particles depend on the orientation of the imping-
ing electric field. Polarization measurements there-
fore have the potential to discriminate hail from rain,
and to identify predominant types of ice particles
in clouds. Radars have been developed that switch
polarization between horizontal and vertical on suc-
cessive pulses, or transmit and receive circular and
elliptically polarized waves. Researchers are also ex-
ploring methods for using polarization techniques
to estimate rainfall. See PRECIPITATION (METEORO-
LOGY).

Applications. Radar meteorologists use analysis
and animation techniques to track and predict the
movement of storms, estimate winds and precipita-
tion, and identify dangerous weather phenomena,
such as tornadoes and hail.

Storm development and motion. Thunderstorms ap-
pear on radar as cores of high reflectivity, while
widespread precipitation appears as larger areas of
weaker reflectivity. Widespread precipitation areas,
viewed on a large scale, often are organized in bands
with widths ranging from tens to hundreds of kilome-
ters. Meteorologists use displays of reflectivity to ob-
serve storms developing and to track storms through
their life cycles. Meteorologists use individual radars
to determine the location, intensity, and dimensions
of individual storms and storm complexes. Data com-
posites from radar networks show how precipitation
regions are organized around their parent weather
systems, which may extend over thousands of kilo-
meters. From animations of radar images, meteorolo-
gists can determine whether storms are intensifying
or weakening, and the speed and direction of their
motion, enabling the prediction of storm passage
over critical areas up to several hours in advance.
See STORM; STORM DETECTION.

Severe thunderstorm detection. Severe thunderstorms
may produce large hail, damaging straight-line winds,
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or tornadoes. Radars, particularly Doppler, allow me-
teorologists to issue timely warnings as destructive
thunderstorms approach populated regions. A se-
vere thunderstorm will often develop a hooklike ap-
pendage in the reflectivity field. If a tornado devel-
ops, it will often appear near the center of the hook.
The radial velocity field from a Doppler radar can
provide clear indications of storm rotation. Rotation
appears as a tight couplet of adjacent strong inbound
and outbound radial motions (Colorplate 2). Ani-
mations of the reflectivity and radial velocity fields
are used to track hook positions and radial velocity
couplets, permitting meteorologists to issue specific
warnings concerning the arrival of dangerous condi-
tions. See THUNDERSTORM.

The reflectivity within a storm is another indicator
of its severity and potential destructiveness. Values
of reflectivity exceeding 55 dBZ are often associated
with hail. Large hail, which can reach diameters of
1-6 cm (0.4-2.5 in.), appears on radar with reflec-
tivity approaching 70 dBZ. Radars with polarization
switching capability can detect hail by comparing
the reflectivity measured at horizontal (Z) and ver-
tical (Zy) polarization. When Z, is large, and the ratio
of Zy/Zy = 1, the precipitation particles are approx-
imately circular and are likely to be hail. For large
values of the ratio, the particles are oval shape and
are likely to be rain.

Precipitation measurement and hydrology. The value of the
radar reflectivity factor Z is a general indicator
of precipitation intensity; however, no exact rela-
tionship between Z and precipitation rate P exists.
Many studies have found that P and Z are approxi-
mately related by Eq. (9). The coefficient @ and the

Z = aP® )

exponent b take on different values depending on
the precipitation type. For moderate, widespread
rain, for example, a is typically 200 and b is 1.6 if
P is measured in mm/h and Z is in mm®/m>. Two
methods have been used for establishing relation-
ships of this kind. In one method, a radar is used
to take frequent measurements of the reflectivity
just above one or more rain gages located on the
ground. Direct comparisons can then be made
between Z and P to determine the most suitable
values of a and b in Eq. (9). The second method
is indirect, based on measurements of the sizes
and concentrations of raindrops in many rainfall
samples. For a given sample, both Z and P can be
calculated. Many samples corresponding to rainfalls
of different intensities yield a number of combi-
nations of Z and P from which a best-fit relation
of the form of Eq. (9) can be derived. Owing to
uncertainties in the radar calibration, variability
in the empirical quantities @ and b, and other
sources of error, radar estimates of the short-term
precipitation rate at a point can deviate by more
than a factor of 2 from gage measurements. Some
of these errors are random, so when averaged over
larger areas and longer times, radar estimates of
the total accumulated rainfall are more accurate.

Hydrologists use precipitation estimates from radar
to estimate the total precipitation over a watershed
and stream runoff. Because radar-based precipitation
estimates are almost instantaneously available to
hydrologists, radar has become an effective tool
for issuing flash flood warnings. See HYDROLOGY;
HYDROMETEOROLOGY; METEOROLOGICAL INSTRU-
MENTATION.

Aviation meteorology. Thunderstorms and associated
phenomena such as hail and lightning pose a direct
threat to aviation. Radar is used routinely to direct air
traffic around and away from thunderstorms. A par-
ticular hazard for aircraft approaching or departing
an airport is wind shear, a sudden sharp change in
wind speed along the flight path. Wind shear occurs
along gust fronts, the leading edge of fast-moving
rain-cooled air rushing outward from precipitating
areas of thunderstorms. Wind shear also occurs in
downbursts, localized intense downdrafts that in-
duce an outburst of damaging winds on or near the
ground. Downbursts can develop when rain falling
from a storm passes though a dry layer and evapo-
rates, cooling air in the dry layer and causing it to
descend.

Aircraft encountering wind shear can rapidly lose
air speed, which reduces lift and may cause loss of
control. Many disastrous aircraft accidents have been
attributed to low-level wind shear encountered on
approach or departure. Doppler radars are now used
at many airports to detect wind shear. Radial velocity
measurements from the radar are processed by com-
puter algorithms that rapidly deliver information to
air-traffic controllers about the expected air speed
loss on approach or departure. Relayed to pilots, this
information allows an informed decision about con-
tinuing or aborting a takeoff or landing. See AERO-
NAUTICAL METEOROLOGY; LIGHTNING.

Cloud and precipitation physics. Current understanding
of the physics of precipitation processes derives
from direct measurement of cloud properties made
by aircraft, remote measurements of clouds made by
radar and other remote sensors, laboratory measure-
ments, and theoretical studies. Precipitation forms
through two distinct processes, the first involving
the collision and coalescence of cloud droplets, and
the second involving the formation of ice particles.
Radar provides one of the best methods for detect-
ing precipitation particles in clouds because of the
sixth-power relationship between particle diameter
and reflectivity [Eq. (5)]. Radar measurements, com-
bined with measurements of the temperature and
height at which early radar echoes form, have been
used to study the relative importance of these two
processes in different cloud types. The subsequent
growth of precipitation particles can also be inferred
from changes in the reflectivity as precipitation falls
to the Earth’s surface (see illus.). Radar can also be
used to identify areas of new precipitation formation
in widespread clouds. Early studies of radar echoes
showed that precipitation in cold stratiform clouds
often formed in localized regions near cloud top.
These regions, called generating cells by radar me-
teorologists, produce streams of ice particles which



fall into the lower part of the cloud while growing

larger (Colorplate 3). See CLOUD; CLOUD PHYSICS.
Radar can provide information concerning the

type and fall speed of precipitation particles in
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clouds. The fall speed of precipitation particles is re-
lated to their size and shape, and to the motion of the
air. In clouds with relatively weak vertical motions
of a few cm/s or less, the distribution of fall speeds
measured by a vertical-pointing Doppler radar can
be related to the particle size distribution. Measure-
ments of the change in the spectrum of fall speeds as
particles descend from the cloud top to the ground
provide information about precipitation growth.

The most prominent feature of radar echoes in
widespread clouds is a “bright band” of high reflectiv-
ity at the altitude of the melting level. Several effects
explain the intensification of the reflectivity within
the bright band. As snowflakes begin to melt, their
reflectivity rapidly increases because the dielectric
factor |K|? for water exceeds that for ice [Eq. (3)].
Snowflakes become more compact as they continue
to melt and descend, finally collapsing into rain-
drops. The drops have a smaller radar cross section
and fall faster than snowflakes, resulting in a more
dilute concentration of smaller particles below the
melting layer than within it. These effects reduce the
reflectivity below the melting layer.

Polarization diversity radars provide a means of
discriminating ice and water in clouds and, in some
cases, permit identification of the predominant type
of ice particles in different cloud regions. The most
important application of polarization techniques is
hail detection. A second potential application is
the detection of liquid water droplets in regions of
widespread clouds where the temperature is below
0°C (32°F). Detection of these supercooled water
droplets is important because they can cause air-
frame icing.

Wind measurements. Radars operating at longer wave-
lengths, called wind profilers, are sensitive to turbu-
lent irregularities in the radio refractive index asso-
ciated with temperature and humidity variations on
a scale of half the radar’s wavelength. Profilers typ-
ically operate with three to five fixed beams, one
pointing upward and the others in orthogonal di-
rections. Doppler frequency measurements enable
the estimation of drift velocities of the scattering el-
ements, from which the wind velocity can be ob-
tained. Wind profilers operate best in precipitation-
free conditions. These radars can measure a vertical
profile of the wind speed and direction over the pro-
filer site at time intervals as short as 5 min (standard
wind measurements made worldwide from balloon-
borne instruments are available only twice each
day).

Shorter-wavelength radars used for storm detec-
tion also can be used to generate vertical wind pro-
files. The technique involves analysis of the change
in the radial (along-beam) component of the wind
on a circle at a fixed distance from the radar. Dis-
tant circles correspond to higher elevations. To make
these measurements, echoes must cover a sufficient
area around the radar. For this reason, the tech-
nique works best when precipitation is present. To-
gether, wind profilers and shorter-wavelength radars
can provide wind measurements aloft in most atmo-
spheric conditions.
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Storm structure studies. Much of the understanding of
the structure of storms derives from measurements
made with networks of Doppler radars. Two or more
Doppler radars simultaneously observing the same
volume of space allow the estimation of more than
one component of the wind. With appropriate scan-
ning procedures, Doppler radars can scan the entire
volume of thunderstorms or other phenomena in a
few minutes, so that the entire wind field within the
storm can be determined. Techniques have also been
developed to estimate pressure and temperature
fields within storms from the wind fields once they
are deduced. Many research projects since the mid-
1970s have employed networks of Doppler radars
to investigate the complete three-dimensional wind
fields associated with storms, fronts, and other me-
teorological phenomena. Robert M. Rauber

Bibliography. D. Atlas (ed.), Radar in Meteorol-
ogy, American Meteorological Society, 1990; L. J.
Battan, Radar Observation of the Atmosphbere, Uni-
versity of Chicago Press, 1973; R. J. Doviak and D. S.
Zrni¢, Doppler Radar and Weather Observations,
2d. ed., Academic Press, 1993; E. E. Gossard and
R. G. Strauch, Radar Observations of Clear Air and
Clouds, Elsevier, 1983.

1
Radian measure

A radian is the angle subtended at the center of a
circle by an arc of the circle equal in length to its
radius. It is proved in geometry that equal central
angles of two circles subtend arcs proportional to
their radii; and the converse is true. Hence the ra-
dian is independent of the length of the radius. The
illustration represents two circles of radius 7. Arc
AB of length r subtends 1 radian (rad) at the cen-
ter O of the circle, and arc A'B’ of length s sub-
tends 6 rad at its center. Since arcs on equal circles
are proportional to their subtended central angles,
s/r = 0/1, or formula (1) holds. If 0 = 27, s = 277,

S=r0 (€))

the circumference of the circle. Therefore 27 rad is
the complete angle about a point or 360°, and

27 rad = 360°
1rad = 360° /27 = 57.2958° = 57°17'45"
1° = 27/360 rad = 0.0174533 rad

B B
0 radian

Diagrams showing radian measurement. Symbols are
explained in the text.

Observe that

30° = 307/180 rad = 7/6 rad

45° = /4 rad
60° = 7/3 rad
90° = 7/2 rad

135° = 37 /4 rad

The degree as a unit of angle has come down from
antiquity. However, its use in various theories in-
volves clumsy constants. The use of the radian avoids
these constants. The radian is employed generally as
a measure of angle in theoretical discussions; when
no unit of angle is mentioned, the radian is under-
stood.

The following examples illustrate the simplicity
and convenience of radian measure.

The simple formula (1) would be s = (71/180)
76 if degrees were used. A mariner on a ship ob-
serves that a lighthouse, known to be 400 ft (120 m)
high, subtends 0.064 rad at the eye, and writes from
Eq. (1) that

400
400 = r(0.064) r= 0.064 ft = 6250 ft
The mariner then concludes that it is approxi-
mately 6250 ft (1875 m) to the lighthouse. The im-
portant ratios (sin 6)/0 and (1 — cos 6)/0* ap-
proach, when 6 approaches zero, respective limits
of 1 and !/, when radians are used, but 7/180 and
72/64,800 when degrees are used. The use of ra-
dians avoids these constants throughout the many
fields of application of the trigonometric functions.
If a particle A moving on a circle with center O
and radius 7 has velocity v, tangential acceleration
a;, normal acceleration a,, and if OA has angular
velocity @ and angular acceleration «, then rela-
tions (2) hold when radians are used. Each of these

v=rw a, = ra a, = ro’ )

basic formulas would involve an unwieldy constant if
degrees were employed for angle measure. The sim-
plicity arising from use of the radian indicates the
importance of a wise choice of basic units in math-
ematics and its applications. See UNITS OF MEASURE-
MENT. Lyman M. Kells

1
Radiance

The physical quantity that corresponds closely to the
visual brightness of a surface. A simple radiometer
for measuring the (average) radiance of an incident
beam of optical radiation (light, including invisible
infrared and ultraviolet radiation) consists of a cylin-
drical tube, with a hole in each end cap to define
the beam cross section there, and with a photocell
against one end to measure the total radiated power
in the beam of all rays that reach it through both holes
(see illus.). If A, and A, are the respective areas of
the two holes, D is the length of the tube (distance
between holes), and ® is the radiant flux or power
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A simple radiometer.

measured by the photocell, then the (average) radi-
ance is approximately given by the equation below.

o -2 -1
[=——W-m?2-sr
Ay - Ay /D2
) o

Al'a)z Az'a)l

In the alternate forms on the second line, w, = A,/D?
is the solid angle subtended at A; by A, (at a dis-
tance D), and vice versa for w,. These approximate
relations are good to about 1% or better when D is
at least 10 times the widest part of either hole, but
the accuracy degenerates rapidly for larger holes or
shorter distances between them. A more exact for-
mula, in terms of the ray radiance in each direction
at every point across an area through which a beam
flows, requires calculus. Then the radiance of a ray
in a given direction through a given point is defined
as the radiant flux per unit projected area perpendic-
ular to the ray at the point and unit solid angle in the
direction of the ray at the point. See LIGHT.

Power (flux) is given in SI units of watts (W), areas
in square meters (m?), and solid angles in steradians
(sr), and so the units of radiance are, as shown, watts
per square meter and steradian (W - m~2 - sr™ ). If
the flux of visible radiation is given in units weighted
for standardized eye response, called lumens (Im),
instead of watts, with everything else exactly the
same, the corresponding photometric quantity of lu-
minance is obtained in Im - m~2 - sr~!. When con-
cerned with interactions between radiation and mat-
ter, flux can also be measured in numbers of photons
or quanta per second (q - s~ rather than watts.

A complete specification of a beam of optical radi-
ation requires the distribution of radiance, not only
as a function of ray position and direction, but also
as a function of wavelength, time, and polarization.
A distribution in space and wavelength A is spectral
radiance L, in watts per square meter, steradian, and
nanometer of wavelength (W - m~2 - sr~! - nm™).
Spectral radiance may also be given in terms of wave
number o in reciprocal centimeters (cm™") or of fre-
quency v in terahertz (THz). No special names are
given to the distributions with respect to time (or
frequency of fluctuation or modulation) and polar-
ization, and they are often overlooked even though
their effects may be significant.

All of the foregoing assumes that radiant energy
is propagated along the rays of geometrical optics
that can form sharp shadows and images. The results
may be in error when there are significant diffrac-
tion or interference effects, as is often the case with
coherent radiation such as that from a laser. See
DIFFRACTION; GEOMETRICAL OPTICS; INTERFERENCE
OF WAVES; LASER. Fred E. Nicodemus

Bibliography. R. W. Boyd, Radiometry and the
Detection of Optical Radiation, 1983; R. M.
McCluney, Introduction to Radiometry and Pho-
tometry, 1994; E E. Nicodemus, Radiance, Amer. J.
Phys., 31:368-377, 1963.
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Radiant heating

Any system of space heating in which the heat-
producing means is a surface that emits heat to the
surroundings by radiation rather than by conduction
or convection. The surfaces may be radiators such as
baseboard radiators or convectors, or they may be
the panel surfaces of the space to be heated. See
PANEL HEATING AND COOLING; RADIATOR.

The heat derived from the Sun is radiant energy.
Radiant rays pass through gases without warming
them appreciably, but they increase the sensible tem-
perature of liquid or solid objects upon which they
impinge. The same principle applies to all forms of
radiant-heating systems, except that convection cur-
rents are established in enclosed spaces and a por-
tion of the space heating is produced by convection.
The radiation component of convectors can be in-
creased by providing a reflective surface on the wall
side of the convector and painting the inside of the
enclosure a dead black to absorb heat and transmit it
through the enclosure, thus increasing the temper-
ature of that side of the convector exposed to the
space to be heated.

Any radiant-heating system using a fluid heat
conveyor may be employed as a cooling system by
substituting cold water or other cold fluid. This can-
not be done with electric resistance-type radiant-
heating systems. Thermoelectric couples will emit
or absorb heat, depending upon the polarity of the
direct current applied to them. However, the tech-
nique is practical only for very special and small-
scale heating and cooling applications, certainly not
on the scale required for comfort control of an oc-
cupied space. See COMFORT HEATING; HEAT RADIA-
TION. Erwin L. Weber; Richard Koral

Bibliography. M. E Modest, Radiative Heat
Transfer, 2d ed., 2003; R. Siegel and J. R. Howell,
Thermal Radiation Heat Transfer, 4th ed., 2001,
R. Watson and K. Chapman, Radiant Heating and
Cooling Handbook, 2002.

The emission and propagation of energy; also, the
emitted energy itself. The etymology of the word
implies that the energy propagates rectilinearly, and
in a limited sense, this holds for the many different
types of radiation encountered.

The major types of radiation may be described as
electromagnetic, acoustic, and particle, and within
these major divisions there are many subdivisions.

For example, electromagnetic radiation, which in
the most familiar energy ranges behaves in a man-
ner usually characteristic of waves rather than of

Radiation
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particles, is classified roughly in order of decreasing
wavelength as radio, microwave, visible, ultraviolet,
x-rays, and gamma rays. In the last three subdivisions,
and frequently in the visible, the behavior of the ra-
diation is more particlelike than wavelike.

Since the energy of a photon (light quantum) is
inversely proportional to the wavelength, this clas-
sification is also on the basis of increasing photon
energy. See ELECTROMAGNETIC RADIATION.

Acoustic or sound radiation may be classified by
frequency as infrasonic, sonic, or ultrasonic in order
of increasing frequency, with sonic being between
about 16 and 20,000 Hz. Infrasonic sound can re-
sult, for example, from explosions or other sources
so loud that exceptional waves are set up because
the large amplitudes of the source vibrations exceed
the elastic limit of the transmitting medium. Ultra-
sonic sound can be produced by means of crystals
which vibrate rapidly in response to alternating elec-
tric voltages applied to them. There is a nearly infinite
variety of sources in the sonic range. See SOUND.

The traditional examples of particle radiation are
the alpha particles and beta particles of radioactiv-
ity. Cosmic rays also consist largely of particles—
protons, neutrons, and heavier nuclei, along with
beta particles, mesons, and the so-called strange
particles. See COSMIC RAYS; ELEMENTARY PARTICLE.

McAllister H. Hull, Jr.

1
Radiation hiology

The study of the action of ionizing and nonion-
izing radiation on biological systems. Ionizing ra-
diation includes highly energetic electromagnetic
radiation (x-rays, gamma rays, or cosmic rays) and
particulate radiation (alpha particles, beta particles,
neutrons, or heavy charged ions). Nonionizing radi-
ation includes ultraviolet radiation, microwaves, and
extralow-frequency (ELF) electromagnetic radiation.
These two types of radiation have different modes
of action on biological material: ionizing radiation is
sufficiently energetic to cause ionizations, whereas
nonionizing radiation causes molecular excitations.
In both cases, the result is that chemical bonds of
molecules may be altered, causing mutations, cell
death, or other biological changes. See ELECTROMAG-
NETIC RADIATION; RADIATION.

Ionizing radiation originates from external sources
(medical x-ray equipment, cathode-ray tubes in tele-
vision sets or computer video displays) or from inter-
nal sources (ingested or inhaled radioisotopes, such
asradon-222, strontium-90, and iodine-131), and is ei-
ther anthropogenic (medical, industrial, or military)
or natural (atmospheric or terrestrial).

Nonionizing radiation originates from natural
sources (sunlight, Earth’s magnetic field, lightning,
static electricity, endogenous body currents) and
technological sources (computer video displays and
television sets, microwave ovens, communications
equipment, electric equipment and appliances, and
high-voltage transmission lines).

lonizing Radiation

The action of ionizing radiation is best described by
the three stages (physical, chemical, and biological)
that occur as a result of energy release in the biolog-
ical target material (Fig. 1).

Physical stage. All ionizing radiation causes ioniza-
tions of atoms in the biological target material. The
Compton effect, which predominates at the energies
of electromagnetic radiation that are commonly en-
countered (for example, X-rays or gamma rays), strips
orbital electrons from the atoms. These electrons
(Compton electrons) travel through the target mate-
rial, colliding with atoms and thereby releasing pack-
ets of energy. About 60 eV of energy is released with
each collision, breaking chemical bonds and causing
ionizations known as primary ionizations. The typi-
cal initial energy of a Compton electron is 200 keV,
and so there may be over 3300 primary ionizations
from a single Compton electron. For low-energy
x-rays, the photoelectric effect predominates, pro-
ducing photoelectrons that transfer their energy in
the same manner as Compton electrons. See COMP-
TON EFFECT; ELECTRON; GAMMA RAYS; X-RAYS.

The absorbed dose of ionizing radiation is mea-
sured as the gray (Gy, 1 joule of energy absorbed by
1 kilogram of material). In general, the amount of
absorption of ionizing radiation is greater for target
material of high density and high atomic number,
and it is independent of the chemical bonds of the
target material. Because of the very localized absorp-
tion of ionizing radiation as compared to heat energy,
an amount of ionizing radiation energy equivalent to
1/100 the heat energy in a cup of coffee will result in
a50% chance that the person absorbing the radiation
will die in 30 days.

Neutrons with energies between 10 keV and
10 MeV transfer energy mainly by elastic scattering,
that is, billiard-ball-type collisions, of atomic nuclei in
the target material. In this process the nucleus is torn
free of some or all of the orbital electrons because its
velocity is greater than that of the orbital electrons.
The recoiling atomic nucleus behaves as a positively
charged particle. Because the mass of the neutron
is nearly the same as that of the hydrogen atom, hy-
drogenous materials are most effective for energy
transfer. A unit known as the kerma (acronym for
kinetic energy released in material) is used to mea-
sure the amount of energy transfer from neutrons
and other indirectly ionizing radiation (for example,
x-rays and gamma rays). This quantity is frequently
equivalent to the absorbed dose of radiation in the
material (the gray) because the ranges of the sec-
ondary recoiling charged particles are much shorter
than the ranges of neutrons, x-rays, or gamma rays.
See NEUTRON.

Chemical stage. Chemical changes in biological
molecules are caused by the direct transfer of radi-
ation energy (direct radiation action) or by the pro-
duction of chemically reactive products from radiol-
ysis of water that diffuse to the biological molecule
(indirect radiation action). More than half the biologi-
cal action of low linear-energy-transfer (LET) ionizing



radiation (for example, x-rays and gamma rays) re-
sults from indirect radiation action, about 90% of
which is due to the action of the hydroxyl radical
(OH.). Characteristically, the manifestations of indi-
rect radiation action decrease as the linear energy
transfer of the radiation increases. Thus, for high
linear-energy-transfer radiation, direct radiation ac-
tion predominates. Chemicals that react with hy-
droxyl radicals, rendering them unreactive, provide
protection against indirect radiation damage. For
example, sulfhydryl compounds (RSH) remove hy-
droxyl radicals by reaction (1), where R represents

20H - + 2RSH — 2H,0 +RSSR (@))

an organic functional group. See LINEAR ENERGY
TRANSFER (BIOLOGY).

Indirect radiation action is also responsible for the
oxygen effect of radiobiology, which describes the
increased biological sensitivity when irradiation oc-
curs in the presence of oxygen compared to the ab-
sence of oxygen during irradiation. The oxygen must
be present during irradiation because of the limited
lifetime (less than 1 millisecond) of the chemical
species that react with oxygen. The oxygen effect
is observed only in biological systems with mem-
branes; the radiosensitivity of viruses and free de-
oxyribonucleic acid (DNA) is not enhanced by the
presence of oxygen. Thus, two types of radiation
damage are probable: oxygen-dependent radiation
damage, which involves the membrane as the princi-
pal target; and oxygen-independent damage, which
involves nonmembrane components, including the
genome. See RADIATION CHEMISTRY.

The most important biological targets for dam-
age from ionizing radiation are probably the plasma
membrane and DNA, because there is only one copy,
or a few copies, in the cell; because they serve crit-
ical roles for the survival and propagation of cells;
and because they are large. The last factor is impor-
tant because ionizing radiation releases its energy in
arandom manner; thus the larger the target, the more
likely that it will be damaged by radiation.

Membranes are composed of protein (50%) and
lipids (50%). Biochemical damage in either of these
components can cause membrane damage. Con-
sequences of radiation damage in membranes are
changes in ion permeability, with leakage of potas-
sium ions; changes in active transport; and cell lysis.
See CELL MEMBRANES.

The initial direct radiation action results in hydro-
gen abstraction [reaction (2)]. In the presence of
oxygen (O,), reactions (3)-(6) occur. Oxidative

RH— R.+H. )
H-+0; — HO,- €)
R.+HO,. — ROOH “
R.+0, — RO, ©)

RO, - + H. —> ROOH ©
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Fig. 1. Diagram of the three stages for the action of ionizing radiation on biological
systems. The duration of the physical stage approximates the time required for the
ionizing radiation to traverse an atom. During the chemical stage, molecular and thermal
equilibrium is achieved. The biological stage involves metabolism of the chemical
damage.

decomposition products of the organoperoxides
(ROOH) accumulate, and overall lipid damage is in-
creased approximately threefold when irradiation
occurs in the presence of oxygen. Two sensitive sites
for protein damage are the free amino and sulthydryl
groups, as observed by the release of ammonia and
hydrogen sulfide gases during irradiation of proteins.
Another sensitive site is the imidazole ring of the
amino acid histidine. The peptide bond is also sub-
ject to attack, which causes breakage of the polypep-
tide chain and a reduction of the molecular weight
of the protein. See LIPID; PROTEIN.

Membrane components can be protected by re-
actions of the initially formed organic radical with
sulfhydryl compounds [reaction (7)]. The sulfhydryl

R-+RSH — RH+RS: @)

compound restores the initially damaged membrane
component to its original state. This radioprotective
reaction does not appear to be important for protec-
tion of DNA.

Lesions in DNA that is irradiated in aqueous so-
lution include single-strand breaks, double-strand
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breaks, base damage, interstrand cross-links, and
DNA-protein cross-links. Base damage occurs most
in thymine and least in guanine, and the yield of
single-strand breaks is about 10 times the yield of
double-strand breaks and cross-links. The ratio of the
radiosensitivities of thymine in DNA is 1:2:6 when
the DNA is in the form of free DNA, active chro-
matin, and condensed chromatin, respectively. This
demonstrates protection of DNA by the proteins of
the chromatin against lesions from diffusible water
(hydroxyl) radicals. Oxidations of sugars in the DNA
backbone and loss of whole nucleotides are the main
mechanisms for formation of breaks in strands. See
DEOXYRIBONUCLEIC ACID (DNA).

Biological stage. Various biological effects can re-
sult from the biological actions of ionizing radiation
(Fig. 2). Reproductive death is most pronounced
in mammalian cells that are actively dividing and in
nondifferentiated tissue. Thus, dividing tissues (bone
marrow and the germinal cells of the ovary and testis)
are radiosensitive, and nondividing tissues (liver, kid-
ney, brain, muscle, cartilage, and connective tissue)
are radioresistant in animals exposed to whole-body
radiation. Developing embryos are quite radiosensi-
tive, as predicted by this principle. The radiosensitiv-
ity of organisms varies greatly, being related to their
intrinsic sensitivity to radiobiological damage and to
their ability to repair the damage. Radiation doses re-
sulting in 10% survival range from 3 Gy (mouse and
human cells), to 60 Gy (most bacteria and the fruit
fly), to 130 Gy (cabbage looper), to 600 Gy (viruses),

Q undamaged cell
radiation \L

DNA damage + membrane damage

sublethal damage

/T,

lethal damage

7NN

chemical

repair

SURVIVAL

enzymatic

repair

chemical enzymatic REPRODUCTIVE
misrepair misrepair DEATH
DEATH,
CARCINOGENESIS,
OR MUTAGENESIS

Fig. 2. Possible pathways for cellular response to ionizing radiation.
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Fig. 3. Biological survival curves. A and B are biphasic with
an initial shoulder period followed by exponential
inactivation kinetics. C and D are exponential only.

to greater than 1000 Gy (the bacterium Deinococcus
radiodurans).

Single-break chromosome damage leads to chro-
mosome aberrations in cells irradiated early in the
cell cycle (before DNA synthesis has started) and to
aberrations in chromatid aberrations in cells irradi-
ated later in the cell cycle (after DNA synthesis). The
yield of chromosome breaks increases twofold when
oxygen is present during irradiation. See CELL CYCLE;
CHROMOSOME ABERRATION.

Cells lose their reproductive capacity when ex-
posed to ionizing radiation. Mammalian cells are
most resistant to this action during the late S phase
of the cell cycle, and most sensitive during mitosis.
See MITOSIS.

Repair of biological damage involves repair of dam-
age in the DNA. The kinetics of biological inactiva-
tion can be biphasic, with an initial “shoulder” pe-
riod followed by exponential kinetics (Fig. 3, A and
B), or exponential only (Fig. 3, C and D). Two types
of biological repair are involved in the differences in
the magnitude of the shoulder region and the slope
of the exponential region: the shoulder region arises
from the action of Q repair, which diminishes as dose
increases, and the value of the exponential slope is
affected by the action of P repair, which is not di-
minished as dose increases. Curves A and B in Fig. 3
exemplify conditions in which the biological system
of curve A has a more active Q-repair system than
that of curve B while both have the same amount of
P repair. Alternatively, the final slope of a curve can
be influenced by the intrinsic radiosensitivity of the
biological system. Also, the initial shoulder period
can result from the necessity that several critical tar-
gets must be inactivated before the biological system
is inactivated, or several radiation-damaging events
(hits) must occur within the same target in order for
biological inactivation to occur (Fig. 3, A and B).

The three organ systems that generally contribute
to the death of mammals following a single dose of
whole-body irradiation are, in decreasing order of
radiosensitivity, the hematopoietic system, the gas-
trointestinal system, and the cerebrovascular system.
At very high doses (above 100 Gy), the survival time
of the animal is short (from minutes to several days
after exposure, depending on the dose), and death
results from damage to the cerebrovascular system.
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Fig. 4. Additive interaction of carcinogenic agents. (After
A. C. Upton, The question of thresholds for radiation and
chemical carcinogenesis, Canc. Invest., 7(3):267-276, 1989)

At intermediate doses (between 10 and 100 Gy),
survival is longer (between 3 and 4 days), and
death occurs because of gastrointestinal damage.
The longest duration between exposure and death
(between 1 week and 1 month) follows radiation
doses of 3 to 10 Gy, and arises from failure of the
hematopoietic system.

Late somatic effects may take years or decades
to appear and include genetic mutations transmit-
ted to subsequent generations, tumor development
and carcinogenesis, and shortening of life span. See
MUTAGENS AND CARCINOGENS; MUTATION; TUMOR.

An important and controversial issue concerning
ionizing radiation is the question of the existence of
a threshold dose, below which no biological effects
occur. The most conservative model uses a linear
equation to relate the incidence of biological effects
with increasing dose. Use of a quadratic equation to
describe the dose response predicts the presence of
a threshold dose. Because radiation damage is cu-
mulative, and this damage can interact with other
chemical agents in causing biological effects such as
carcinogenesis, the linear model is favored (Fig. 4).
See RADIATION INJURY (BIOLOGY).

Nonionizing Radiation

Of all the nonionizing radiations, only ultraviolet radi-
ation, microwaves, and high-voltage electromagnetic
radiation are considered in the study of radiation bi-
ology.

Ultraviolet radiation. This type of radiation is much
less penetrating than ionizing radiation. Since it can
penetrate only several layers of cells, the effects of
ultraviolet (UV) radiation on humans are restricted to
the skin and the eyes. Ultraviolet radiation is divided
into UV-C (wavelength of 200-280 nanometers),
UV-B (280-320 nm), and UV-A (320-400 nm). The
most biologically damaging is UV-C, and the least
damaging is UV-A, with UV-B having intermediate
efficiency of biological action. The solar spectrum
at the Earth’s surface contains only the UV-B and
UV-A radiations. Stratospheric ozone strongly ab-
sorbs UV-C radiation and the shorter wavelength
portion of UV-B radiation, thus providing some bi-
ological protection. Depletion of the ozone layer
caused by stratospheric pollution dramatically re-

Radiation biology

duces this protective action, resulting in a decreased
atmospheric absorption of UV-B radiation. See AIR
POLLUTION; STRATOSPHERIC OZONE.

Biological effects can arise only when absorption
of ultraviolet radiation occurs. Absorption is depen-
dent on the chemical bonds of the material, and it is
highly specific. Identification of the critical target for
biological action has been facilitated by this specific
absorption, using a comparison to the action spec-
trum, that is the relative efficiency for causing biolog-
ical effects at different wavelengths. The action spec-
trum for ultraviolet radiation closely matches the
absorption spectrum of nucleic acid, at wavelengths
between 240 and 300 nm. At wavelengths greater
than 320 nm, ultraviolet-mediated damage is oxygen-
mediated, because of the interaction of dioxygen
(O,) with photoexcited biological chromophores,
whereas below 300 nm, biological damage occurs
principally by photochemical damage in DNA. Ex-
posure dose for ultraviolet radiation is measured in
units of joules per square meter; it is a measure of
the incident energy per unit area impinging on the
target material.

Biological responses. Sunburn is a form of erythema
produced by overexposure to the UV-B portion of
the solar spectrum (which is not transmitted through
window glass). A rare but deadly form of skin can-
cer in humans, malignant melanoma, is induced by
exposure to sunlight, with occurrences localized on
those regions of the body that are most frequently
exposed.

Ultraviolet light can also cause photochemical
damage. Cyclobutane pyrimidine dimers are the
main photoproduct following exposure to UV-C and
UV-B, and they can lead to cell death and precarcino-
genic lesions. Other types of dimers are considered
to be especially mutagenic. DNA-protein cross-links
that are observed after ultraviolet radiation can be
lethal.

Repair systems. Survival from ultraviolet irradiation
is reduced as the dose of radiation is increased. The
shapes of survival curves are similar to those for
lethality from ionizing radiation (Fig. 3); they are de-
pendent on the presence or absence of repair sys-
tems. The four repair systems that enhance biologi-
cal survival are discussed below.

Photoreactivation is an enzymatic repair system
that enhances biological survival by splitting cy-
clobutane dimers in the DNA of cells that have been
irradiated by ultraviolet light. The process requires
light, and the most effective wavelengths are in the
blue region of the visible spectrum. The repair sys-
tem is error-free, and thus it is nonmutagenic. How-
ever, the repair must correct the damage before it is
copied by DNA replication.

Another system is excision repair. A region of
DNA containing bases that have been damaged by
ultraviolet radiation is removed enzymatically, fol-
lowed by synthesis of new DNA to replace the dam-
aged region. There are no errors, and mutant cells
that lack this repair system are highly sensitive to
ultraviolet radiation. In fact, cells isolated from indi-
viduals with the genetic-recessive disease xeroderma
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pigmentosum lack excision repair. The clinical symp-
toms of this disease include a high incidence of skin
lesions and early death from malignant melanoma.
Excision repair operates in the dark. The damage
must be corrected before DNA replication copies
it. Not all regions of DNA are equally accessible to
the action of this repair system, and it has been ob-
served that actively transcribed regions of DNA in
mammalian cells are more efficiently repaired than
are nontranscribed regions.

Recombination repair is another repair system.
DNA that contains damage is replicated, and gaps in
the newly synthesized DNA appear opposite to the
sites where there is damage in the parental strand.
These gaps are filled in by recombining the portion
of the undamaged complementary parental strand
with the daughter strand containing the gaps. This
repair system is essentially error-free; it is sometimes
known as postreplicational repair, because it occurs
after replication of the damaged region. See RECOM-
BINATION (GENETICS).

The system known as SOS repair is an inducible
repair system. It is activated by a reactive interme-
diate of DNA metabolism in irradiated bacteria. SOS
repair is associated with a complex of responsive
genes known as din (damage-inducible) genes. SOS
repair acts by inducing synthesis of an alternative
excision repair system, and the recombination re-
pair system, which increases survival. The alternative
excision repair system involves removal of a longer
segment of DNA containing the damaged region; it is
error-prone, which leads to increased mutations. An-
other manifestation of the SOS response is the induc-
tion of DNA replication that can bypass the damaged
template region of DNA. Thus this is not actually a re-
pair system, since the original damage remains in the
DNA, and can best be thought of as a system for tol-
erating DNA damage. Survival is increased, because
DNA replication is not blocked by the presence of
the damage. See ULTRAVIOLET RADIATION; ULTRAVI-
OLET RADIATION (BIOLOGY).

Microwaves. Microwaves are electromagnetic ra-
diation in the region from 30 MHz to 300 GHz. They
originate from devices such as telecommunications
equipment and microwave ovens. Metals reflect mi-
crowaves; glass transmits them; and aqueous mate-
rial absorbs them, accompanied by a rise in temper-
ature of the liquid. The 915- and 2450-MHz bands
are used for industrial microwave heating and in
microwave ovens. Thermal effects of microwaves
occur at exposure rates greater than 10 mW/cm?
(70 mW/in.?), while nonthermal effects are associ-
ated with exposure rates less than 10 mW/cm?.

Microwave radiation is absorbed unevenly in bio-
logical tissue because of the heterogeneity of the di-
electric properties of the material. Thus, significant
temperature gradients can be established, which
may enhance the action of thermal heating from
microwaves as compared to that from infrared ra-
diation. Certainly, material with a high water con-
tent will have a higher absorption coefficient for mi-
crowaves, and thus a greater thermal response to
microwave action. Microwave absorption is high in

skin, muscle, and internal organs, and lower in bone
and fat tissue.

Biological effects. Cultured mammalian cells exposed
to microwaves at a high power density show chro-
mosome abnormalities after 15 min of exposure.
Progression through the cell cycle is also temporarily
interrupted, which interrupts DNA synthesis. Chro-
mosome aberrations in peripheral blood lympho-
cytes are significantly greater for persons who are
occupationally exposed to microwaves.

Microwaves can be lethal when the power inten-
sity and exposure time are sufficient to cause a rise
in temperature that exceeds an organism’s homeo-
static capabilities; this occurs when the temperature
rise exceeds approximately 5°C (9°F). For example,
cataracts can result from exposure to ultraviolet ra-
diation because the eye is not able to dissipate heat
very well since there is not blood circulation. The tes-
ticles are at a temperature about 2°C (4°F) below that
of body temperature, and spermatogenesis is partic-
ularly sensitive to temperature rise. Reversible testic-
ular damage, in the form of reduced spermatogenesis
and degeneration of the epithelial lining of the semi-
niferous tubules, therefore can occur from exposure
to microwaves.

There are also some nonthermal effects associ-
ated with microwaves. There is significant uncer-
tainty in the actual doses among people exposed
as a result of their occupations; this reduces the
reliability of the observations of the nonthermal
actions of microwaves. However, a list of clinical
symptoms includes increased fatigue, periodic or
constant headaches, extreme irritability, decreased
hearing acuity, and drowsiness during work. Labo-
ratory studies involving exposure of animals to mi-
crowaves have produced changes in the electroen-
cephalogram, blood-brain barrier, central nervous
system, hematology, and behavior. Cell membrane
permeability is also altered.

Exposure limits. It would be desirable to establish lim-
its of exposure to microwaves based on the absorbed
dose of microwave energy, similar to the gray unit
that is used for ionizing radiation. However, the dif-
ficulty associated with measuring the absorbed dose
makes this impractical. Therefore, radiation protec-
tion standards are based on exposure values instead
of the previously used specific absorption rate (SAR,
measured as W/kg); exposure dose is measured as
W/cm?. Occupational limits are set at a maximum
of 1 mW/cm? (7 mW/in.?) for frequencies between
30 and 100 MHz, and 10 mW/cm? (70 mW/in.?) for
frequencies between 1 and 300 GHz, averaged over
a 6-min period. These values are selected to limit the
specific absorption rate of the average whole body
to 0.4 W/kg (0.2 W/Ib), and they take into considera-
tion the variable absorption for microwaves of differ-
ent frequencies. The maximum acceptable limit for
leakage from household microwave ovens is set at
1 mW/cm? (7 mW/in.?) or less, measured at a dis-
tance of 5 cm (2 in.) from a new oven, and never
more than 5 mW/cm? measured 5 cm (2 in.) from the
oven, during its expected lifetime. See INDUSTRIAL
HEALTH AND SAFETY; MICROWAVE.



Extremely low frequency electromagnetic fields. This
type of radiation is generated by the electric and
magnetic fields associated with high-voltage current
in power transmission lines, and also some house-
hold and industrial electrical equipment. Biological
effects from ELF radiation are the least understood,
and the potential consequences are the most contro-
versial. The issue of potential biological damage from
this type of radiation has arisen only since the intro-
duction of very high voltage electric power transmis-
sion lines (440 kV and above) and the occurrence of
widespread use of various electrical and electronic
equipment. See ELECTROMAGNETIC PULSE (EMP).

Biological effects. Biological studies on ELF electro-
magnetic fields have been performed on cells and
whole animals; and epidemiological studies have
been carried out on populations exposed occupa-
tionally. The results share some common features
that had not been expected: (1) There is not always a
clear dose response; that is, increasing the exposure
does not necessarily give rise to an increased biologi-
cal effect, as is observed commonly for other types of
radiation. (2) Some biological effects are seen only
at certain frequencies and dose rates. Some of the
reported effects are subjective, and may be related
to normal physiological adaptation to environmental
changes.

In cellular studies, membrane transport of calcium
ions by chick brain cells was altered by exposure
to ELF electric fields. Chromosome aberrations have
not been observed in lymphocytes after long-term
exposure to 60-Hz fields of 50 kV/m (15 kV/ft) and
10 gauss (1073 tesla), suggesting that ELF fields
whose strengths are less than these are unlikely to
cause cancer or mutations; but this does not provide
conclusive evidence that such radiation is noncar-
cinogenic. The major action of ELF electromagnetic
radiation is targeted to the cell membrane, and most
likely involves changes in membrane activity.

Controlled laboratory studies on developing chick
embryos continuously exposed to 60-Hz electric
fields up to strengths of 100 kV/m (30 kV/ft) show
no effects on the general health, development, mor-
tality, bone growth, malformations, and behavior for
embryos that are hatched and followed for 6 weeks
of growth. However, rats exposed to 60-Hz electric
fields between 2 and 40 kV/m (0.6 and 12 kV/ft) for
21 days had reached nighttime peaks of pineal gland
melatonin secretion.

In humans, qualitative biological effects of low-
frequency radiation (0 to 300 Hz) include headaches,
lethargy, and decreased sex drive. Humans have been
noted to perceive the presence of a 60-Hz elec-
tric field when the intensity is in the range of 2 to
12 kV/m (0.6 to 3.6 kV/ft), and animals were ob-
served to avoid entering an area where the electric
field was greater than 4 kV/m (1.2 kKV/ft).

Some epidemiological studies have shown a pat-
tern of increased cancer (leukemias and brain tu-
mors) among individuals occupationally exposed to
increased ELF electromagnetic fields. However, the
evidence is weak, because no dose dependency has
been found; also the evidence is only associative and
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not of a cause-and-effect relational type. Some stud-
ies have reported no link between exposure to ELF
fields and cancer.

Exposure limits. Because of the conflicting experi-
mental results on the biological effects of ELF electro-
magnetic radiation, the guidelines are of an interim
nature. Exposure to electric and magnetic fields gives
rise to induced current in the human body. Clearly,
exposure should be well below values that would
lead to acute effects such as heart fibrillation and
pain. Measurements show that a current density of
4 mA/m? (0.4 mA/ft*>) averaged over the head and
trunk regions occurs when an individual is exposed
to an electric field of 10 kV/cm (25 kV/in.), or a
magnetic field of 500 G (50 milliteslas). The natu-
ral current densities in the body are about 10 mA/m?
(0.9 mA/ft?). The rationale for setting exposure lim-
its to radiation from ELF electric and magnetic fields
is to limit external exposure to no more than the
endogenous values.

Studies on humans exposed to a 60-Hz magnetic
field of 5 mT combined with a 60-Hz electric field of
20 kV/m (6 kV/ft) for 4 to 6 hours per day over several
days revealed no effects on the health or welfare of
the volunteer subjects.

The International Radiation Protection Agency
(IRPA), in collaboration with the Environmental
Health Division of the United Nations World Health
Organization (WHO), has established exposure lim-
its to ELF electric and magnetic fields, based upon
available knowledge about the endogenous fields,
and the biological effects of ELF electric and mag-
netic fields. Continuous exposure of the general
public should not exceed 2 kV/m (0.6 kV/ft) for
50/60-Hz electric fields, and should not exceed
0.1 mT for 50/60-Hz magnetic fields, which includes
a safety factor of 5 with regard to the maximum con-
tinuous field exposures allowed for industrial safety
[10 kV/m (3 kV/ft) and 0.5 mT]. See RADIATION IN-
JURY (BIOLOGY). Phillip M. Achey
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1
Radiation chemistry

The study of chemical changes resulting from the
absorption of high-energy, ionizing radiation. Such
radiation includes alpha particles, electrons, gamma
rays, fission fragments, protons, deuterons, helium
nuclei, and heavier charged projectiles. X-rays are dis-
tinguished from gamma rays only as being extranu-
clear in origin. In absorbing materials of low and
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intermediate atomic weight such as aqueous systems
and most biological systems, these radiations deposit
energy in a largely indiscriminate manner, leaving be-
hind a complex mixture of short-lived ions, free radi-
cals, and electronically excited molecules. This con-
trasts with the absorption of visible and ultraviolet
radiation, in which one or a few specific electroni-
cally excited species are formed. Radiation chemical
change results from the further reaction of these in-
termediates. See PHOTOCHEMISTRY.

Because of the nature of the absorption process,
chemical-product yields are expressed in terms of
total energy absorption. The extent of chemical
change per unit of absorbed energy is known as
the G value for the reaction. The SI unit is moles or
micromoles of product formed (or reactant decom-
posed) per joule. The more frequently used unit is
molecules changed per 100 electronvolts absorbed:
G(umol/joule) = 0.103 G(molecules/100 eV).

Despite the initial complexity, a wealth of kinetic
information has been obtained from radiation chem-
ical studies.

Sources of high-energy radiation. Sources of high-
energy radiations in the laboratory and industry in-
clude radioactive nuclides [for example, cobalt-60
(°°Co), strontium-90 (°°Sr), and hydrogen-3 CH)] and
instruments such as x-ray tubes, Van de Graaff gen-
erators, the betatron, the cyclotron, and the syn-
chrotron. An electron accelerator known as the linac
(linear electron accelerator) has proved particularly
valuable for the study of transient species that have
lifetimes as short as 16 picoseconds; and another
electron accelerator, known as the Febetron, has
been used for the study of the effects of single pulses
of electrons with widths of several nanoseconds at
very high currents.

Interaction of radiation with matter. The primary ab-
sorption processes for high-energy radiation are ion-
ization and molecular excitation. The distribution
of the absorbed energy, however, depends signifi-
cantly upon the nature of the radiation and absorbing
medium.

Electrons. If the electron source is a beta-particle-
emitting isotope dispersed in the absorbing medium,
electron energies (£) will range from essentially zero
to an Ey,,x characteristic of the decay process. For Y,
E is 18 keV; for phosphorus-32 (3?P), itis 1.71 MeV.
Accelerator-produced electron beams are monoen-
ergetic, and for radiation chemical applications may
be from several hundred kiloelectronvolts to 10 MeV.
See BETA PARTICLES.

Fast electrons undergo energy loss through inelas-
tic scattering by atoms and molecules in which ion-
ization and electronic excitation occur. Except for
straggling, which involves a statistical fluctuation in
the number of encountered molecules, a charged
particle has a definite range in a given medium. This
range depends upon the particle charge, mass, and
energy and upon the density of the medium. The
geometrical distribution of energy deposition along
the particle path is determined by its linear rate of
energy transfer (LET). The LET will vary along the
path of the particle, increasing as the particle veloc-

ity decreases. An average LET may be obtained as the
total particle energy divided by its range.

An electron of 300 keV will travel, on the aver-
age, 80 mm in water and produce approximately
9000 ionization events along its path, some by the
secondary electrons released. These events are dis-
tributed along the path in small volumes known
as spurs. Each spur may contain several ion pairs,
electronically excited molecules, and free radicals
formed from reaction of these species. Spurs may
overlap in tracks of dense ionization, or they may
be separated by many molecular diameters in tracks
of low LET. Chemical change results from reac-
tions within the spurs and through reaction of in-
termediates diffusing from the spurs into the bulk
medium.

An electron slowed to thermal energy in a liquid
medium may be trapped by a small group of sol-
vent molecules that have been oriented by its pres-
ence. The hydrated electron (e;q) is a strong reducing
agent, has a mean lifetime of milliseconds in neu-
tral solutions, and has an optical absorption peak at
715 nanometers. It is perhaps the most well charac-
terized intermediate in radiation chemistry. See ELEC-
TRON.

Gamma rays. Dependent upon the energy and the
absorbing medium, gamma rays transfer energy by
three principal interactions.

In photoelectric absorption, the gamma ray im-
parts all of its energy to an electron that is ejected
from the absorbing molecule with an energy equal
to that of the gamma ray less the binding energy of
the electron. The photoelectron is absorbed, with
the production of further ionization and excitation.
The photoelectric effect is important for low-energy
gamma rays and high-atomic-number absorbers. It is
the dominant mode in water for gamma rays or x-rays
of less than 20 keV.

In Compton scattering, the gamma ray imparts a
portion of its energy to an electron, ejecting it from
the molecule. The scattered gamma ray continues
with diminished energy, and it may experience fur-
ther such interactions in the medium. The Compton
electron or electrons are responsible for the major
energy depositions in the system. Compton scatter-
ing is most important for absorbers of low and in-
termediate atomic numbers. For gamma rays of from
0.1 to several megaelectronvolts, it dominates the
absorption process in aqueous and biological media.
See COMPTON EFFECT.

Pair production may occur with gamma rays of
energy greater than 1.02 MeV. The rest-mass energy
of the electron is 0.51 MeV; and in an interaction
with an atomic nucleus, a gamma ray of twice this
energy may be absorbed, with the formation of an
electron-positron pair. The pair share the gamma-ray
energy in excess of 1.02 MeV and undergo the usual
electron absorption behavior. The positron, how-
ever, upon reaching thermal energy, will undergo
annihilation with an interacting electron, and two
0.51-MeV gamma rays are formed. The probability
of pair production increases with gamma-ray energy
and with increasing atomic number of the absorber.



It occurs significantly in water and biological mate-
rial only above 10 MeV. See GAMMA RAYS; POSITRON.

Heavy charged particles. These particles interact with
matter in qualitatively the same way as electrons,
producing ionization and excitation. For a given en-
ergy, however, ionization and spur density are much
greater for these particles and increase with decreas-
ing particle velocity. Average LET values in water, for
1-MeV particles, are 43, 58, and 190 keV/um for pro-
tons, deuterons, and alpha particles, respectively. See
ALPHA PARTICLES.

Dosimetry. Evaluation of the yields of radiationin-
duced reactions requires a knowledge of the en-
ergy imparted to the reacting system. The energy
deposited in the system is termed the dose, and the
measurement process is called dosimetry. This is a
distinction from actinometry, referring to the absorp-
tion of visible and ultraviolet light. Absorbed energy
from ionizing radiation is described in terms of grays
(Gy; joule/kg), in rads (100 ergs/g), or in electron-
volts per gram or per cubic centimeter.

If the radiation source consists of a uniformly dis-
persed alpha- or beta-particle-emitting radioactive
species, the energy absorption rate may be evaluated
from the particle energy and the source intensity.
The intensity is determined radiochemically and, for
a beta-particle source, the average electron energy
must be used. For such as evaluation to be valid, the
absorbing sample must be sufficiently large that radi-
ations escaping from the surface can be neglected.

In an aqueous or biological medium containing,
for example, 1 millicurie (3.7 x 107 d/s) of iodine-
131 (13'1; average beta energy, 0.205 MeV) per gram,
the dose rate is 1.2 x 1073 Gy/s or 0.12 rad/s. This
will be increased by a small contribution from the
accompanying gamma ray.

For systems in which the mechanisms and re-
sponses may be determined by the inhomogeneous,
microscopic distributions of absorbed energy, for ex-
ample, biological cells, an average absorbed dose
could be inadequate in the interpretation of radiation
effects. For the required microdosimetry, specialized
techniques and models have been developed.

For a typical radiation-chemical system in which
gamma rays such as those from cobalt-60 (*°Co) or
cesium-137 (137Cs) are the source of ionizing radia-
tion, chemical dosimetry is most usual. The reaction
system of interest is replaced in the radiation field
with a geometrically similar system having a known
chemical response to the absorption of the energy.
The latter is a secondary standard that has been cali-
brated by an absolute method for energy absorption
measurement such as calorimetry.

The oxidation of ferrous ion [Fe(II)] to ferric ion
[Fe(ID] in aerated solutions containing 0.4 M sulfu-
ric acid (H,SOy; the Fricke dosimeter) occurs with a
G value of 15.6 molecules per 100 eV for gamma
rays and fast electrons. Dependent upon LET, the
G values are 5.1 and 3.0 molecules per 100 eV for
5.3-MeV alpha particles and uranium-235 (**°U) fis-
sion fragments, respectively. The reaction is readily
followed by measurement of the Fe(III) absorbance
at 305 nm and is used for doses of 50-350 Gy.
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Other chemical dosimeters include the cesium
[Ce(V) to Ce(ID] reduction, which occurs in acid
solution with a G value of 2.5 molecules per 100 eV
and the oxalic acid decomposition in an aerated so-
lution having a G value of 5 molecules per 100 eV.
Both values apply to gamma-ray or fast-electron irra-
diation.

The radiation chemical system being studied will
normally be chemically different from the dosimeter
solution. The dose as measured in the dosimeter (Dp)
must be corrected to apply to the system of interest.
With Compton absorption dominant, the appropri-
ate correction factor is the electron density ratio of
the system being studied to that of the dosimeter
solution. With doses in grays, rads, or electronvolts
per gram, the densities have dimensions of electrons
per unit mass; for doses in electronvolts per cubic
centimeter, electrons per unit volume are required.
These are determined by the chemical composition
of the dosimeter and system.

For charged-particle radiation, the incident beam
is usually totally absorbed in both dosimeter and sam-
ple, and energy absorptions are the same. Geometric
distributions may differ, however. For thin samples
with partial beam absorption, corrections require
the use of atomic stopping powers.

Water. Because of its importance in both chemi-
cal and biological systems, the radiation chemistry
of water has been extensively studied and serves as
an example of radiation-induced chemical change. A
primary radiation interaction process may be rep-
resented by reaction (1), where H,O* represents

HZO — H20+, e, H20* [€))

an electronically excited water molecule. The sec-
ondary electron (e"), if formed with sufficient en-
ergy, will form its own trail of ionization and excita-
tion. Within 1071° to 107# s, reactions within spurs
form hydrogen (H) atoms, hydroxyl (OH) radicals,
hydrated electrons and molecular products, molec-
ular hydrogen (H,), and hydrogen peroxide (H,0,),
as shown in reactions (2)-(7).

H,0* +Hy0 — H30* + OH @
H,0* — H+ OH (€))

e + Hy0 — Hy0 (&) (€))
€39 +H30" — 2H,0 +H ®
2H — H, ©)

20H — H,0, @

In pure water, radicals escaping the spurs undergo
further radical-radical reactions and reactions with
molecular products. In reactions such as (5) and the
reverse of (3), molecular water is formed; and upon
continuous irradiation, steady-state concentrations
of H,, H,0O,, and smaller amounts of dioxygen (O,)
result and no further decomposition occurs.

Initial radical and molecular product yields de-
pend upon the ionization density of the radiation and
are a function of LET (Fig. 1). The initial G value for

33



34

Radiation chemistry

3.0
€aq 220-kV-peak
eV X-rays Key: _ _
eV e | 3 beta theoretical calculations
OH particles experimental values
T 20 |
3 60Co
N gamma rays
@
3 | 210pg alpha particles
3
£
5 1.0 —
@ H50;
H
Ho
0 \ \ |
0.1 1 10 100

LET, eV/nm

Fig. 1. Variation of G with linear energy transfer (LET) for the products solvated electron
(e54)s OH, H20,, H, and H,. (After R. C. Cooper and R. W. Wood, eds., Physical Mechanisms
in ﬂadiation Biology, National Technical Information Service, 1974)

water decomposition, essentially reaction (8), is 4.6
2H20 — H202 +Hy (€))

molecules/100 eV for gamma rays and fast electrons
and 2.9 for 12-MeV alpha particles.

In the presence of oxygen, the reducing species,
€,q and H, form the hydroperoxyl radical and super-
oxide ion, respectively, and are converted to H,O,,
as shown in reactions (9)-(13). The hydroperoxyl

H+4 0, — HO, (©))

HO, — H* +0; ao

€3+ 02 > 05 (11)

2HO, — Hy0, + 0, a2

05 +HO0, +H" — Hy0, + 0, a3

radical behaves as a weak acid [reaction (10)] in
aqueous solution. In dilute aqueous systems contain-
ing oxygen, the spectrum of radical intermediates is
markedly altered, and reactions of the OH radical
become most important. This has significant conse-
quences in irradiated biological systems exposed to
the atmosphere.

In dilute aqueous solutions, radicals escaping spur
recombinations can undergo reaction with the so-
lute. G values for these radical yields have been de-
termined from pulsed radiolysis or by a technique
in which a specific radical is scavenged by an addi-
tive to form a stable molecule. The product is mea-
sured, for example, by spectrophotometry. Tetrani-
tromethane [C(NO,)4] is an effective scavenger for
the hydrated electron [reaction (14)]. The product,

CINO2)g +H,0™ — C(NO2)§ +NO, +H,0 (149)

nitroform [C(NO,);] is a stable anion with a well-
known optical absorption spectrum.

The concept of yield for radicals surviving spur re-
actions is not a precise one. In addition to a physical
LET dependence, it varies slightly with the scaveng-
ing system used. For gamma rays and fast electrons
and in solutions of pH > 4, generally satisfactory cor-
relations with radiolysis yields are obtained by using
2.8, 2.8, and 0.6 molecules, per 100 eV for €,q, OH,
and H radicals, respectively. Corresponding molecu-
lar yields for H, and H,O, are 0.4 and 0.8 molecule
per 100 eV.

In acidic solutions, €, is converted to H through
reaction (4), and radical yields are 3.7 and 2.9
molecules per 100 eV for H and OH, respectively.
The molecular yields are essentially unchanged.

Radiation chemical mechanisms in aqueous solu-
tions are determined by correlations of chemical
change with known radical yields. Oxidation of Fe(Il)
to Fe(ID) in an aerated acid solution (the Fricke
dosimeter solution) is an example of such a sys-
tem. The following mechanism [reactions (15)] has

H+ 0, — HO,
HO, + Fe?* — HO, +Fe3+
HO3 +H* — H,0,
H,0, + Fe2+ — Fe3+ 4+ OH- + OH
OH + Fe2+ — Fe¥+ + OH-

as

been developed for radiolysis. The vyield for Fe’™,
based upon these radical yields, is 15.6 molecules
per 100 eV, consistent with the experimental value.

Applications. In addition to basic kinetics and
mechanistic studies, the principles of radiation
chemistry find application in any process in which
ionizing radiation is used to study, treat, or modify a
biological or chemical system.

In radiation therapy, tumors are destroyed by the
application of ionizing radiation from external or in-
ternally administered sources. Either or both free-
radical attack and specific local energy deposition
may be involved in cell destruction. Gamma rays
are used for treatment of internal tumors; electron
or charged-particle beams are applied to external
or invasively accessible lesions. Radiation LET is an
important variable in treating tumors with particle
beams.

The physiological concentration of iodine in the
thyroid is the basis for the treatment of hyperthy-
roidism with >'I. The beta radiation from this iso-
tope is effective in localized tissue destruction.

A goal of any radiation therapy is maximum tumor
cell destruction with minimum damage to healthy
cells. Chemical sensitization toward, and protection
of cells from, radiation damage are areas of continu-
ing research. See RADIATION THERAPY.

Disposable medical supplies such as gloves, nee-
dles, syringes, and saline solutions are routinely ster-
ilized by radiation. Doses of the order of 10° rads
(10 kGy) are effective in deactivating most microor-
ganisms.

Radiation processing of sewage sludge enables en-
vironmentally safe disposal or conversion to fertil-
izer. However, while chemically feasible, the process
is not economically competitive.



Radiation chemistry and food preservation. Ionizing
radiation in sufficient dose is lethal to microorgan-
isms. This was observed shortly after the discoveries
of radioactivity and x-rays and was early considered
as a means to control the growth of microorganisms
in foods.

The inactivation of a microorganism by radiation
is a result of reaction by free radicals produced in the
organism itself or in the surrounding medium, and by
direct action of the radiation on the organism. While
all cell constituents are susceptible to radiation dam-
age, itis generally believed that the DNA components
in the cell chromosomes are the most critical target.
In a direct-action event, nucleic acid molecules are
ionized or excited by a primary or secondary elec-
tron. A chain of reactions is initiated which may re-
sult in damage or death to the organism. In the cy-
toplasm of cells, which may contain 80% water, free
radicals from the water are formed which diffuse to
and react with the DNA. Initial chemical events in-
volve radical site formation followed by strand break-
age.

The more complex the organism, the greater the
sensitivity to radiation damage. The larger DNA units
provide a larger target for interaction with radia-
tion and with the radiation-produced intermediates.
Viruses, for example, have a greater resistance to radi-
ation than do bacteria. The radiation dose required to
kill or inactivate 90% of a specific microbial popula-
tion is designated as D;,. While the effectiveness of a
given radiation dose also depends upon the physical
state and chemical composition of the surrounding
medium, D, values are within the range of 0.1-2 kGy
for most bacteria but may be of the order of 10 kGy
for some viruses. A dose of 5 kGy has been reported
to decrease populations of Salmonella, Staphylococ-
cus aureus, Escherichia coli, Brucella, and Vibrio by
factors of at least 10°.

The use of ionizing radiation for pathogen control
has been approved by most governments for a wide
range of foods. In general, limitations on dose have
been specified for all products. The Food and Drug
Administration (FDA) approved the use of radiation
for pathogen control in meat and meat products. A
maximum of 4.5 kGy was established for refrigerated
meat and meat products and 7.5 kGy for the frozen.
The actual dose used for preservation of a commer-
cial product is determined by storage requirements
and conditions.

Processing of commercial quantities of food sup-
plies requires a source of stable intensity and a radi-
ation of sufficient penetrating power to deposit en-
ergy throughout the product. Current and proposed
facilities utilize a conveyor belt on which the product
being sterilized is passed for a predetermined expo-
sure time under a cobalt-60 (or cesium-137) gamma-
ray source or an electron accelerator. With the ac-
celerator, energetic electrons, for example, 10 MeV,
are incident upon a metal film in which the elec-
tron energy is converted to the more penetrating
x-radiation. With a copper converter, approximately
10% of incident 10-MeV electron energy is converted
to x-radiation. If only a surface sterilization is desired,
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electron beams may be used directly. In the decay of
cobalt-60, gammas of 1.17 and 1.33 MeV are emitted,;
a beta particle emitted in the same decay process is
largely absorbed within the source and plays essen-
tially no role in the sterilization process. Cesium-137
emits a single gamma of 0.67 MeV in energy but has
a longer half-life of 30 years compared to 5.3 years
for cobalt-60.

The radiation processing of food products on a
commercial scale requires sources of sufficient in-
tensity to treat large quantities of produce in an eco-
nomic, brief time period. To achieve this, 10%-10°-
curie quantities of cobalt-60 or electron accelerators
of 10-100-kW beam power are required. While both
facility types require extensive shielding for radia-
tion protection, the electron accelerator can be shut
off, but the radioisotope source will require more
involved and strictly monitored access limitation.

Despite the physical feasibility and federal ap-
proval, concern over public acceptance has delayed
the implementation of large-scale radiation process-
ing of food supplies. The term “cold pasteurization”
has been used in some cases to label food so treated.

Scientific concerns involving possible radiolytic
formation of toxic products, destruction of nutri-
tional components of the food, and a detrimental
effect on taste or odor have been addressed in over
50 years of extensive research and testing. Radioly-
sis products in foods are in most cases similar but
not identical to those resulting from cooking with
heat or by microwave. In addition to water, the main
components of foods are carbohydrates, lipids, and
proteins. Extensive studies involving analyses for spe-
cific products formed in these materials have been
carried out. Representative materials, such as starch,
corn oil, and alanine, were subjected to radiation
doses equal to and greater than that recommended
for treatment. In carbohydrates, shorter-chain alde-
hydes, alcohols, and ketones are the major products
of irradiation. From proteins, amino acids and NH;
and non-nitrogen-containing simpler acids and alde-
hydes are formed. From lipids, hydrocarbons and
aldehydes are major products as well as a variety of
esters. Such studies have given no evidence for signif-
icant chemical toxins being formed in food subjected
to sterilizing doses of radiation.

Most studies of toxicological safety of irradiated
foods have involved in vitro experiments with ani-
mals. In such studies, an animal population is fed a
diet containing a food subjected to a dose of radiation
usually many times that proposed for sterilization and
increased shelf-life requirements. Comparisons with
populations fed a regular diet have demonstrated no
adverse effects attributable to the irradiation.

Some vitamin loss does occur in irradiated food
samples. Loss normally occurs in the cooking pro-
cess, and this is sometimes enhanced by irradiation.
Thiamine is particularly sensitive. The FDA has con-
cluded that other dietary factors are largely unaf-
fected in nutritional value.

Milk and most dairy products will develop an
offflavor from 10-kGy doses of radiation. Radia-
tion will not be usable for their processing. No
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significant tastes or odors have been reported for
other foods subjected to sterilization or preservation
doses. See FOOD PRESERVATION; ISOTOPIC IRRADIA-
TION. Francis J. Johnston

Pulse radiolysis. The chemical effects produced by
the absorption of ionizing radiation involve, to a large
extent, the production and reaction of free radicals,
that is, molecules containing unpaired electrons. In
most cases, these free radicals are very reactive and
have very short lifetimes, so that they cannot be stud-
ied directly by the usual chemical approaches. How-
ever, pulse radiolysis methods can be very effectively
employed to observe the production and subsequent
reaction of free radicals. By using these methods,
both chemical and instrumental, the properties of
many radicals and other transient intermediates have
been described in detail. In many cases, these prop-
erties are unavailable from more conventional ex-
periments. A major fraction of pulse radiolysis stud-
ies have been carried out on radicals produced in
aqueous solutions. Here, the interest is usually in the
secondary radicals resulting from reaction of organic
or inorganic substrates with the radicals produced in
the radiolysis of water, that is hydrogen atoms, hydra-
ted electrons, and hydroxyl radicals. The radiation
chemical yields of these initial radicals are known
quite well so that quantitative measurements are pos-
sible. Since excited states also play an important role
in the radiolysis of organic systems, they can be stud-
ied by pulse radiolysis techniques. See FREE RADICAL.

Pulse radiolysis usually involves observing opti-
cal absorption changes following irradiation with
nanosecond or microsecond pulses of megaelec-
tronvolt electrons. Once the spectral characteristics
of the transient molecules (free radicals) are estab-
lished, measurements on the time dependence of
their optical absorptions allow determination of the
rate for their production and reaction. Changes in ab-
sorption spectra with time frequently allow details
of the mechanisms involved in radical reactions to
be elucidated. While optical absorption studies are
usually carried out on the nanosecond or microsec-
ond time scale following pulse irradiation, measure-
ments can also be made at times as short as a few
picoseconds or at millisecond and longer times. See
ULTRAFAST MOLECULAR PROCESSES.

Spectroscopic methods. Electron spin resonance and
laser resonance Raman spectroscopic methods are
also employed in pulse radiolysis. Both approaches
provide information on the structure of the tran-
sients that otherwise would not be available. Because
these approaches are sensitive to the structure of the
intermediate, they provide fingerprint identification
of the intermediate being examined and allow dis-
crimination against unwanted species. They can be
an important adjunct to spectrophotometric experi-
ments. However, very sophisticated equipment is re-
quired for such experiments. Conductivity measure-
ments are usually used to provide information on the
production of acid or base in oxidation or reduction
processes. However, the background conductance
of ions effectively restricts these studies to solutions
of low ionic strength in the pH range 4-10. Nonpo-

lar media such as hydrocarbons can also be exam-
ined by time-resolved conductance methods. In this
case, microwave methods are particularly attractive
since electrodes are not necessary and polarization
problems are absent. See ELECTRON PARAMAGNETIC
RESONANCE (EPR) SPECTROSCOPY; RAMAN EFFECT.

High-energy electrons. Pulse radiolysis experiments
are usually based on pulses of electrons having ener-
gies of a few megaelectronvolts from a Van de Graaff
or linear accelerator. At these energies the electrons
have sufficient penetration that it is possible to ir-
radiate a sample of 1 cm thickness reasonably uni-
formly. Beam currents during the pulse are usually of
the magnitude of amperes, so that a 1-nanosecond
pulse of electrons having an energy of 2 MeV pro-
duces an initial radical concentration in water of a
few micromolar. Many detection methods are suffi-
ciently sensitive that this concentration is adequate
for appropriate measurements. It is possible to pro-
duce considerably higher initial free-radical concen-
trations by using longer or more intense pulses, and
to produce initial free-radical concentrations in ex-
cess of 10 millimolar by using the intense pulses from
a commercially available field emission accelerator.
However, it is generally desirable to limit the radical
concentrations in order to avoid complicating reac-
tions between radicals.

Electron transfer kinetics. Pulse radiolysis is particularly
valuable in providing information on electron trans-
fer kinetics and equilibria. In particular, pulse radi-
olysis allows direct observation of electron transfer
reactions. Most data on electron-transfer rates and
one-electron reduction potentials of free radicals
have been derived from pulse radiolysis. The results
obtained represent very significant additions to the
information available on a type of reaction which is
of considerable importance to many aspects of chem-
istry. A different approach does not involve free rad-
icals but a determination of the rate for acid disso-
ciation of naphthol (Fig. 2). In this case, hydroxide
ion, which is a by-product of water radiolysis, attacks
the naphthol to produce a naphtholate anion which
has a greater absorption than does the naphthol.

relative absorbance

time, ws

Fig. 2. Growth and decay of the signal of naphtholate anion
in the pulse irradiation of a naphthol solution. Deter-
mination of the decay rate gives a spontaneous lifetime

of 30 milliseconds for loss of the naphthol proton in
aqueous solution.
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Fig. 3. Time dependence of the electron spin resonance
signals of hydrogen atoms in the presence of
50-600-micromolar azide ion. The signal intensities and
decay periods decrease with increasing azide ion
concentration.

Observations on the recovery in acidic solution pro-
vides information on the rate for protonation of the
phenolate anion and allows derivation of the spon-
taneous lifetime for acidic dissociation of the naph-
thol. Time-resolved electron spin resonance are sim-
ilarly valuable in providing kinetic information on
the reactions of free radicals. In optical studies, hy-
drogen atom signals are usually masked by other ab-
sorptions so that they cannot be observed directly.
They are, however, uniquely observed in techniques
(Fig. 3). Electron spin resonance measurements have
provided a significant fraction of the available in-
formation on the reaction of hydrogen atoms with
organic substrates. Determination of the rates for re-
action of radicals with spin traps is another impor-
tant application of time-resolved electron spin reso-
nance measurements. Time-resolved Raman studies
provide information on the vibrational structure of
radicals, which is otherwise unavailable. Since the
concentrations required for detection can be main-
tained for only brief periods, pulse techniques are
required. Robert H. Schuler
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Radiation damage to materials

Harmful changes in the properties of liquids, gases,
and solids, caused by interaction with nuclear radi-
ations. For a discussion of radiation damage in min-
erals. For a description of damage caused to biolog-
ical systems by radiation see METAMICT STATE; RADI-
ATION INJURY (BIOLOGY)

The interaction of radiation with materials often
leads to changes in the properties of the irradiated
material. These changes are usually considered harm-
ful. For example, a ductile metal may become brit-
tle. However, sometimes the interaction may result
in beneficial effects. For example, cross-linking may
be induced in polymers by electron irradiation lead-
ing to a higher temperature stability than could be
obtained otherwise. See RADIOACTIVITY AND RADIA-
TION APPLICATIONS.

Radiation damage is usually associated with ma-
terials of construction that must function in an en-
vironment of intense high-energy radiation from a
nuclear reactor. Materials that are an integral part of
the fuel element or cladding and nearby structural
components are subject to such intense nuclear ra-
diation that a decrease in the useful lifetime of these
components can result. See NUCLEAR REACTOR.

Radiation damage will also be a factor in thermonu-
clear reactors. The deuterium-tritium (D-T) fusion in
thermonuclear reactors will lead to the production
of intense fluxes of 14-MeV neutrons that will cause
damage per neutron of magnitude two to four times
greater than damage done by 1-2 MeV neutrons
in operating reactors. Charged particles from the
plasma will be prevented from reaching the contain-
ment vessel by magnetic fields, but uncharged par-
ticles and neutrons will bombard the containment
wall, leading to damage as well as sputtering of the
container material surface which not only will cause
degradation of the wall but can contaminate the
plasma with consequent quenching. See NUCLEAR
FUSION; PLASMA (PHYSICS).

Superconductors are also sensitive to neutron
irradiation; hence the magnetic confinement of
the plasma may be affected adversely. Damage to
electrical insulators will be serious. Electronic com-
ponents are extremely sensitive to even moderate ra-
diation fields. Transistors malfunction because of de-
fect trapping of charge carriers. Ferroelectrics such
as BaTiOj; fail because of induced isotropy; quartz
oscillators change frequency and ultimately become
amorphous. High-permeability magnetic materials
deteriorate because of hardening; thermocouples
lose calibration because of transmutation effects. In
this latter case, innovations in Johnson noise ther-
mometry promise freedom from radiation damage in
the area of temperature measurement. Plastics used
for electrical insulation rapidly deteriorate. Radiation
damage is thus a challenge to reactor designers,
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Key:
n = neutron path
1 = primary knock-on path
2 = secondary knock-on path
3 = tertiary knock-on path
{4+ = intense ionization
0 = vacancy
x = interstitial
¢ = thermal spike
m = impurity atom

Fig. 1. The five principal mechanisms of radiation damage are ionization, vacancies,
interstitials, impurity atoms, and thermal spikes. Diagram shows how a neutron might
give rise to each in copper. Grid-line intersections are equilibrium positions for atoms.
(After D. S. Billington, Nucleonics, 14:54-57, 1956)

materials engineers, and scientists to find the means
to alleviate radiation damage or to develop more
radiation-resistant materials.

Damage mechanisms. There are several mecha-
nisms that function on an atomic and nuclear scale to
produce radiation damage in a material if the radia-
tion is sufficiently energetic, whether it be electrons,
protons, neutrons, x-rays, fission fragments, or other
charged particles.

Electronic excitation and ionization. This type of damage
is most severe in liquids and organic compounds and
appears in a variety of forms such as gassing, decom-
position, viscosity changes, and polymerization in
liquids. Rapid deterioration of the mechanical prop-
erties of plastics takes place either by softening or by
embrittlement, while rubber suffers severe elasticity
changes at low fluxes. Cross-linking, scission, free-
radical formation, and polymerization are the most
important reactions. See RADIATION CHEMISTRY.

The alkali halides are also subject to this type of
damage since ionization plays a role in causing dis-
plated atoms and darkening of transparent crystals
due to the formation of color centers. See COLOR
CENTERS.

Transmutation. In an environment of neutrons, trans-
mutation effects may be important. An extreme case
is illustrated by reaction (1). The °Li isotope is ap-

6Li+n— *He + 3H + 4.8 MeV 1€))

proximately 7.5% abundant in natural lithium and
has a thermal neutron cross section of 950 barns
(1 barn =1 x 1072* cm?). Hence, copious quantities
of tritium and helium will be formed. (In addition,
the kinetic energy of the reaction products creates
many defects.) Lithium alloys or compounds are con-
sequently subject to severe radiation damage. On the

other hand, reaction (1) is crucial to success of ther-
monuclear reactors utilizing the D-T reaction since
it regenerates the tritium consumed. The lithium or
lithium-containing compounds might best be used
in the liquid state.

Even materials that have a low cross section such
as aluminum can show an appreciable accumulation
of impurity atoms from transmutations. The capture
cross section of /Al (100% abundant) is only 0.25 x
1072% cm?. Still reaction (2) will yield several per-
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cent of silicon after neutron exposures at fluences of
10%n/cm?.

The elements boron and europium have very large
cross sections and are used in control rods. Damage
to the rods is severe in boron-containing materials
because of the °B(n,a) reaction. Europium decay
products do not yield any gaseous elements. At high
thermal fluences reaction (3) is most important in

8Ni 4+ n— ONi+n— ®Fe +a 3)

nickel-containing materials. The reaction (n,n') — «
at 14 MeV takes place in most materials under con-
sideration for structural use. Thus, transmutation ef-
fects often can be a problem of great importance.
See NEUTRON SPECTROMETRY; NUCLEAR REACTION;
TRANSMUTATION.

Displaced atoms. This mechanism is the most impor-
tant source of radiation damage in nuclear reactors
outside the fuel element. It is a consequence of the
ability of the energetic neutrons born in the fission
process to knock atoms from their equilibrium po-
sition in their crystal lattice, displacing them many
atomic distances away into interstitial positions and
leaving behind vacant lattice sites. The interaction is
between the neutron and the nucleus of the atom
only, since the neutron carries no charge. The max-
imum kinetic energy AE that can be acquired by a
displaced atom is given by Eq. (4), where M is mass of
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the primary knocked-on atom (PKA), m is the mass
of the neutron, and Ey is the energy of the neutron.

The energy acquired by each PKA is often high
enough to displace additional atoms from their equi-
librium position; thus a cascade of vacancies and in-
terstitial atoms is created in the wake of the PKA
transit through the matrix material. Collision of the
PKA and a neighbor atom takes place within a few
atomic spacings or less because the charge on the
PKA results in screened coulombic-type repulsive in-
teractions. The original neutron, on the other hand,
may travel centimeters between collisions. Thus re-
gions of high disorder are dispersed along the path
of the neutron. These disordered regions are created
in the order of 107!% s. The energy deposition is so
intense in these regions that it may be visualized as
a temporary thermal spike.

Not all of the energy transferred is available for
displacing atoms. Inelastic energy losses (electronic



excitation in metals and alloys, and excitation plus
ionization in nonmetals) drain an appreciable frac-
tion of the energy of the knocked-on atom even at
low energies, particularly at the beginning of its flight
through the matrix material. The greater the initial
energy of the PKA, the greater is the inelastic en-
ergy loss; however, near the end of its range most of
the interactions result in displacements. Figure 1is a
schematic representation of the various mechanisms
of radiation damage that take place in a solid.

A minimum energy is required to displace an atom
from its equilibrium position. This energy ranges
from 25 to 40 eV for a typical metal such as iron; the
mass of the atom and its orientation in the crystal
influence this value. When appropriate calculations
are made to compensate for the excitation energy
loss of the PKA and factor in the minimum en-
ergy for displacement, it is found that approximately
500 stable vacancy-interstitial pairs are formed, on
the average, for a PKA in iron resulting from a 1-MeV
neutron collision. By multiplying this value by the
flux of neutrons [10'4~'> 2/(cm?)(s)] times the expo-
sure time [3 x 107 s/yr] one can easily calculate that
in a few years each atom in the iron will have been
displaced several times.

In the regions of high damage created by the PKA,
most of the vacancies and interstitials will recom-
bine. However, many of the interstitials, being more
mobile than the vacancies, will escape and then may
eventually be trapped at grain boundaries, impurity
atom sites, or dislocations. Sometimes they will ag-
glomerate to form platelets or interstitial dislocation
loops. The vacancies left behind may also be trapped
in a similar fashion, or they may agglomerate into
clusters called voids. See CRYSTAL DEFECTS.

Effect of fission fragments. The fission reaction in ura-
nium or plutonium yielding the energetic neutrons
that subsequently act as a source of radiation damage
also creates two fission fragments that carry most
of the energy released in the fission process. This
energy, approximately 160 MeV, is shared by the
two highly charged fragments. In the space of a few
micrometers all of this energy is deposited, mostly
in the form of heat, but a significant fraction goes
into radiation damage of the surrounding fuel. The
damage takes the form of swelling and distortion of
the fuel. These effects may be so severe that the
fuel element must be removed for reprocessing in
advance of burn-up expectation, thus affecting the
economy of reactor operation. However, fuel ele-
ments are meant to be ultimately replaced, so that in
many respects the damage is not as serious a problem
as damage to structural components of the perma-
nent structure whose replacement would force an
extended shutdown or even reconstruction of the
reactor. See NUCLEAR FISSION; NUCLEAR FUELS.

Damage in cladding. Swelling of the fuel cladding
is a potentially severe problem in breeder reactor
design. The spacing between fuel elements is mini-
mized to obtain maximum heat transfer and optimum
neutron efficiency, so that diminishing the space for
heat transfer by swelling would lead to overheating
of the fuel element, while increasing the spacing to
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allow for the swelling would result in lower efficien-
cies. A possible solution appears to be in the devel-
opment of low-swelling alloys.

Damage in engineering materials. Most of the engi-
neering properties of materials of interest for reactor
design and construction are sensitive to defects in
their crystal lattice. The properties of structural ma-
terials that are of most significance are yield strength
and tensile strength, ductility, creep, hardness, di-
mensional stability, impact resistance, and thermal
conductivity. Metals and alloys are chosen for their
fabricability, ductility, reasonable strength at high
temperatures, and ability to tolerate static and dy-
namic stress loads. Refractory oxides are chosen for
high-temperature stability and for use as insulators.
Figure 2 shows relative sensitivity of various types
of materials to radiation damage. Several factors that
enter into susceptibility to radiation damage will be
discussed. See METAL, MECHANICAL PROPERTIES OF.

Temperature of irradiation. Nuclear irradiations per-
formed at low temperatures (4 K) result in the max-
imum retention of radiation-produced defects. As
the temperature of irradiation is raised, many of
the defects are mobile and some annihilation may
take place at 0.3 to 0.55 of the absolute melting
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Fig. 2. Sensitivity of engineering materials to radiation.
Levels are approximate and subject to variation. Changes
are in most cases at least 10%. (After O. Sisman and J. C.
Wilson, Nucleonics, 14:58-65, 1956)
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point 7,,. The increased mobility, particularly of va-
cancies and vacancy agglomerates, may lead to ac-
celeration of solid-state reactions, such as precip-
itation, short- and long-range ordering, and phase
changes. These reactions may lead to undesirable
property changes. In the absence of irradiation many
alloys are metastable, but the diffusion rates are so
low at this temperature that no significant reaction
is observed. The excess vacancies above the equi-
librium value of vacancies at a given temperature
allow the reaction to proceed as though the tem-
perature were higher. In a narrow temperature re-
gion vacancy-controlled diffusion reactions become
temperature-independent. When the temperature of
irradiation is above 0.557;,, most of the defects an-
neal quickly and the temperature-dependent vacancy
concentration becomes overwhelmingly larger than
the radiation-induced vacancy concentration. How-
ever, in this higher temperature region serious prob-
lems may arise from transmutation-produced helium.
This gas tends to migrate to grain boundaries and
leads to enhanced intergranular fracture, limiting the
use of many conventional alloys.

Nuclear properties. Materials of construction with
high nuclear-capture cross sections are to be avoided
because each neutron that is captured in the struc-
tural components is lost for purposes of causing ad-
ditional fissioning and breeding. The exception is in
control rods as discussed earlier. Moderator materi-
als, in particular, need to have low capture cross sec-
tions but high scattering cross sections. Low atomic
weight is an important feature since moderation of
fast neutrons to thermal energies is best done by
those elements that maximize the slowing-down pro-
cess. [See Eq. (2).] Beryllium and graphite are excel-
lent moderators and have been used extensively in
elemental form. Both elements suffer radiation dam-
age, and their use under high-stress conditions is to
be avoided.

Fluence. The total integrated exposure to radiation
(flux x time) is called fluence. It is most important in
determining radiation damage. Rate effects (flux) do
not appear to be significant. The threshold fluence
for a specific property change induced by radiation
is a function of the composition and microstructure.
One of the most important examples is the appear-
ance of voids in metals and alloys. This defect does
not show up in the microstructure of irradiated met-
als or alloys until a fluence of 10'° n/cm? or greater
has been achieved. Consequently, there was no way
to anticipate its appearance and the pronounced ef-
fectin causing swelling in structural components of a
reactor. This and other examples point to the impor-
tance of lifetime studies to establish the appearance
or absence of any unexpected phenomenon during
this time.

Lifetime studies in reactors are time-consuming
and are virtually impossible if anticipated fluences
far exceed the anticipated lifetime of operating test
reactors. A technique to overcome this impasse is
to use charged-particle accelerators to simulate reac-
tor irradiation conditions. For example, nickel ions
can be used to bombard nickel samples. The bom-
barding ions at 5 to 10 MeV then simulate primary

knocked-on atoms directly and create high-density
damage in the thickness of a few micrometers. Ac-
celerators are capable of producing beam currents of
several A/cm?; hence in time periods of a few hours
to a few days ion bombardment is equivalent to years
of neutron bombardment. Correlation experiments
have established that the type of damage is similar to
neutron damage. Moreover, helium can be injected
to approximate 72, damage when these reactions do
not occur in accelerator bombardments. However,
careful experimentation is required to obtain corre-
lation between results obtained on thin samples and
thicker, more massive samples used in neutron stud-
ies. See CHARGED PARTICLE BEAMS; PARTICLE ACCEL-
ERATOR.

Pretreatment and microstructure. Dislocations play a key
role in determining the plastic flow properties of
metals and alloys such as ductility, elongation, and
creep. The yield, ultimate and impact strength prop-
erties, and hardness are also expressions of disloca-
tion behavior. If a radiation-produced defect impedes
the motion of a dislocation, strengthening and re-
duced ductility may result. On the other hand, dur-
ing irradiation, point defects may enhance mobility
by promoting dislocation climb over barriers by cre-
ating jogs in the dislocation so that it is free to move
in a barrier-free area. Moreover, dislocations may act
as trapping sites for interstitials and gas atoms, as well
as nucleation sites for precipitate formation. Thus the
number and disposition of dislocations in the metal
alloy may strongly influence its behavior upon irra-
diation.

Heat treatment prior to irradiation determines the
retention of both major alloying components and im-
purities in solid solution in metastable alloys. It also
affects the number and disposition of dislocations.
Thus heat treatment is an important variable in de-
termining subsequent radiation behavior.

Impurities and minor alloying elements. The presence of
small amounts of impurities may profoundly affect
the behavior of engineering alloys in a radiation field.
It has been observed that helium concentrations as
low as 107 seriously reduce the high-temperature
ductility of a stainless steel. Concentrations of helium
greater than 107° may conceivably be introduced by
the n,« reaction in the nickel component of the stain-
less steel or by boron contamination introduced in-
advertently during alloy preparation. The boron also
reacts with neutrons via the »,« reaction to produce
helium. The addition of a small amount of Ti (0.2%)
raises the temperature at which intergranular frac-
ture takes place so that ductility is maintained at op-
erating temperatures.

Small amounts of copper, phosphorus, and nitro-
gen have a strong influence on the increase in the
ductile-brittle transition temperature of pressure ves-
sel steels under irradiation. Normally these carbon
steels exhibit brittle failure below room temperature.
Under irradiation, with copper content above 0.08%
the temperature at which the material fails in a brittle
fashion increases. Therefore it is necessary to control
the copper content as well as the phosphorus and
nitrogen during the manufacture and heat treatment
of these steels to keep the transition temperature



at a suitably low level. A development of a similar
nature has been observed in the swelling of type
316 stainless steel. It has been learned that carefully
controlling the concentration of silicon and titanium
in these alloys drastically reduces the void swelling.
This is an important technical and economic contri-
bution to the fast breeder reactor program.

Beneficial effects. Radiation, under carefully con-
trolled conditions, can be used to alter the course of
solid-state reactions that take place in a wide variety
of solids. For example, it may be used to promote
enhanced diffusion and nucleation, it can speed up
both short- and long-range order-disorder reactions,
initiate phase changes, stabilize high-temperature
phases, induce magnetic property changes, retard
diffusionless phase changes, cause re-solution of pre-
cipitate particles in some systems while speeding
precipitation in other systems, cause lattice param-
cter changes, and speed up thermal decomposi-
tion of chemical compounds. The effect of radiation
on these reactions and the other property changes
caused by radiation are of great interest and value to
research in solid-state physics and metallurgy.

Radiation damage is usually viewed as an unfor-
tunate variable that adds a new dimension to the
problem of reactor designers since it places severe
restraints on the choice of materials that can be
employed in design and construction. In addition,
it places restraints on the ease of observation and
manipulation because of the radioactivity involved.
However, radiation damage is also a valuable research
technique that permits materials scientists and engi-
neers to introduce impurities and defects into a solid
in a well-controlled fashion. See ION IMPLANTATION.

Douglas S. Billington
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Radiation hardening

The protection of semiconductor electronic devices
and electronic systems from the effects of high-
energy radiation. Applications for such devices are in
three major areas: (1) satellites, which are exposed to
natural space radiation from the Van Allen belts, solar
flares, and cosmic rays; (2) electronics, especially
sensor and control electronics for commercial nu-
clear power-generating plants; and (3) perhaps most
important, equipment designed to survive the radia-
tion from nuclear explosions.

Radiation hardening

The expanding technology base has developed
with emphasis shifting from one particular type of
radiation to another. An early emphasis on neutron
fluence and displacement damage effects was fol-
lowed by a concentration on dose-rate effects from
short x-ray and gamma-ray pulses. Next came a large
effort to deal with the effects of electromagnetic
pulses (EMP) from nuclear weapons on electronic
systems and components. The preponderant utiliza-
tion of complementary metal-oxide-semiconductor
(CMOS) devices for satellite electronics increased
concern about jonizing-radiation response. This has
been incorrectly described as total-dose response,
but it usually depends strongly on dose rate as well
as total accumulated ionizing dose. The evolution to
very large scale integrated-circuit (VLSD) devices has
reduced the active volume of devices to levels where
a single cosmic ray can produce sufficient ionization
to change the logic state of a gate or flip-flop cir-
cuit; and this phenomenon, called single-event up-
set, has aroused strong concern. See ELECTROMAG-
NETIC PULSE (EMP); INTEGRATED CIRCUITS.

Although most radiation effects have been ex-
plained and are well understood, much remains to
be done. Among the better-understood phenomena
are displacement damage from neutrons and pho-
tocurrent transients produced by ionizing-radiation
pulses. Basic electromagnetic-pulse interactions are
also well understood, although their effects on
complex electronic systems are extremely difficult
to predict because such prediction requires that
points of entry and transfer functions be character-
ized, which is an extremely complex boundary-value
problem.

Ionizing dose is discussed with respect to rads
as the customary unit of absorbed energy. One rad
(material) is the absorption of 100 ergs per gram
(1072 joule per kilogram or 1072 gray). Similarly, dose
rate is measured in rads (material) per second or ergs
per gram per second. Radiation effects depend on
both the accumulated ionizing dose (so-called total
dose) and the rate at which the dose was accumu-
lated. See UNITS OF MEASUREMENT.

lonizing dose effects. The quasipermanent effects
of exposure to ionizing radiation are least under-
stood, and understanding the response of semicon-
ductor devices to this radiation is probably the sin-
gle most important remaining radiation-hardening
problem. Emphasis has been on electrically measur-
able manifestations such as accumulation of posi-
tive charge in silicon dioxide and buildup of nega-
tive charge at the oxide-semiconductor interface.
The chemical or physical nature of traps has not
been adequately explained, although many theo-
ries have been set forth. Hardening of metal-oxide-
semiconductor (MOS) devices has been accomp-
lished by lower-temperature processing, which
probably reduces physical or crystalline defects, and
by developing extremely clean processes, which
probably reduce chemical defects. The dearth of
basic knowledge about damage from ionizing radi-
ation is so serious that presently known electrical,
chemical, or physical measurements on semiconduc-
tor devices cannot be used to predict behavior in
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an ionizing-radiation environment. See CRYSTAL DE-
FECTS; TRAPS IN SOLIDS.

The problem of creating hardened systems for use
in ionizing-radiation environments is further exacer-
bated by the common practice of specifying the en-
vironment only in terms of total dose. Semiconduc-
tor devices do not have a unique response to total
dose; rather they show a complex time-dependent
response, which depends on both dose rate and ac-
cumulated dose. The damage depends on operating
bias and temperature. Thus, it is necessary to spec-
ify the environment in terms of dose, dose rate, and
temperature.

The most important electrical manifestations of
ionizing dose damage in MOS devices are an increase
in leakage current; a shift in threshold voltage; and
a decrease in speed, transconductance, and channel
conductance. The threshold voltage shift is predomi-
nantly negative for unhardened devices, and negative
at low doses followed by positive at high doses for
hardened devices.

Dose-rate effects. Dose-rate effects are well under-
stood. The generation of electron-hole pairs in semi-
conductors is proportional to the dose; the genera-
tion constant for silicon is 4.3 x 10'? electron-hole
pairs per rad (4.3 x 10 pairs per gray). Carriers
generated in or near a pn junction result in a tran-
sient photocurrent proportional to dose rate and the
effective volume of the junction. Effective junction
volume is the product of junction area and junction
width plus a diffusion length on each side of the junc-
tion. High dose rates can damage semiconductor de-
vices through logic upset, latch-up, and burnout. In
logic upset, logic and memory cells are switched.
In latch-up, susceptible devices are triggered into a
high current-high voltage state via silicon controlled
rectifier action, producing circuit incapacitation and
in some cases burnout. Finally, the photocurrents
can cause enough energy dissipation, primarily in
pn junction regions, to cause device burnout. See
PHOTOVOLTAIC EFFECT.

Displacement damage effects. Displacement dam-
age effects are caused by neutrons, protons,
electrons, and other high-energy particles. The pro-
duction of lattice defects is proportional to the
nonionizing energy absorbed by the lattice. The ir-
radiation itself produces Frenkel defects, which are
unstable at room temperature and diffuse to pro-
duce room-temperature-stable defects, including di-
vacancies, E-centers (donor vacancy defects), and
A-centers (oxygen vacancy defects). The defects act
as recombination and trapping centers, producing
a minority-carrier lifetime decrease proportional to
particle fluence. A second-order effect is an increase
in resistivity in silicon semiconductors, which is
caused by a decrease in mobility and majority-carrier
concentration. The dominant effect in bipolar sili-
con devices is a reduction in common-emitter cur-
rent gain. This effect is quantitively described by the
Messenger-Spratt equation, which shows that the in-
crease in reciprocal common-emitter current gain
is directly proportional to particle fluence and in-
versely proportional to gain-bandwidth product. See
ELECTRON-HOLE RECOMBINATION.

Single-event phenomena. Single-event upsets are
caused at a very low rate in logic and memory cir-
cuits by cosmic rays. Rates are low enough (less
than 1073 upset per bit per day) that error-detection-
and-correction (EDAC) software can be effectively
used. This problem is a result of the extremely small
effective volumes of large-scale integrated circuits.
Integrated circuits with feature sizes greater than
10 micrometers do not show significant single-event
upset rates. The upset rate is a function of the max-
imum linear dimension of the critical device vol-
ume, is inversely proportional to the area of the col-
lecting junction, and is proportional to the flux of
cosmic-ray particles that exceed the critical linear
energy transfer required to produce critical charge
in logic devices. This charge is the charge required to
change a 0 to a 1 or vice versa, whichever is lower.
Single-event upsets may trigger latch-up or second
breakdown and hence may also cause catastrophic
failure.

Single-event phenomena have led to the develop-
ment of fault-tolerant architectures to mitigate the
effects of random digital upsets, and to the design
modification of integrated circuits to prevent an
upset even when the active volume is struck by a
cosmic ray. Single-event research and development
programs are expected to become increasingly im-
portant since the problem becomes progressively
more serious as integrated circuits utilize smaller ac-
tive volumes, allowing cosmic rays of lower energy
to produce upsets. See FAULT-TOLERANT SYSTEMS.

System hardening. Hardening of electronic sys-
tems is accomplished by a combination of selecting
hardened components, designing circuits more tol-
erant to radiation-induced degradations, and shield-
ing. Shielding is effective against x-rays and electrons,
which have short ranges in materials, and relatively
ineffective against gamma radiation, neutrons, and
cosmic rays, which have long ranges in materials.
Shielding is also effective in mitigating the effect of
electromagnetic pulse. See RADIATION SHIELDING.

SDI environments. Another major radiation prob-
lem results from Strategic Defense Initiative (SDI)
environments. Damage effects could result from
high-energy-beam weapons, which include lasers,
microwave beams, and neutral-particle beams. The
frequency range of electromagnetic pulse and the
energy range of atomic particles would be extended
orders of magnitude beyond the limits thus far con-
sidered. Thus, a major research and development
program in radiation hardening will be necessary to
support the SDI program. See RADIATION DAMAGE TO
MATERIALS; SEMICONDUCTOR.  George C. Messenger
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Radiation injury (biology)

Radiation iniury (biologv) neutron mean energies, MeV:
The harmful effects of ionizing radiation on plant and 2.0 07 76147
animal cells and tissues. Although the mechanisms 250 KVp x-rays at
of these changes are still poorly known, a wealth 1.0 Gy/min
of information has been acquired about them. See -
GAMMA RAYS; X-RAYS. g 15 500 y-rays at

In multicellular organisms, effects on cells are g ~ 0.5 Gy/min
complicated by the interaction of injured and intact § 250 kVp x-rays
cells. Consequently, proper understanding of radia- % 1.0 at 0.2 Gy/h
tion injury in such organisms calls for appreciation £
not only of the reaction of individual cells but also of 60

. . Co y-rays
groups of cells in organs and tissues. 05 at 0.18 Gy/h
Effects of Radiation on Cells

Radiation is known to alter the genetic apparatus of
the cell, to interfere with cell division, and to cause ‘ ‘ ‘ ‘
cell death. 2 3 4 5

Effects on genes and chromosomes. The most im- dose, Gy
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portant action of radiation on the cell is the pro-
duction of changes in the genetic or chromoso-
mal apparatus. Once established, these changes are

Fig. 1. Frequency of dicentric chromosome aberrations (dicentrics) in human
lymphocytes irradiated in the laboratory as a function of the dose and dose rate of
neutrons, x-rays, and gamma rays. kVp = kilovolt peak. (From D. C. Lloyd and R. J.
Purrott, Chromosome aberration analysis in radiological protection dosimetry, Radiat.

largely irreversible and, because of the strategic im-
portance of each gene, may alter the fate of the cell
and of its progeny as well. The changes include mu-
tations and chromosome breaks.

Mutation, or gene alteration, consists of a change
in the nucleic acid that constitutes the gene. Once
established, it may be reversed or otherwise altered
only by further mutation. A mutation induced by irra-
diation is essentially indistinguishable from a natural
one. See MUTATION.

Chromosome breakage is visible microscopically
as a break in the continuity of the chromosomal fiber.
The ends of the broken chromosome often reunite
within a few minutes, restituting the original struc-
ture of the chromosome; but they may unite with
fragments of other chromosomes to cause various
genetic rearrangements (Fig. 1), or they may not re-
join at all.

Radiation may also cause chromosome stickiness
and clumping, which presumably affect the chromo-
somal surface, and may cause chromosomes to ad-
here to one another and fail to separate normally at
cell division. See CHROMOSOME ABERRATION.

Effects on cell division. Relatively small amounts of
radiation postpone cell division, the delay varying
with the dose. When division is eventually resumed
in a population of affected cells, the percentage di-
viding may temporarily exceed, or overshoot, nor-
mal; this is often associated with extensive degen-
eration of the dividing cells. If a large enough dose
is administered, the proliferative ability of the cell is
permanently abolished. See MITOSIS.

Killing of cells. Cells differ markedly in their sus-
ceptibility to radiation-induced death, but any cell
may be killed if it receives enough radiation. In gen-
eral, susceptibility varies in proportion to the rate of
cell division. Few rapidly dividing mammalian cells
are able to survive 5 grays (Gy) of x-rays. (A gray is
a unit of absorbed radiation dose, 1 gray equaling
1 joule per kilogram of absorbing tissue.) Although
radiation death may occur during or immediately
after irradiation, more often it ensues when the cell

Protect. Dosimetry, 1:19-28, 1982)

attempts to divide or after it has divided several
times. The relation between the percentage of cells
surviving and the radiation dose implies that the dose
required to kill all cells in a given population varies
with the total number of cells in that population.
Hence, although the median lethal dose per cell may
be less than 1 Gy, several hundred grays may be re-
quired to kill all the billions of cells in a large organ
or tumor. This is attributable to the spatial distribu-
tion of radiation-induced ion pairs in the absorbing
medium, the probability of all cells being appropri-
ately affected decreasing as the total number of cells
irradiated is increased.

The mechanism by which radiation kills cells is
unknown, but the high radiosensitivity of dividing
cells, with their tendency to die during cell division,
suggests that the most critical type of injury involves
the reproductive or chromosomal apparatus of the
cell. This is also suggested by the fact that many ir-
radiated cells rendered incapable of division retain
their ability to differentiate into more highly special-
ized forms and to synthesize nucleic acid and pro-
tein. Enormous amounts of radiation (many hundred
grays) are generally required to stop metabolic activ-
ity in such nondividing cells.

Effects of Radiation on Animal Tissues

Tissues differ widely in radiosensitivity, but in general
their susceptibility to radiation varies with the rate at
which their component cells divide. Accordingly, the
most radiosensitive tissues of the body, composed of
cells that divide rapidly, are the blood-forming or-
gans, gonads, skin, and intestine.

Radiation injury is not, however, limited to the
killing of radiosensitive cells. Invariably, the initial
cellular destruction leads to secondary disturbances
and reparative processes, often through systemic
mechanisms, which modify the primary lesion. In
this respect, radiation injury simulates other types
of injury and is not unique or specific.
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Blood-forming tissues. Since circulating blood cells
live only a few days or weeks, they must be re-
placed continually. The new cells are produced in the
bone marrow, spleen, and lymphoid organs through
division of blood-cell precursors, which are highly
radiosensitive and hence readily destroyed by radia-
tion. Because destruction of these cells leads to short-
age of mature blood cells, which may have drastic
consequences, damage to the blood-forming organs
is one of the most important types of radiation injury.
See HEMATOPOIESIS.

If only a part of the body is irradiated, blood-
forming cells from nonirradiated tissue are carried by
the bloodstream to the damaged organs, where they
multiply and replace destroyed cells. Consequently,
greater quantities of radiation are tolerated if applied
to part of the body than if applied to the whole.

The rate of fall in blood count after irradiation
varies with the type of blood cell in question, the
species, and the radiation dose. In general, the
number of cells is depleted more rapidly in small
laboratory animals than in humans, the depletion
being accelerated in any given species with increas-
ing dose of radiation. In the following remarks, the
blood changes are characterized according to their
time sequence after a single exposure to whole-body
radiation in humans.

The lymphocyte is the first blood cell to be de-
pleted. Diminution in the number of these cells is
usually evident within only a few hours after irra-
diation and becomes maximal within several days.
One reason for this may be the relatively short life-
span of such cells; another is the high radiosensitiv-
ity of lymphocytes, which is puzzling since they are
not rapidly dividing cells. An added factor causing
lymphocyte destruction is the nonspecific stress re-
action of the body in response to irradiation. Minute
amounts of radiation less than 10 millisieverts (mSv);
the sievert is a standard unit of radiation dose] cause
injured lymphocytes to appear in the blood. The loss
of lymphocytes is believed to be responsible to some
extent for the depression of immunity that occurs
soon after intensive irradiation and that predisposes
the affected individual to infection.

The granulocyte, another type of white blood cell,
disappears more slowly from the bloodstream. Para-
doxically, the number of such cells in the blood may
be increased for several days after irradiation, owing
to a constitutional reaction of the body to stress.
Since mature granulocytes are nondividing cells and
are relatively radioresistant, the gradual depletion of
their number reflects predominantly the loss of aging
cells from the total population, the maximal depres-
sion of the granulocyte count not being reached until
3-5 weeks after exposure. Because these cells consti-
tute the body’s most important defense against bac-
terial invasion, infection is a common cause of death
in individuals that have been heavily irradiated.

Simultaneously with the fall in granulocyte count,
the number of circulating blood platelets also de-
clines, maximal deficiency of these corpuscles also
occurring 3-5 weeks after irradiation. Depression of
the platelet count below a certain level leads to hem-

orrhage. The bleeding, which may be either localized
or generalized, varies in severity and can be fatal.

The red blood cell count falls gradually in the ab-
sence of hemorrhage, severe anemia occurring 5 or
more weeks after irradiation. The anemia results pri-
marily from underproduction of new red blood cells
owing to destruction of precursors in the bone mar-
row. Although red-blood-cell-forming elements are
usually among the first to regenerate after radiation
injury, regeneration may be delayed, and the anemia
may therefore be severe and prolonged, even in the
absence of bleeding. See BLOOD.

Skin. The response of the skin to radiation has
been studied extensively, because the skin is the
most exposed structure of the body and because
its radiosensitivity at one time seriously limited the
amount of radiation that could be applied to under-
lying tumors. The extent of skin injury varies from
transient reddening, a reaction formerly used to mea-
sure dose in radiotherapy, to ulceration and slough-
ing. Development of injury is characteristically slow,
maximal damage not being evident until weeks after
irradiation. Months later, permanent effects consist-
ing of thinning of the skin, scarring of the under-
lying connective tissue, and dilation of cutaneous
blood vessels may gradually appear. This sequence
of changes, known collectively as radiation dermati-
tis, predisposes to subsequent development of skin
cancer.

Injury of accessory skin structures is manifested in
loss of the hair. The epilation, or loss of hair, appears
several weeks after irradiation and may be temporary
or permanent, depending on the amount of radiation
absorbed.

Gastrointestinal tract. Because the dividing cells
lining the small intestine are extremely radiosensi-
tive, relatively small amounts of radiation applied to
the abdomen elicit profound effects. These vary from
slight disturbances of motility and secretion to ulcer-
ation and sloughing of the lining of the bowel.

Nausea and vomiting usually ensue within a few
hours after exposure to doses above 2 Gy. After sev-
eral times this much radiation, sloughing of the in-
testinal lining may lead to ulceration, intractable diar-
rhea, dehydration, and invasion of the bloodstream
by bacteria that normally inhabit the lumen of the
bowel. This sequence is usually fatal and constitutes
one of the major causes of death after massive irra-
diation of the whole body.

Gonads. Since the developing germ cells are highly
radiosensitive, their irradiation may result in sterility.
Sterility does not usually occur immediately, how-
ever, owing to survival of more radioresistant mature
eggs or sperm, but only after the supply of these cells
is exhausted. Even then, sterility is transitory unless
too few precursors survive to resume adequate pro-
duction of germ cells. In humans, as in most other
mammals studied, permanent sterilization requires
amounts of radiation that are lethal when absorbed
by the entire body; hence sterility is not generally a
complication of whole-body irradiation.

Apart from killing of germ cells, mutations may
be induced by radiation and be passed on via the



eggs and sperm of successive generations of progeny.
The risk of these genetic disturbances is thought to
be inceased by even the minutest amounts of radi-
ation, and is therefore considered to be one of the
limiting factors in the radiation dose permissible for
humans.

Eye. The part of the eye most easily injured by ra-
diation is the lens, opacification of which (cataract
formation) has been observed after acute exposure
to as little as 2 Gy of x-rays. Smaller doses of neutrons
are estimated to have caused cataracts, examples of
which have been noted among early neutron physi-
cists. The cornea, conjunctiva, and the retina with-
stand much more radiation. The retina, however, is
highly radiosensitive early in its embryonic develop-
ment. Minute amounts of ionizing radiation are vis-
ible through radiochemical reactions in the retina,
which are harmless. See EYE (VERTEBRATE).

Nervous system. Although the developing nervous
system is highly radiosensitive, only relatively large
amounts of radiation will kill nerve cells in the adult.
Even in the adult, however, transitory functional dis-
turbances may be elicited by relatively low doses,
and after intensive exposure of the brain to a dose in
excess of 50 Gy, incapacitating neurological effects
may lead to death within minutes or hours. See NER-
VOUS SYSTEM (VERTEBRATE).

Bones and teeth. A dose as low as a few grays ap-
plied to bone- and tooth-forming cells in infancy or
early childhood cause disturbances of dentition and
skeletal growth. In contrast, mature bones and teeth
are relatively radioresistant. Large amounts of radia-
tion, however, such as may accumulate from locally
deposited radioisotopes or from the treatment of can-
cer, produce demineralization and necrosis of bone
that can lead to fractures, loosening of the teeth,
bone cancer, and other complications. See BONE.

Vascular system. Transitory dilation of blood ves-
sels, causing erythema or reddening of the skin, is
one of the earliest known reactions to ionizing radi-
ation. It occurs after only a few grays and may be
accompanied by increased permeability of blood
capillaries. Larger amounts of radiation may severely
injure or kill cells that line the walls of blood and
lymph vessels, giving rise to rupture, occlusion,
permanent dilation, or scarring of vessels. Adverse
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effects on the blood supply may lead to secondary ef-
fects, such as metabolic disturbances and atrophy, in
involved tissues. See CARDIOVASCULAR SYSTEM; LYM-
PHATIC SYSTEM.

Endocrine glands. The glands of internal secretion
have traditionally been regarded as radioresistant be-
cause of their ability to withstand relatively large
amounts of radiation without developing morpho-
logical lesions. There is growing evidence, however,
that smaller doses (<10 Gy) may elicit changes in en-
docrine function and may, in some instances, induce
lasting functional impairment. Apart from radiation
injury itself, the endocrine system’s adaptational re-
sponse to acute effects of radiation resembles its re-
sponse to other types of stress. See ENDOCRINE SYS-
TEM (VERTEBRATE).

Urinary system. The kidney and lower urinary tract
are relatively radioresistant. Doses in excess of 10-
20 Gy may, however, cause gradually progressive
scarring and atrophy of the kidney, which can lead
to fatal loss of renal function. See URINARY SYSTEM.

Lungs. Although relatively radioresistant, the
lungs may be injured by intensive irradiation. The
result is a chronic, pneumonialike disease, with scar-
ring of lung tissue and blood vessels. Another com-
plication is cancer of the lung, which has been noted
in miners of radioactive ore and other irradiated pop-
ulations.

Effects of Whole-Body Irradiation

When the entire body is irradiated, killing of cells
in the various radiosensitive organs causes a com-
plex series of disturbances, the predominant signs
and symptoms of which (Table 1) are referable to
injury of the intestinal tract, blood-forming organs,
and skin (acute radiation syndrome). The injury, if
severe enough, is fatal within 30 days in most labo-
ratory animals, but in humans death may be delayed
until the second month after irradiation.

Susceptibility to death varies from species to
species, the average median lethal radiation dose for
mammals being about 5 Gy (Table 2). As with most
other lethal agents, radiation in doses below a cer-
tain minimum threshold causes negligible mortality,
but radiation in doses above a maximum level is uni-
formly lethal (Fig. 2).

TABLE 1. Symptoms of acute radiation syndrome*

Time after
exposure Supralethal dose, 10 Gy Median lethal dose, 3-5 Gy Sublethal dose, 2 Gy
First week Nausea and vomiting, first day Nausea and vomiting, first day
Second week Continued nausea, vomiting,
diarrhea, fever, inflammation
of throat, prostration,
emaciation, leading to death
Third week General malaise, loss of Loss of appetite, loss of hajr

appetite, loss of hair,
hemorrhage, pallor,
diarrhea, fever, inflammation
of throat, emaciation leading
to death in 50% of victims complications

inflammation of throat,
pallor, hemorrhage,
diarrhea; recovery begins;
no deaths in absence of

Assembly with Annexes, 1988.

“After United Nations Scientific Committee on the Effects of Atomic Radiation, Sources, Effects and Risks of lonizing Radiation: Report to the General
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TABLE 2. Median lethal dose of x-rays for various species
of organisms*
Organism Median lethal dose, Gy
Viruses
Tobacco mosaic 2000
Rabbit papilloma 1000
Bacteria
? coli 50
? mesentericus 1300
Algae
Mesotenium 85
Pandorina 40
Protozoa
Colpidium 3300
Paramecium 3000
Vertebrates
Goldfish 7.5
Mouse 4.5
Rabbit 8.0
Rat 6.0
Monkey 4.5
Human 4.0(?)
* After R. Paterson (ed.), The Treatment of Malignant Disease by
Radium and X Rays, E. Arnold, 1948.

The cause of death varies with the species, dose,
dose rate, and type of radiation. The predominant
cause of death in most mammals is injury of blood-
forming tissues, which results in infection, hemor-
rhage, and anemia. Lethal injury of the intestine,
usually requiring somewhat higher doses than lethal
injury of the marrow;, is another major cause of death.
In this case, death results from diarrhea, dehydration,
loss of body salts, and massive bacterial invasion from
the lumen of the bowel. With even larger doses of
radiation, death may ensue rapidly from injury of the
brain, as mentioned earlier. When the latter mode
of death is prevented by shielding the brain, other
lethal mechanisms are encountered. Hence, it would
appear that sufficient injury of any one of a variety
of organs is potentially lethal.

Individuals surviving the acute radiation syndrome
usually appear outwardly to have recovered and to
be normal by the sixth month after irradiation. That
such individuals are not fully recovered, however, is
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Fig. 2. Thirty-day mortality of mice exposed acutely to x-rays, fast neutrons, and gamma
rays. (After A. C. Upton et al., Radiation Research, vol. 4, Academic Press, 1956)

indicated by their subsequent increase in mortality
from cancer.

Radiation-Induced Gancer

It is paradoxical that ionizing radiation, which is ef-
fective in the treatment of cancer, should also be
capable of causing cancer. As such, however, it is
but one of many agents, including ultraviolet rays,
viruses, and a variety of chemicals, that are known
to have cancer-inducing potency. The earliest known
example of radiation-induced cancer was reported in
1902, less than 10 years after the discovery of x-rays.
Since then, numerous instances have been observed
in humans, and the process has been studied exten-
sively in experimental animals. See ONCOLOGY.

Although susceptibility to cancer induction varies
widely among species and organs, virtually all types
of cancer have been induced experimentally, and it is
clear that all types of ionizing radiation share cancer-
forming potency. The radiation-induced cancers that
have been noted most often in humans are leukemia
and cancers of the skin, breast, lung, thyroid, stom-
ach, colon, and bone.

Cancer of the skin was encountered early in the
twentieth century as a complication of radiation der-
matitis, developing on the hands and fingers of many
of the pioneer radiologists. This effect resulted from
prolonged manipulation of radiation equipment, the
hands being exposed to large cumulative doses of ra-
diation in the era before the attendant hazards were
suspected. Although this disease claimed the lives of
more than 100 of the first workers in radiology, it
is no longer an occupational threat because of safe-
guards.

Another malignant disease encountered with un-
usual frequency in radiologists is leukemia. This dis-
ease is also abnormally prevalent in other popu-
lations exposed to radiation, such as the Japanese
atomic bomb survivors (Table 3).

Radiation-induced bone cancer was first noted in
painters of luminous watch dials who inadvertently
ingested toxic quantities of radium-containing paint
by habitually drawing their paint brushes to a point
between their lips. Deposition of the radium in the
skeleton, where it delivered relatively large doses of
radiation to small foci of bone, led to the develop-
ment of skeletal cancer. Osseous tumors are also ab-
normally prevalent in those who have consumed ra-
dium for medicinal purposes.

Cancer of the lung in miners employed in the
pitchblende mines of Saxony, traditionally the pre-
dominant cause of death among these workers,
has been attributed to their prolonged exposure to
radon, which is present in high concentrations in
the air of such mines (2-200 becquerels per liter).
It is noteworthy, however, that other complicating
factors also may have contributed to the effects of
radiation in causing lung cancer in this population.
See RADON.

Cancer incidence versus radiation dose. Although ir-
radiation increases the incidence of many types of
cancer, the precise relation between incidence and
dose is not known for any type of cancer, especially
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TABLE 3. Mortality from leukemia in atomic bomb survivors of Hiroshima and Nagasaki, 1950*
Radiation dose Number of Number of Relative
to bone marrow, Gy survivors leukemias risk’
0 35,290 61 1.0
0.01-0.05 19,740 33 1.1
0.06-0.09 4,059 5 1.4
0.10-0.19 5,210 11 1.7
0.20-0.40 6,375 23 2.7
0.50-0.99 3,042 24 4.6
1.0-1.99 1,578 24 8.2
2.0-2.99 412 15 13.4
3.0-3.99 130 2 18.9
4.0 + 155 4 25.0
“ After Y. Shimizu, H. Kato, and W. J. Schull, Life Span Study Report 11, Part 2: Cancer Mortality in the Years 1950-1985 Based on the Recently Revised
D(_)ses (DS86), RERF TR 5-88, Radiation Effects Research Foundation, 1988.
" Fitted relative risk, values rounded.

at low radiation dose levels. The yield of tumors per
unit dose cannot, therefore, be accurately estimated,
nor can it be assumed that any amount of radiation,
however small, will increase the cancer rate. At the
same time it cannot be assumed that a threshold dose
exists below which no cancers are induced. For most
experimentally induced cancers the incidence is not
linearly proportional to dose, and the evidence sug-
gests that radiation is appreciably less effective at
low dose levels than at high dose levels. Paradoxi-
cally, moreover, irradiation actually reduces the fre-
quency of certain types of tumors in experimental
animals. Accordingly, no generalization about the re-
lation between cancer incidence and radiation dose
can be applied to all types of cancer. Estimates of
lifetime risks of the major types of radiation-induced
cancer in humans are shown in Table 4.

Effect of constitutional variables. Susceptibility to
cancer induction in experimental animals varies
widely with constitutional variables, such as genetic
inheritance, age at irradiation, sex, and hormonal ac-
tivity. Furthermore, the influence of these variables
on susceptibility to tumor formation differs depend-
ing on the type of tumor and the variables in ques-
tion. As yet, little is known about the action of these
variables on susceptibility in experimental animals
and almost nothing about their action in humans.

Mechanisms of cancer induction. The essential
change caused by radiation that leads ultimately to
the development of cancer is unknown, as is the na-

TABLE 4. Estimated lifetime risks of different forms of
cancer attributable to whole-body irradiation

Additional fatal cases of cancer

Type of cancer per 10,000 persons per gray
Leukemia 90-100
Respiratory tract 50-200
Gastrointestinal tract 130-300
Female breast 40-70
Urinary tract 20-40
Genital organs 20-30
All other 100-300

Total 450-1040

Percentage of normal
lifetime cancer risk 2.5-6.0

ture of the cancer change itself. There is growing evi-
dence, however, that the transformation of a normal
cellinto a cancer cell entails a series of alterations and
is not merely a one-step process. This is suggested by
the relatively long induction period intervening be-
tween irradiation and the onset of malignant growth,
a period averaging 5-20 years in humans, depending
on the type of cancer induced. It is also suggested
by the tendency of naturally occurring cancer to de-
velop late in life and to become progressively more
frequent with advancing age.

One theory of cancer formation ascribes the can-
cer change to one or more mutations in the cell
that predispose it to unrestrained growth, perhaps
by activating oncogenes or by inactivating tumor-
suppressor genes. According to this view, the cancer-
forming action of ionizing radiation stems from
its mutagenic potency. In some situations, radia-
tion appears to promote the development of can-
cer through other mechanisms as well, including
the activation of latent cancer viruses. See CANCER
(MEDICINE); ONCOGENES.

Effects on the Embryo and Fetus

Radiation injury of human embryos has been amply
documented, but most knowledge of the effects of ra-
diation on embryonic and fetal development comes
from experiments with laboratory animals. These
studies have shown that the individual is more vul-
nerable to killing by radiation early in development
than at any other time of life. The most sensitive pe-
riod is that preceding implantation of the fertilized
egg in the uterus. At this stage, death may be caused
by less than one-third the dose required to kill the
adult. After implantation and with increasing matu-
ration, susceptibility to killing declines, and death
tends to be postponed until birth or thereafter.

The teratogenic effects of radiation depend on the
stage of development of the embryo at the time
of irradiation, because different parts of the body
are formed according to a definite order and time
schedule. Malformation of almost any organ may be
induced by irradiation at the appropriate moment
during or preceding the development of that organ.
Since the major period of organ formation occurs
early in embryonic life (during the first trimester of
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pregnancy in humans), susceptibility to gross mal-
formation decreases in the middle and latter part of
gestation. Even late in gestation, however, irradia-
tion may cause abnormalities in the development of
slowly maturing organs such as the brain, eye, and go-
nads. In atomic bomb survivors who were irradiated
between the eighth and fifteenth week of embry-
onic development, the frequency of mental retarda-
tion increased with increasing dose. Subtle degrees
of abnormality may not be evident at birth.

How radiation causes malformations is not yet fully
known, although interference with organ develop-
ment through the killing of embryonal cells must
play an important role in the process. Whatever the
mechanism of malformation, the sensitive period for
induction of a given abnormality is frequently very
short. With increasing radiation dose, however, the
sensitive period tends to be prolonged and the inci-
dence and severity of abnormalities increased. Doses
as low as 0.25 Gy have been shown to cause develop-
mental disturbances in laboratory animals if applied
at the critical time. For this reason, care should be
taken to avoid exposing the abdomen of a pregnant
woman to radiation early in her pregnancy.

In addition to malformations, other delayed in-
juries of the type induced by irradiation in adult
life may be produced by exposure of the embryo.
These, however, tend to manifest themselves long
after birth.

Heritable Effects of Radiation

Since radiation-induced mutation may alter char-
acteristics inherited through eggs or sperm and
may be passed on through successive generations,
such effects are of greater potential significance
than those affecting only the exposed individual. Al-
though there is virtually no information about the
genetic effects of radiation in human beings, certain
facts established by investigations with other organ-
isms appear applicable to all species, including hu-
mans.

Natural mutation rate. Through various mecha-
nisms, genes are altered at random during the course
of time. These alterations vary from gross chromoso-
mal changes, affecting many genes, to changes af-
fecting only one gene at a time (point mutations).
The former are, in general, more deleterious in their
effects than the latter, but even the latter are prepon-
derantly detrimental and, in certain instances, lethal.
Since genes are present in homologous pairs and one
gene of each pair is inherited from each parent, the
effects of a mutation depend on whether the mutant
gene behaves as dominant or recessive or interacts
with other genes. In humans, certain dominant mu-
tations are estimated to appear naturally in 4-40 of
every million eggs or sperm. See LETHAL GENE.

Radiation-induced mutations. For a given dose of
radiation the yield of detectable mutations in germ
cells varies from gene to gene, and the relative fre-
quencies of the various mutants differ from those
obtained with mutagenic chemicals. Because of this
variation and because mutations have been observed
thus far in very few of the thousands of genes pres-

ent in any cell, only crude estimates of the effects
of radiation on the overall mutation rate can be
made.

Although the frequency of point mutation in some
types of irradiated cells varies in direct proportion
to the dose, regardless of the dose rate, experiments
with mice suggest that the latter may not be true
of the complex populations of germ cells in mam-
mals. These experiments disclose that highly frac-
tionated or chronic gamma-irradiation causes fewer
detectable mutations in germ cells than the same
total dose delivered in a brief single exposure. Be-
cause of these complexities, and because of the ab-
sence thus far of any evidence of radiation-induced
mutations in irradiated human populations, includ-
ing the children of the atomic bomb survivors, any
estimates of the mutation-inducing effectiveness of
radiation in humans are of necessity highly specula-
tive. Such estimates have, nonetheless, been made in
an effort to assess the genetic hazards of radiation,
the mutation rate-doubling dose for humans being
considered to be no smaller than 1 Gy.

Practical significance of heritable effects. Until
more is known about the extent to which the mind
and body are normally handicapped by unfavorable
genes, the effects of added deleterious mutants may
be only guessed at. Consequently, even if the mu-
tagenic effectiveness of radiation were known accu-
rately, the diverse biological and social consequences
of a given radiation-induced increase in the mutation
rate could not be estimated at present. It is generally
accepted, however, that the genetic burden is reg-
ulated by the rates at which mutant genes are pro-
duced and subsequently eliminated from the popu-
lation through natural selection. Hence it is thought
that any increase in the mutation rate above natural
levels augments the genetic burden.

In the absence of more adequate knowledge of
human genetics, attempts have been made to assess
the genetic burden in terms of the morbidity from
specific genetic traits, such as albinism, achondropla-
sia, and aniridia. Of such traits, which are detectable
in about 4% of all live births, only about one-fourth
appear to be attributable to simple genetic mech-
anisms such as a single mutant gene. Accordingly,
if the mutation rate were doubled by radiation, al-
though the latter group would presumably be dou-
bled, the frequency of the other groups would not
be increased so greatly. The total incidence then, of
all such traits, although elevated from approximately
4% to a level above 5%, would probably still remain
below 8%, or twice normal.

In addition to the aforementioned traits, however,
the occurrence of which is determined by all-or-none
mechanisms, there are characteristics that appear
to be quantitatively influenced by heredity, such as
general vigor, length of life, fertility, and perhaps,
intelligence. Animal experimentation has provided
evidence that vigor, length of life, and fertility are re-
duced in the offspring of irradiated parents, but the
data are still fragmentary. Nevertheless, because of
the importance of these characteristics, similar radi-
ation effects in humans would be very significant.



Effects of Radiation on Plants

Plant cells have been used extensively for studying
the genetic effects of radiation and for investigat-
ing the effects of radiation on chromosomes and on
cell division. Relatively little work has been done
in plants, however, on radiation injury at the tissue
or organ level. From available evidence, it appears
that radiation effects on plant and animal tissues are
not qualitatively different if allowances are made for
physiological discrepancies between the two types
of organisms.

Irradiation has produced a wide variety of distur-
bances in plants. These vary from subtle changes
resulting from mutations in seeds to marked inhi-
bition of growth and killing. The cause of death is
not known, but it is noteworthy that the process of
photosynthesis seems relatively insensitive to radia-
tion. Many of the effects of radiation on the growth
of higher plants can be attributed to destruction of
growth hormone or depression of its synthesis.

Induction of mutations by irradiation of seed has
been used to good advantage in breeding new vari-
eties of plants; however, it must be remembered that
the mutations so induced occur more or less at ran-
dom. But since the great majority of mutations are
deleterious, one improved plant is gained only at the
cost of thousands of others. See BREEDING (PLANT).

Factors Affecting Radiation Response

The biological effects of radiation, that is, the
response of a cell or tissue to radiation, depend on
a variety of direct and indirect factors including ra-
diosensitivity, physical characteristics of the radia-
tion, reaction of surrounding tissues to irradiated
cells, and the effectiveness of agents capable of mod-
ifying radiosensitivity.

Radiosensitivity. The great variation among cells
in susceptibility to radiation injury is largely unex-
plained, although a number of factors are known to
influence radiosensitivity. Of these, perhaps the most
important is position on the phylogenetic scale, for
example, more than 10,000 Gy are required to kill
certain bacteria, whereas less than 10 Gy kill most
mammals and less than 1 Gy is lethal for many types
of mammalian cells (Table 2).

Another determinant of radiosensitivity is the
number of sets of chromosomes present in the cell.
This is logical, since each set of chromosomes con-
tains genes duplicating those of another. Hence, in
any given family of cells, those with multiple sets
of chromosomes are more resistant than those with
only a single set. On the other hand, radiosensitivity
in certain diploid plants increases in relation to chro-
mosomal content. The radiosensitivity of the cell also
varies with the stage in the division cycle at which
it is irradiated, as well as with its rate of division,
as mentioned earlier. Similarly, the radiosensitivity of
the organism varies at different stages in its develop-
ment.

In addition to the aforementioned intrinsic factors
affecting radiosensitivity, extrinsic variables such as
temperature, moisture, light, and oxygen tension in-
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fluence susceptibility. Cells irradiated in the frozen
state are, in general, relatively radioresistant, presum-
ably because of the reduced formation and diffusion
of radicals at low temperature. The influence of tem-
perature is complex, however; it varies with the time
the temperature is altered in relation to irradiation
and with the type of cells studied. In most cells, vul-
nerability to radiation varies with oxygen tension,
presumably because oxidizing radicals, such as hy-
drogen peroxide, are important in the production
of radiation injury. Oxygen also exerts other effects,
however, since in some types of cells the healing
of broken chromosomes requires energy obtained
through oxidative pathways.

Physical factors of radiation. The biological effects
of radiation depend not merely on the amount of ra-
diant energy absorbed but also on the distribution of
the radiation in time (dose rate, or radiation intensity)
and space (linear ion density, or linear energy trans-
fer). Certain effects, such as chromosomal rearrange-
ments, generally require more than one ionizing par-
ticle or radical to act simultaneously within a small
volume of the cell. For multihit effects of this type,
densely ionizing radiations such as protons have
a high relative biological effectiveness in compari-
son with sparsely ionizing radiations such as gamma
rays.

The dose rate may influence the effects of radia-
tion in other ways too, since some types of injury
undergo repair with the passage of time. For such
injuries, a given total dose is less effective if fraction-
ated into successive widely separated increments
than if administered in a single brief exposure. Para-
doxically, however, fractionation in some instances
increases the effectiveness of radiation if the succes-
sive doses are of appropriate size and periodicity.
The influence of fractionation depends, therefore,
on many variables, including the total dose, total du-
ration of irradiation, number of exposures, dose per
exposure, dose rate per exposure, interval between
exposures, and recovery capacity of the system ir-
radiated.

Indirect biological effects of radiation. In addition
to affecting the cells irradiated, radiation indirectly
alters neighboring or distant cells. These indirect
effects may conceivably result from toxic substances
liberated by the dying cells or from reactive changes
occurring as part of the body’s adaptation to injury.

Attempts to demonstrate the liberation of toxic
materials from irradiated cells have yielded inconsis-
tent results. Hence it is not established whether such
materials are produced in significant quantities. It
would appear, however, that they are rarely, if ever,
of major importance in the reaction to ionizing radi-
ation.

On the other hand, indirect effects resulting from
adaptive or reparative processes are well docu-
mented, although their relative importance is not
always known. These include alterations caused by
local inflammation, scarring, and occlusion of blood
vessels, in addition to constitutional changes such as
immunological depression, hormonal disturbances,
and debilitation.
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Modification of radiation injury. It has long been
the goal of radiobiologists and radiotherapists to be
able to increase or decrease radiosensitivity at will.
Radiotherapists have sought ways of increasing de-
struction of cancer cells without damaging normal
tissues. Although their objective is yet to be fully
attained, methods for modifying radiosensitivity are
now known and are being tested at the experimental
and clinical levels.

One of these methods consists in administering
drugs that reduce the effectiveness of radiation, prin-
cipally by blocking or inactivating radiation-induced
radicals. The most potent of such drugs yet discov-
ered are cysteine and its derivatives, some of which
lower the effectiveness of x-radiation in microorgan-
isms and laboratory animals by a factor of 2 or more.
Although most of the chemicals of this type thus far
tested have proved too toxic for human use, a few
of the newer agents appear promising.

The opposite approach, enhancement of the ef-
fectiveness of radiation, is likewise still in the ex-
perimental stage. Perhaps the most notable of the
radiosensitizing agents studied is oxygen. Irradiation
of cancer under increased oxygen tension has been
prompted by the fact that many tumors are relatively
poorly oxygenated in contrast to normal tissues and
to that extent relatively radioresistant.

Among other modifying agents under investiga-
tion are chemicals such as nitrogen mustard, ure-
thane, and fluorinated pyrimidines, some of which
themselves possess radiomimetic, or radiationlike,
activity. These compounds, which are effective by
themselves in curbing the growth of cancer cells, ex-
ert additive or synergistic effects when administered
concomitantly with radiation.

In addition to attempts at preventing or modifying
radiation injury by certain processes applied before

or during exposure, treatments after irradiation are
being explored. Some cellular effects hitherto con-
sidered irreversible may be inhibited if appropriate
measures are taken promptly enough after irradia-
tion. A particularly notable advance is the discovery
that otherwise lethal injury of the bone marrow
may be repaired by transplantation of nonirradiated
blood-forming cells. Unfortunately, however, since
immunological reactions usually occur when the
donor of the marrow is genetically different from
the recipient, use of this method in humans will
be greatly restricted until the immunological com-
plications can be overcome. See TRANSPLANTATION
BIOLOGY.

Effects of Internally Deposited Radioelements

The radiation injuries caused by radioisotopes within
the body are basically no different from those caused
by radiation penetrating from without. Because of
inhomogeneities of distribution, however, and other
variables peculiar to internally deposited emitters,
the effects of radioisotopes should be considered
separately. See RADIOACTIVITY; RADIOISOTOPE.

Anatomic distribution of isotope. In distribution of
injury, the area damaged depends on the localization
of the radioelement in the organism and the energy
of the emitted radiation.

The localization of the isotope is determined by its
chemical nature, physical properties, and route of en-
try into the body. Radioactive iodine-131, for exam-
ple, behaves chemically like stable iodine, being con-
centrated from the bloodstream in the thyroid gland.
Strontium-90, on the other hand, behaves chemi-
cally like calcium, being deposited primarily in the
mineral salts of bone. In contrast to these two ele-
ments, which become localized in specific organs if
dissolved in the bloodstream, tritium, like hydrogen,

TABLE 5. Distribution and excretion of some radioactive fission products and some other radioelements
Organ or tissue Half-life, days
of maximum
Radionuclide deposition f* Biological Physical
Carbon-14 Total body 1.0 40 2,090,000
Calcium-45 Bone 1.0 (18,000)" 165.2
Cobalt-60 Liver 0.6 6 1,924
0.2 60 —
0.2 800 —
Strontium-90 Bone 1.0 (3,900)" 10,512
lodine-131 Thyroid 1.0 120 8.04
Cesium-137 Muscle 0.1 2 11,012
0.9 110 —
Barium-140 Bone 1.0 (200)* 12.79
Polonium-210 Liver* 1.0 50 138.38
Kidney 1.0 50 —
Spleen 1.0 50 —
Radium-226 Bone 1.0 (16,000)" 584,000
Uranium-233 Bone 0.9 20 159,000
0.1 5,000 —
Kidney 0.996 6 —
0.004 1,500 —
Plutonium-239 Liver 1.0 14,600 8,800,000
Bone 1.0 36,500 =
“f = fraction of organ burden retained with designated biological half-life.
"Retention is better represented by a complex exponential plus power function equation.
#When more than one organ has been given, the initial deposition has been determined to be equally distributed.




permeates the entire body. If, conversely, these same
elements are incorporated into the body as insoluble
particulates, their distribution is altered in that they
are then concentrated in phagocytic cells, the loca-
tion of which depends on the portal of entry of the
particulates.

The microscopic distribution of a radioelement—
whatever its organ distribution—is usually irregular,
with the result that its radioactivity tends to be con-
centrated in foci. For this reason and since the inten-
sity of emitted radiation diminishes with the square
of the distance from the radioactive atom, the distri-
bution of radiation damage tends to be patchy, espe-
cially when the emission consists of alpha particles
or low-energy beta particles. On the other hand, if
the emission consists of penetrating gamma rays, dis-
tant organs that contain no radioisotope may be in-
jured.

Elimination of isotope from the body. The degree of
injury caused by a given radioelement depends on
the amount of radiation it delivers to surrounding
tissue. This, in turn, depends on the disintegration
rate of the isotope (physical decay) and on its rate
of elimination from the tissue by metabolism or ex-
cretion (biological decay). Since the physical decay
of an isotope occurs at an exponential rate and since
for practical purposes its elimination from the body
also occurs at a more or less exponential rate after
its initial uptake and distribution, the amount remain-
ing in the body at any given time (the effective con-
centration) will vary, depending on the physical and
biological half-lives (Table 5). There is, of course,
no consistent correlation between the two half-lives;
both types of values vary enormously from one iso-
tope to another. In general, however, elements that
are concentrated in bone tend to be eliminated very
slowly and are therefore particularly hazardous. In-
cluded in this group are many heavy elements and
fission products.

Practical Hazards of lonizing Radiation

It is evident that, barring occasional massive expo-
sures from nuclear accidents or atomic warfare, the
hazards of radiation result from small doses accumu-
lated over a long period of time. The effects of such
doses fall into two categories, genetic effects and de-
layed somatic effects.

Because of concern about the potential danger of
fallout from nuclear weapon tests, systematic studies
have been made to ascertain the amount of radiation
to which humans are now exposed. This radiation
comes from (1) naturally occurring radioelements
present in the Earth, atmosphere, and human bodies;
(2) cosmic rays; and (3) human-made devices, such
as x-ray machines, watch dials, nuclear weapons, and
television apparatus. It is now apparent that the nat-
ural background level has been materially increased
by human-made radiation, particularly medical expo-
sure; however, the contribution from weapon fallout
is almost negligible to date, despite its notoriety.

Although, as mentioned above, the biological ef-
fects of small doses of radiation cannot yet be es-
timated accurately, certain recommendations have
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been made in an effort to safeguard humans against
exposure to levels of radiation likely to cause de-
tectable injury. The National Council on Radiation
Protection and Measurements in the United States
has therefore recommended that for the general pop-
ulation the maximum permissible dose of radiation
from human-made sources other than medical expo-
sure not exceed 1 mSv per year.

Concerning the hazard of delayed somatic radia-
tion injury such as cancer, there is no conclusive
evidence as yet that doses only slightly above the
natural background are damaging. It is noteworthy,
however, that on the basis of extrapolation from the
experimental and clinical data now available, natural
background radiation cannot conceivably account
for more than a small fraction of the natural inci-
dence of cancer. See RADIATION BIOLOGY; RADIOAC-
TIVE FALLOUT. Arthur C. Upton

Bibliography. C. B. Meinhold (ed.), Limitation of
Exposure to lonizing Radiation, 1993; National
Academy of Sciences-National Research Council,
Committee on Biological Effects of Ionizing Radia-
tion, Health Effects of Exposure to Low Levels of
Ionizing Radiation (BEIR V), 1990; United Nations
Scientific Committee on the Effects of Atomic Radi-
ation, Sources, Effects and Risks of lonizing Radia-
tion: Report to the General Assembly with Annexes,
1988.
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Radiation pressure

The force on an object exposed to electromagnetic
radiation. It has been known since the days of J. C.
Maxwell in the nineteenth century that electromag-
netic radiation (which includes visible light) carries
both energy and momentum. If radiation impinges
on a material body and becomes absorbed, the en-
ergy gives rise to heat and is readily detectable. When
radiation interacts with an object and is absorbed
or scattered, there is also a change in the momen-
tum of the light. By conservation of momentum, this
gives rise to a force on the object. This is called radia-
tion pressure. The magnitude of this momentum for
visible light is quite small and is difficult to detect.
Only near or inside stars, where the intensity is enor-
mous, do light forces have large effects. See ELECTRO-
MAGNETIC RADIATION; LIGHT; MAXWELL’S EQUATION;
POYNTING’S VECTOR.

This situation is different with lasers. Lasers gener-
ate coherent light beams and can be focused to spot
sizes of about one wavelength, giving rise to very
high intensities and intensity gradients, using mod-
est total powers. Using Planck’s law, the energy of
a light photon is Eppeon = v, where b is Planck’s
constant and v is the frequency. From Einstein’s law,
the photon’s energy in terms of its effective mass is
Eppoton = Meftective ¢, where c is the velocity of light.
The photon momentum then is #cfecive € = bV/c. If,
for example, a laser beam strikes a 100% reflecting
mirror, it generates a radiation pressure force
Faqa = (P/bv) (2bv/c) = 2P/c, where P is the
power carried by the beam. For P = 1 watt,

51



52

Radiation pressure

Foqg = 1078 N = 1073 dynes. See LASER; PHOTON;
PLANCK’S CONSTANT; QUANTUM MECHANICS; RELA-
TIVITY.

For a macroscopic mirror of mass of about 1 gram,
the acceleration due to the radiation is A = F/m =
1073 cm/s? = 107° g, where g is the acceleration of
gravity, about 10> cm/s?. This is quite small. For a
1 micrometer-sized particle, however, with a den-
sity of about 1 g/cm?, the acceleration is F/m =
1073/107'2 = 10° cm/s?® = 10° g, which is very large
and should be readily observable.

Particle guidance and trapping. Based on these con-
siderations, Arthur Ashkin in 1970 showed experi-
mentally that a fraction of a watt of laser power strik-
ing a small transparent polystyrene particle several
micrometers in diameter was sufficient to propel it
many diameters per second through water in the di-
rection of the light. This force in the direction of
the light, called the scattering force, agreed with
the above calculation. However, it was discovered
that, when the particle was located off the beam
axis in the region of a strong gradient of light inten-
sity, there was an additional force component push-
ing the particle into the high-intensity region at the
center of the beam. This component of force was
termed the gradient component. It served to guide
the particle and keep it on axis as it moved along the
beam.

Figure 1 shows that both these force components
do indeed originate from radiation pressure. It shows
a sphere with high index of refraction, many wave-
lengths in diameter, placed off axis in a mildly fo-
cused beam with a Gaussian intensity profile. A typ-
ical pair of rays, a and b, are shown, striking the
sphere symmetrically about its center. Neglecting
relatively minor surface reflections, most of the rays
refract through the particle, giving rise to forces F,
and F, in the direction of the momentum change.
Since the intensity of ray a is higher than ray b,

7
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Fig. 1. Origin of scattering force component Fg.,; and
gradient force component F,,4 for a sphere with high index
of refraction displaced from the axis of a mildly focused
Gaussian beam. Curved lines with arrows indicate rays of
the beam.
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Fig. 2. Geometry of a two-beam trap. Curved lines with
arrows indicate rays of the two beams.

the force F, is greater than F,. Adding all such sym-
metrical pairs of rays striking the sphere, one sees
that the net force can be resolved into two compo-
nents: the scattering force component Fy,, in the
direction of the light; and the gradient component
Fyyq arising from the gradient in light intensity and
pointing transversely toward the high-intensity re-
gion of the beam. For a particle on axis or in a plane
wave, F, = F,, and there is no net gradient force
component.

The understanding of the magnitude and proper-
ties of these two basic force components made it
possible to devise the first stable three-dimensional
(3D) optical trap for single neutral particles. The
trap consisted of two opposing moderately diverging
Gaussian beams focused at points A and B (Fig. 2).
The predominant effect in any axial displacement
of a particle from the equilibrium point E (that
is, in a direction parallel to the beam axes) is a
net opposing scattering force. Any radial displace-
ment (that is, in a direction perpendicular to the
beam axes) is opposed by the gradient force of both
beams. The trap was filled by capture of randomly
diffusing small particles which wandered into the
trap.

At this time it was proposed that similar stable trap-
ping of atoms was possible using the same two force
components. Much progress was made in the 1970s
in understanding light forces on macroscopic trans-
parent dielectric particles and atoms. In 1972 Ashkin
and colleagues stably levitated transparent particles
against gravity using a single, mildly divergent, ver-
tically directed laser beam in air and in vacuum. In
vacuum an optical feedback system was developed
to lock levitated particles to an external reference
and also to provide optical damping to avoid fluc-
tuation in position and possible escape of particles
in the absence of viscous air damping. It acted as
a sensitive force-measuring device as well, since the
application of any type of external force resulted in a
change in the laser power needed to maintain a fixed
position. High-resolution measurement of the charge
of the electron was made using an applied electric
field in a modern version of the Millikan oil-drop ex-
periment. With a tunable dye laser with feedback, ex-
tremely high Q resonant responses of a transparent



oil droplet were observed for the first time. These res-
onances corresponded to optical whispering gallery
modes of the spherical droplet. They gave a means of
determining particle size and the index of refraction
to unprecedented accuracy. Highly resonant quartz
spheres can be used as filters in optical communi-
cations, as resonators in quantum electrodynamics
experiments, and as high-Q resonators in nonlinear
optics experiments.

Atom traps. With atoms, the scattering force can
be understood as the absorption of resonant pho-
tons and their subsequent reemission. The gradient
force on atoms can be thought of as force on an
optically induced dipole in the gradient of the op-
tical electric field. In the early 1970s, experiments
were done on the deflection of an atomic beam by
a resonant light beam for purposes of isotope sepa-
ration. This geometry avoids the effects of Doppler
shifting.

In 1973 Theo W. Hinsch and Arthur L. Shawlow
proposed using the Doppler shift to provide optical
damping or cooling of an atomic gas. If a pair of op-
posing laser beams in one dimension is tuned below
an atomic resonance, then an atom moving in either
direction feels a net damping because it is Doppler-
shifted to a higher frequency, closer to resonance
for the opposing beam, and to a lower frequency,
away from resonance, for the trailing beam. With
three pairs of beams in three dimensions, all the de-
grees of freedom can be damped. This creates what is
known as an optical molasses. Residual fluctuations
of the scattering force limit the cooling to a temper-
ature known as the Doppler limit. For sodium atoms
this is about 240 microkelvin. Attempts to design
traps to capture atoms on the intensity maxima of the
standing waves using the gradient force have prob-
lems because of excessive saturation, or the ability
of the atom to absorb and emit only a finite number
of photons. In 1978 Ashkin solved this problem by
designing gradient force traps detuned far below res-
onance to reduce absorption. Two-beam traps and a
single-beam, strongly focused gradient trap were pro-
posed for holding the atoms, cooled by optical mo-
lasses. The single-beam gradient trap, later referred
to as a tweezers, is the simplest of all traps, con-
sisting of a single strongly focused Gaussian beam.
See DOPPLER EFFECT; LASER COOLING; PARTICLE
TRAP.

The proposed technique to increase the gradient
force was checked in 1978 in experiments show-
ing focusing and guiding of atoms in detuned light
beams. This marked the beginning of what is known
as atom optics, and also suggested that stable atom
traps were feasible. By 1984 William D. Phillips
and Wolfgang Ertmer succeeded in overcoming the
strong Doppler shifts involved in slowing thermal
atomic beams to a temperature of about 1 K, using
the scattering force of an opposing light beam. Such
atoms provided an excellent source for further three-
dimensional cooling. In 1985 Steven Chu entered the
field and, with J. E. Bjorkholm, Ashkin, and L. W.
Hollberg, demonstrated the first molasses cooling
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of sodium atoms to around 240 microkelvin. These
atoms were used in 1986 to demonstrate the first sta-
ble trapping of neutral atoms using the off-resonance
single-beam gradient trap. Later in 1986 another
type of large-volume, molasses-cooled trap called a
magneto-optic-trap (MOT) was demonstrated. This
could trap many more atoms than the first tweezer
trap.

Overcoming the Doppler limit. In 1988 Phillips and
his colleagues showed that by changing the mo-
lasses detuning, it was possible to reach a new
cooling regime, where the atom’s temperature was
around 20 microkelvin, ten times lower than the
Doppler limit. The theory of this process was
explained principally by Claude Cohen-Tannoudji
and his colleagues and was called Sisyphus cool-
ing. Applications of these ultracold atoms soon
appeared, such as improved atomic clocks using
atomic fountains, atom interferometers to measure
the gravitational force with much improved accu-
racy, and the study of cold-atom collisions in the
regime of large de Broglie wavelengths. See ATOMIC
CLOCK.

Biological applications. In 1986 Ashkin and his col-
leagues showed that tweezer traps could also trap
submicrometer and micrometer-sized dielectric par-
ticles. In further experiments in 1987, Ashkin and
J. M. Dziedzic serendipitously discovered that in-
frared tweezers could trap living bacteria, viruses,
and other biological organisms without causing opti-
cal damage. It was even possible to optically manip-
ulate organelles inside larger cells and observe the
mechanical properties of cytoplasm. This initiated
the application of laser tweezers to biology.

Study of motor molecules. A major application of tweez-
ers is the study of motor molecules that drive or-
ganelle movement, cell locomotion, and muscle ac-
tion. Steven M. Block and his colleagues improved
earlier in-vitro motility assays by optically manipulat-
ing single molecules attached to dielectric spheres in
what is known as the handles technique. For kinesin
they resolved the detailed motion along a micro-
tubule into a sequence of 8-nanometer steps. They
measured the complete force-velocity relationship
with a maximum force of about 5 to 6 piconewtons.
For myosin, Jeffrey T. Finer and his colleagues used a
new feedback-enhanced dual optical trap to measure
stepwise motion on actin filaments of about 11 nm
and forces of 3 to 4 pN. These studies often used mu-
tant forms of actin and kinesin molecules. They mea-
sured the ATP hydrolysis cycle and single-enzyme ki-
netics, and the efficiency of kinesin motors. Another
advance was the development of a novel feedback-
controlled molecular force clamp that maintains con-
stant force on moving single molecules. Such force
clamps were used to study another class of motors,
the nucleic acid motor enzymes such as RNA poly-
merase, which synthesizes a RNA replicate of DNA,
and DNA polymerase, which catalyzes DNA replica-
tion. These motors are slow and powerful. Resolu-
tions down to about a single DNA base pair
were achieved, and novel behavior only previously
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postulated was observed, such as the backtracking
by RNA polymerase during long pauses in trans-
cription, during which the proofreading and error-
correcting mechanisms can cleave and discard
flawed sections. Block and his colleagues, using
identically prepared strands, showed that RNA
polymerase tracks the DNA groove during the search
for the promoter sequence that initiates transcrip-
tion. Carlos Bustamante introduced the study of DNA
polymerase. Data on replication in base pairs per sec-
ond taken at different tensions using constant force
feedback gave the kinetic tension or stall force at
which replication ceases. See CELL MOTILITY; CELL
ORGANIZATION; MITOSIS; MUSCLE PROTEINS; NUCLE-
OPROTEIN.

Other DNA-associated molecules were studied
with tweezers, including chromatin, protamines,
arginines, MukBEE and RecBCD. Many structural
measurements were made on DNA and other macro-
molecules, including stretching and applying con-
trolled torques. Using traps, David G. Grier and
others have made the surprising observation of
confinement-induced attractive forces between like
colloidal particles in charge-stabilized suspensions.
Despite considerable theoretical attention, this ef-
fect remains unexplained.

Optically driven motors. The rotation of particles by
light forces has been much studied using laser beams.
The rotation of shaped (vanelike) particles caused by
the linear momentum of light was observed. Also, ro-
tation induced by the intrinsic angular momentum
of the photon and the orbital angular momentum of
higher-order rotating light beam modes was inves-
tigated. Such optically driven motors are expected
to be important for study of physical and biological
materials.

Fluidic sorting. Another topic studied was the fluidic
sorting of particles and cells using dynamic holo-
graphic tweezers. With nematic spatial light mod-
ulators it is possible to form arrays with hundreds
of adjustable tweezer traps. One can spatially sort
mixtures of particles by flowing them through fixed
arrays of weak potentials or by capturing them and
transporting them through space in what is called op-
tical peristalsis. Or one can drive particles through
lithographically formed microchannels using opti-
cally driven gear-type fluid pumps and gate valves.
Sorters of this type have advantages over large-
volume conventional-flow cytometric sorters.

Bose-Einstein condensation. A major advance in-
volves evaporative cooling of atoms from magnetic
quadrupole traps to submicrokelvin temperatures
(the coldest temperatures in the universe) at which
Bose-Einstein condensation (BEC) can occur. In Bose-
Einstein condensation, the de Broglie wavelengths
of atoms overlap, and they occupy the lowest en-
ergy state of the trap, where they behave as a
single quantum particle. Experiments have shown
the coherence of atoms in such condensates, and
crude atom lasers were demonstrated. Applications
of Bose-Einstein condensates are possible: in Joseph-
son devices, coherent atom lithography, quantum

computers and cryptography, and even more accu-
rate atomic clocks. See ATOMLASER; BOSE-EINSTEIN
CONDENSATION.

Subsequently, fermionic atoms were cooled well
below the Fermi temperature. Using all-optical traps,
it is possible to magnetically tune the interaction
strength across Feshbach magnetic resonances for
all hyperfine levels without affecting the trapping
ability. In this way molecular Bose-Einstein conden-
sates were formed for the first time, when tuned
above a Feshbach resonance. Strongly interacting
fermionic pairing was also observed for tunings
below resonance where the gas acts as a super-
fluid. Weakly interacting Cooper pairs, as in super-
conducting solids or superfluids, have not as yet
been achieved. Using all-optical traps, it was possi-
ble to demonstrate five signatures of strongly inter-
acting pairs. It is now clear that optical traps are su-
perior to magnetic traps for making and exploiting
fermionic Bose-Einstein condensates. Observations
on fermionic pairing may shed light on the pheno-
menon of high-temperature superconductivity. Radi-
ation pressure forces from lasers can be expected to
play an important role in physics, chemistry, and the
biological sciences in future work on small particles.
See RESONANCE (QUANTUM MECHANICS); SUPERCON-
DUCTIVITY. Arthur Ashkin

Bibliography. A. Ashkin, Applications of laser radi-
ation pressure, Science, 210:1081-1088, 1980; A.
Ashkin, History of optical trapping and manipulation
of small neutral particle, atoms, and molecules, IEEE
J. Selected Topics Quant. Electr., 6(6):841-855, 2000;
K. C. Neuman and S. M. Block, Optical tapping, Rev.
Sci. Instrum., 75(9):2787-2809, 2004.
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Radiation shielding

Physical barriers designed to provide protection
from the effects of ionizing radiation; also, the tech-
nology of providing such protection. Major sources
of radiation are nuclear reactors and associated facil-
ities, medical and industrial x-ray and radioisotope
facilities, charged-particle accelerators, and cosmic
rays. Types of radiation are directly ionizing (charged
particles) and indirectly ionizing (neutrons, gamma
rays, and x-rays). In most instances, protection of
human life is the goal of radiation shielding. In other
instances, protection may be required for structural
materials which would otherwise be exposed to
high-intensity radiation, or for radiation-sensitive ma-
terials such as photographic film and certain elec-
tronic components.

For the effects of radiation on living organisms see
HEALTH PHYSICS; NUCLEAR RADIATION (BIOLOGY);
RADIATION BIOLOGY; RADIATION INJURY (BIOLOGY)
For the effects on inanimate materials see RADIATION
DAMAGE TO MATERIALS; NUCLEAR EXPLOSION.

Radiation sources. Nuclear-electric generating sta-
tions present a variety of shielding requirements.
In the nuclear fission process, ionizing radiation is
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Fig. 1. Neutron spectrum as produced from the fission of
235y by thermal neutrons. (After L. Canberg et al., Phys.
Rev., 103:662-670, 1956)

released not only at the instant of fission but also
through radioactive decay of fission products and
products of neutron absorption. Of the energy re-
leased in the fission process, about 2.5% is carried by
prompt fission neutrons and 3% by delayed gamma
rays. About 2.5 neutrons are released per fission with
average energy of 2 MeV. About 90% of the prompt
neutrons have energies less than 4 MeV, but because
of their greater penetrating ability the remaining
10% are of greater concern in radiation shielding.
Neutrons are distributed in energy approximately as
shown in Fig. 1, which gives the distribution for
fission of uranium-235. The distribution for other
fissionable isotopes is similar. See NUCLEAR FISSION;
NUCLEAR REACTOR; REACTOR PHYSICS.

Fission of one atom releases about 7 MeV of en-
ergy in the form of prompt gamma rays. This energy
is distributed over some 10 gamma-ray photons with
the energy spectrum as shown in Fig. 2. Evaluation
of the intensity of delayed gamma-ray sources within
a nuclear reactor requires knowledge of the operat-
ing history of the reactor. Absorption of neutrons in
structural or shielding materials results in the emis-
sion of capture gamma rays. Likewise, gamma rays
result from inelastic scattering of neutrons. Because
these gamma rays (especially capture gamma rays)
are generally of higher energy than prompt fission
gamma rays and because they may be released deep
within a radiation shield, they require careful consid-
eration in shielding design for nuclear reactors. See
GAMMA RAYS; NEUTRON; NEUTRON SPECTROMETRY;
NUCLEAR REACTION.

Controlled thermonuclear reactors, deriving
energy from the nuclear fusion of deuterium and

Radiation shielding

tritium, present radiation shielding requirements
similar in kind to those of fission reactors. Highly
penetrating (14-MeV) neutrons are released in the
fusion process along with charged particles and
photons. Capture gamma rays again require careful
consideration. See NUCLEAR FUSION.

X-ray generators vary widely in characteristics.
Typical units release x-rays with maximum ener-
gies to 250 keV, but high-voltage units are in use
with x-ray energies as high as tens of megaelectron-
volts. The dominant nature of x-ray energy spectra
is that of bremsstrahlung. X-ray generators are but
one of many types of charged-particle accelerators
and, in most cases, the governing shielding require-
ment is protection from x-rays. For very high-energy
accelerators, protection from neutrons and mesons
produced in beam targets may govern the shield
design. See PARTICLE ACCELERATOR; RADIOLOGY;
X-RAYS.

Although many different radionuclides find use in
medical diagnosis and therapy as well as in research
laboratories and industry, radiation shielding require-
ments are of special importance for gamma-ray and
neutron sources. Alpha and beta particles from ra-
dionuclide sources are not highly penetrating, and
shielding requirements are minimal. Space vehicles
are subjected to bombardment by radiation, chiefly
very high-energy charged particles. In design of the
space vehicle and in planning of missions, due con-
sideration must be given to radiation shielding for
protection of crew and equipment. See COSMIC RAYS;
RADIOISOTOPE; RADIOISOTOPE (BIOLOGY).

Attenuation processes. Charged particles lose en-
ergy and are thus attenuated and stopped primarily
as a result of coulombic interactions with electrons
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of the stopping medium. For heavy charged particles
(protons, alpha particles, and such), paths are nearly
straight and ranges well defined. Electrons may suffer
appreciable angular deflections on collision and may
lose substantial energy radiatively. Very high-energy
charged particles may lose energy through nuclear
interactions, resulting in fragmentation of the target
nuclei and production of a wide variety of secondary
radiations.

Gamma-ray and x-ray photons lose energy princi-
pally by three types of interactions: photoemission,
Compton scattering, and pair production. In pho-
toemission, or the photoelectric effect, the photon
transfers all its energy to an atom, and an electron
is emitted with kinetic energy equal to the origi-
nal energy of the photon less the binding energy
of the electron in the atom. In Compton scattering,
the photon is deflected from its original course by,
and transfers a portion of its energy to, an electron.
In pair production, the gamma ray is converted to a
positron-electron pair. At least 1.02 MeV of gamma-
ray energy is required for the rest mass of the pair,
and any excess appears as kinetic energy. Ultimately,
the positron and an electron recombine and, in anni-
hilation, release two 0.505-MeV gamma rays. Photoe-
mission is especially important for low-energy pho-
tons and for stopping media of high atomic number.
Compton scattering usually dominates at intermedi-
ate photon energies, and pair production at high
photon energies. See COMPTON EFFECT; ELECTRON-
POSITRON PAIR PRODUCTION; PHOTOEMISSION.

Neutrons lose energy in shields by elastic or in-
elastic scattering. Elastic scattering is more effective
with shield materials of low atomic mass, notably
hydrogenous materials, but both processes are im-
portant, and an efficient neutron shield is made of
materials of both high and low atomic mass. The
fate of the neutron, after slowing down as a result of
scattering interactions, is absorption frequently ac-
companied by emission of capture gamma rays. Sup-
pression of capture gamma rays may be effected by
incorporating elements such as boron or lithium in
the shield material. The isotopes '°B and °Li have
large cross sections for neutron capture without
gamma-ray emission.

Shielding concepts. The cross section of an atom
or electron for interaction with radiation is the effec-
tive “target” area presented for the interaction. It is
usually given the symbol o and the units cm? or barns
(1 barn = 10724 cm?). The cross section depends on
the type of interaction and is a function of the energy
of the radiation. When the cross section is multiplied
by the number of atoms or electrons per unit volume,
the product, identified as the linear attenuation co-
efficient i or macroscopic cross section X, has the
units of reciprocal length and may be interpreted as
the probability per unit distance of travel that the ra-
diation experiences in an interaction of a given type.
The total attenuation coefficient for radiation of a
given energy is the sum of attenuation coefficients
for all types of interactions in the shielding medium.
The quotient of the linear attenuation coefficient and
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the density, 14/p, is called the mass attenuation coeffi-
cient. If u/p for gamma rays is weight-averaged by the
fraction of the gamma-ray energy locally dissipated
subsequent to an interaction, the average, ,/p, is
called the mass energy absorption coefficient. The
total and component parts of the mass attenuation
coefficients for lead are illustrated in Fig. 3. In Fig. 4
are shown total mass attenuation coefficients for all
elements at several photon energies.

The flux density, or fluence rate, characterizes the
intensity of radiation. It may be thought of as the path
length traveled by radiation per unit volume per unit
time. It is usually given the symbol ¢ and has units
cm™2 57l

To illustrate these concepts, consider the flux den-
sity at a distance » from a point source isotropically
emitting § monoenergetic gamma rays of energy F
per second in a uniform medium with total attenu-
ation coefficient . If © were zero, the flux density
would be determined just by the inverse square of
the distance from the source. If © were not zero, at-
tenuation of the gamma rays would also be exponen-
tial with distance. Thus the equation shown below

D) —ur
o= e

41?



would hold. This is the flux density of gamma rays
which have traveled distance » without having ex-
perienced any interactions in the stopping medium.
The energy locally dissipated per unit mass per unit
time due to these gamma rays as they experience
their first interactions is the product E(i1,,/p)¢. How-
ever, some gamma rays reach distance r already hav-
ing experienced scattering interactions. To account
for these secondary gamma rays, a buildup factor B
is employed. B is a function of the energy of the
source gamma rays and the product pr and depends
on the attenuating medium. The total energy locally
dissipated per unit mass per unit time is thus the
product BE(,/p)¢. Similar concepts apply to neu-
tron shielding; however, the treatment of scattered
neutrons is considerably more complicated, and the
buildup-factor concept is not well established. In the
final phases of shielding design, digital computers are
usually employed to carry out the required calcula-
tions. It is also common practice to base shielding
design, at least in part, on measurements made on a
prototype.

Shielding materials. The most common criteria for
selecting shielding materials are radiation attenua-
tion, ease of heat removal, resistance to radiation
damage, economy, and structural strength.

For neutron attenuation, the lightest shields are
usually hydrogenous, and the thinnest shields con-
tain a high proportion of iron or other dense material.
For gamma-ray attenuation, the high-atomic-number
elements are generally the best. For heat removal,
particularly from the inner layers of a shield, there
may be a requirement for external cooling with the
attendant requirement for shielding the coolant to
provide protection from induced radioactivity.

thermal shield  reactor vessel fuel assembly

core barrel concrete biological shield core baffle

Fig. 5. Typical power reactor shield configuration.

Radiation therapy

Metals are resistant to radiation damage, although
there is some change in their mechanical properties.
Concretes, frequently used because of their relatively
low cost, hold up well; however, if heated they lose
water of crystallization, becoming somewhat weaker
and less effective in neutron attenuation.

If shielding cost is important, cost of materials
must be balanced against the effect of shield size on
other parts of the facility, for example, building size
and support structure. If conditions warrant, con-
crete can be loaded with locally available material
such as natural minerals (magnetite or barytes), scrap
steel, water, or even earth.

Typical shields. Radiation shields vary with appli-
cation. The overall thickness of material is chosen
to reduce radiation intensities outside the shield to
levels well within prescribed limits for occupational
exposure or for exposure of the general public. The
reactor shield is usually considered to consist of two
regions, the biological shield and the thermal shield.
The thermal shield, located next to the reactor core,
is designed to absorb most of the energy of the es-
caping radiation and thus to protect the steel reactor
vessel from radiation damage. It is often made of steel
and is cooled by the primary coolant. The biological
shield is added outside to reduce the external dose
rate to a tolerable level (Fig. 5). Richard E. Faw

Bibliography. Center for Occupational Research
and Development Staff, Course 19: Radiation
Shielding, 1984; A. B. Chilton, K. Shultis, and R. E.
Faw, Principles of Radiation Shielding, 1984; R. G.
Jaeger et al. (eds.), Engineering Compendium on
Radiation Shielding, vol. 1, 1968, vol. 2, 1975, vol. 3,
1970; International Atomic Energy Agency, Reac-
tor Shielding, 1981; M. E Kaplan, Concrete Radia-
tion Shielding, 1989; A. E. Profio, Radiation Shield-
ing and Dosimetry, 1979; J. Wood, Computational
Methods in Reactor Shielding, 1982.
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Radiation therapy

The use of ionizing radiation to treat disease; the
method is also known as radiotherapy and therapeu-
tic radiology. Radiotherapy was widely used in the
past to treat diseases of the skin, lymph nodes, and
other organs. However, because radiation can cause
cancer and because alternative treatments for these
diseases have been discovered, radiation therapy is
now mainly limited to treating malignant tumors: the
medical specialty is called radiation oncology. See
ONCOLOGY; RADIATION INJURY (BIOLOGY).

Radiobiologic basis. The exact mechanisms by
which radiation kills cells remain uncertain. Most
likely, electrons dislodged from water or biological
molecules disrupt the bonds between atoms of the
nuclear deoxyribonucleic acid (DNA), resulting in
double-strand breaks. Although usually not immedi-
ately fatal, such damage may cause the death of cells
when they attempt to divide. Complex enzymatic
mechanisms can repair some of the damage if given
sufficient time.
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The fraction of cells surviving after irradiation de-
pends on many factors. Radiation affects both normal
and cancerous cells in a similar manner qualitatively,
but different cell lines vary greatly in their quantita-
tive sensitivity. Rapidly dividing tissues—such as the
skin, bone marrow, and gastrointestinal mucosa—
usually display the greatest sensitivity experimentally
and the most immediate side effects clinically. The
cellular environment is important; for example, hy-
poxic cells that receive less-than-normal amounts of
oxygen from the circulatory system are often found
in large tumors, and are less sensitive to x-rays than
well-oxygenated cells. Particles that produce a dense
path of ionizations (such as pions) are more effective
at killing cells than is sparsely ionizing radiation (such
as photons). Treatment parameters such as the en-
ergy of the radiation, the dose given in a single treat-
ment (fraction size), the speed with which it is de-
livered (dose rate), the interval between treatments
(fractionation), the number of days of the treatment
course, and the total dose critically influence out-
come.

Clinical aspects. The goal of radiation therapy is
either to cure the disease permanently (radical treat-
ment) or to reduce or eliminate symptoms (pallia-
tive treatment) by destroying tumors without caus-
ing unacceptable injuries to normal tissues. For many
cancers—such as cancers of the reproductive or-
gans, lymphomas, and small head and neck tumors—
a cure usually is possible, and the chance of function-
ally significant complications is small.

Some tumors, however, contain too many cells to
be entirely destroyed by tolerable doses. Also, some
neoplasms, such as sarcomas and glioblastomas, are
relatively resistant to irradiation and are difficult to
eradicate even when only small numbers of cells are
present. Such situations are best handled by using
surgery to remove all visible tumor. Microscopic de-
posits of tumor cells often remain in and near the
surgical field in tissues that cannot be removed with-
out risk of further injury. Radiotherapy reduces the
chance of a local recurrence following surgery. This
approach is used successfully in managing the early
stages of cancer of the breast (following limited,
breast-preserving surgery, or lumpectomy) and in
treating tumors in many other body sites, including
the brain, head and neck, lung, gastrointestinal tract,
and gynecological organs. Radiotherapy is some-
times used before surgery (rather than after surgery)
to increase the ease of surgical removal or to lessen
the chance of tumor cells being spread by surgical
manipulations.

Also, radiation often is used to treat tumors that
cannot be removed because of extensive invasion
into surrounding structures, that are located in sites
where surgery would cause unacceptable complica-
tions, or that occur in patients unable to tolerate the
stresses of surgery. Except for small or sensitive tu-
mors, success rates with conventional radiotherapy
usually have been moderate or poor. Chemotherapy
given in combination with radiation (sequentially or
simultaneously) may reduce tumor bulk and sensitize
cells to irradiation, as well as destroy tumor cells out-

side the radiation fields. Total body irradiation is used
in some diseases (mainly leukemias and lymphomas)
to destroy both tumor cells and the bone marrow
in preparation for bone marrow transplantation. See
CHEMOTHERAPY.

Technical aspects. The ionizing radiations most
commonly used clinically are photons in the x-ray
and gamma-ray energy range (10,000 eV to 45 MeV)
and electrons (3 to 20 MeV) produced either by lin-
ear or circular particle accelerators or by radioac-
tive isotopes (predominantly radium-226, cobalt-60,
iridium-192, cesium-137, and iodine-125). Beams of
particles or photons may be directed at the patient
from a distance (teletherapy or external-beam ther-
apy). In general, higher energy results in deeper tis-
sue penetration and relatively lower doses to super-
ficial structures such as the skin. Radioisotopes may
be placed on the body surface (mold techniques),
inside body cavities (intracavitary application), or
temporarily or permanently implanted into tissues
(interstitial therapy). Some radioisotopes, such as
phosphorus-32, gold-198, and iodine-131, have also
been administered orally, by intravenous injection,
or by instillation into body cavities. Dose is defined
as the energy absorbed per unit tissue mass; its unit
is the gray (1 Gy = 1 joule/kg = 100 rad). See RA-
DIOISOTOPE.

The radiotherapist locates tumor masses by using
physical examination, imaging studies, and surgical
findings. Knowledge of the patterns of spread and
natural history of the disease is used to determine
which apparently uninvolved areas might contain
tumor cells. These areas are usually irradiated for at
least part of the overall course of treatment. Careful
planning of the directions of entry and sizes of the
radiation beams (fields), the use of multiple converg-
ing fixed or rotating fields, and the use of intracav-
itary and interstitial techniques (brachytherapy) or-
dinarily permit delivery of much higher doses to the
tumor than to surrounding organs. Manipulating the
parameters of treatment, particularly dose rate, frac-
tion size, and fractionation, can increase the chance
of tumor eradication while lowering the likelihood of
complications. The total dose prescribed depends on
the exact type of tumor and clinical situation, but it
is usually 20-80 Gy delivered over 1-8 weeks.

Technique refinements. Many improvements to ex-
isting radiotherapy techniques and practices have
been explored. Computed tomography and mag-
netic resonance imaging, which visualize tumors and
organs in three dimensions with great precision, are
increasingly used in combination with sophisticated
treatment planning and dosimetry programs. Com-
puter control of accelerator motion and dose out-
put, intraoperative radiotherapy, and elaborate local-
ization and immobilization (stereotactic) techniques
help to concentrate radiation on tumors and spare
normal tissues. Certain drugs (radiosensitizers) and
increasing tumor temperatures (hyperthermia) may
increase tumor-cell killing while adding few or no
complications. Radio-protective drugs for normal tis-
sues are also under investigation. Neutrons, protons,
pions, and charged atomic nuclei such as helium,



which interact with matter differently than pho-
tons, may be useful in certain clinical situa-
tions. See CANCER (MEDICINE); RADIATION BIOLOGY.
Abram Recht
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Radiative transfer

The study of the propagation of energy by radiative
processes; it is also called radiation transport. Ra-
diation is one of the three mechanisms by which
energy moves from one place to another, the other
two being conduction and convection. See ELECTRO-
MAGNETIC RADIATION; HEAT TRANSFER.

The kinds of problems requiring an understanding
of radiative transfer can be characterized by look-
ing at meteorology, astronomy, and nuclear reactor
design. In meteorology, the energy budget of the
atmosphere is determined in large part by energy
gained and lost by radiation. In astronomy, almost all
that is known about the abundance of elements in
space and the structure of stars comes from model-
ing radiative transfer processes. Since neutrons mov-
ing in a reactor obey the same laws as radiation
being scattered by atmospheric particles, radiative
transfer plays an important part in nuclear reactor
design.

Each of these three fields—meteorology, astron-
omy, and nuclear engineering—concentrates on a
different aspect of radiative transfer. In meteorology,
situations are studied in which scattering dominates
the interaction between radiation and matter; in as-
tronomy, there is more interest in the ways in which
radiation and the distribution of electrons in atoms
affect each other; and in nuclear engineering, prob-
lems relate to complicated, three-dimensional geom-
etry.

Physical processes. Radiative transfer is a compli-
cated process because matter interacts with the ra-
diation. This interaction occurs when the photons
that make up radiation exchange energy with matter.
These processes can be understood by considering
the transfer of visible light through a gas made up of
atoms. Similar processes occur when radiation inter-
acts with solid dust particles or when it is transmitted
through solids or liquids. See PHOTON.

If a gas is hot, collisions between atoms can con-
vert the kinetic energy of motion to potential energy
by raising atoms to an excited state. Emission is the
process which releases this energy in the form of
photons and cools the gas by converting the kinetic
energy of atoms to energy in the form of radiation.
The reverse process, absorption, occurs when a pho-

Radiative transfer

cos 6

Fig. 1. Beam of light illuminating a slab of gas of thickness
L, shown in cross section.

ton raises an atom to an excited state, and the energy
is converted to kinetic energy in a collision with an-
other atom. Absorption heats the gas by converting
energy from radiation to kinetic energy. Occasionally
an atom will absorb a photon and reemit another
photon of the same energy in a random direction.
If the photon is reradiated before the atom under-
goes a collision, the photon is said to be scattered.
Scattering has no net effect on the temperature of
the gas. See ABSORPTION OF ELECTROMAGNETIC RADI-
ATION; ATOMIC STRUCTURE AND SPECTRA; SCATTER-
ING OF ELECTROMAGNETIC RADIATION.

Equation of radiative transfer. The equation of ra-
diative transfer is built up by considering the three
processes—absorption, emission, and scattering.
First, however, it is necessary to define some geom-
etry and, in particular, to consider an infinitely wide
slab of gas (Fig. 1). Radiation enters the slab at some
angle 6. If the slab has a thickness L, the radiation
must cross a distance L divided by the cosine of the
angle 0; that is, the distance traveled is L/cos 6. It is
common to write the cosine of the incidence angle
as u; that is, u = cos 6. In this notation, the distance
crossed is L/.

Absorption. First, one may consider a gas that ab-
sorbs radiation but does not scatter or emit it. This
model is an idealization since such a gas is gaining
energy which it must eventually radiate away. How-
ever, it is a reasonably good approximation of a gas
that emits radiation at a much lower energy than the
incident radiation.

Figure 2 shows a slab of gas divided into 5 layers;
each layer is assumed to absorb half the radiation
impinging on it. If the gas is illuminated from the left
with a beam of light of some intensity, for example,
1, the solid dots show how much radiation reaches
each layer. If there are 10 layers each absorbing 25%
of the incident energy, then the energy falls off as
shown by the circles.

The curve shows the intensity at each point if
this process is continued to the limit of extremely
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Fig. 2. Absorption of radiation in a slab of gas. The solid
circles show the amount of radiation reaching each
interface if each layer absorbs 50% of the radiation
reaching it. The open circles are for 10 layers, each
absorbing 25% of the radiation. The curve shows the result
in the limit of a continuous medium.

thin layers absorbing a constant fraction of the
incident energy per unit length.

The absorption illustrated in Fig. 2 can be ex-
pressed as Eq. (1) where I, is the intensity leaving

Ax
Iy — 1, = —Ljk — )
"

layer n, Ax/u is the distance the radiation travels in
crossing the layer, and « is the absorption coefficient
or opacity, a quantity that measures the fraction of
the energy absorbed per unit length. On the aver-
age, a photon will travel a distance 1/« before being
absorbed, and 1/« is called the mean free path. The
quantity 7 is called the specific intensity and mea-
sures the amount of energy crossing a unit area per
unit time per unit solid angle in a given direction.
Typical units are joules per square centimeter per
second per steradian.

Taking the limit of Eq. (1) as the layers get thin-
ner yields the differential equation (2). If the opac-

dl / @
= -k
" dx
ity « does not depend on position in the slab, the
gas is said to be homogeneous, and Eq. (2) has the

solution given by Eq. (3). In other words, the inten-
I = le™ " 3

sity decreases exponentially with distance from the
boundary of the slab; the opacity determines how
rapidly the intensity falls off.

Since the solution depends only on the product of
the opacity and distance, the optical depth of a point
a distance x into the gas is defined as 7(x) = kx. The
optical thickness of a layer [t(L) in the example of
Fig. 1] is a measure of the absorbing power of the gas.
A thin layer of gas with a large absorption coefficient
can absorb as much energy as a thick layer of gas
with a small absorption coefficient.

Even if the opacity depends on position, Eq. (2)
can be solved by combining « and dx and calling the

product dz. Equation (2) becomes Eq. (4), which has
the solution given by Eq. (5). In order to compute

ar ; @
Mdr -
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the optical depth from the opacity and the physical
depth, it is necessary to add the contributions of each
thin piece of the gas; that is, integration is carried out
over distance to obtain Eq. (6).

(X)) = / k(@) dz ©)

0

All the details of the absorption process are con-
tained in the absorption coefficient «. For example,
the opacity normally depends on wavelength, which
means that both the optical depth and specific inten-
sity depend on wavelength.

Emission. 1t follows from Kirchhoff’s law of radia-
tion that if matter absorbs energy it must either ra-
diate away the energy or heat up. In many radiative
transfer problems the emission of energy can be ig-
nored because it is in a different wavelength domain
than the one under study. For example, in the study
of the transfer of visible radiation through the Earth’s
atmosphere, the emitted radiation, which is primar-
ily in the infrared part of the spectrum, is usually of
no concern. However, there are many situations in
which both the absorption and emission of radiation
must be considered.

In the simplest approximation, the hot gas radi-
ates like a blackbody. The emission is isotropic and
has an intensity, denoted B;(7), given by the Planck
radiation law. The subscript A indicates that the emis-
sion is wavelength-dependent, while the argument 7'
indicates the temperature dependence of the emis-
sion. The equation of radiative transfer now becomes
Eq. (7). In the following discussion, the subscript A

dl,
W = L+ B (D %)
df)L

will be omitted, although most quantities depend on
wavelength. See HEAT RADIATION.

If the temperature through the gas is constant,
Eq. (7) has the solution given by Eq. (8). This equa-

I=Ie ™" + B —e ™) ®

tion is used in astronomy to determine the properties
of interstellar clouds, and in the laboratory to find the
atomic properties of gases.

If the temperature is not constant, the situation
is more complicated. The properties of the gas can
still be analyzed, however, if Eq. (8) is replaced by
Eq. (9). The equation indicates that the radiation at

T dt
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0

a point in the slab is made up of two parts. The



first part is the incoming radiation that has not yet
been absorbed (Iye ™*). The second part is the radi-
ation emitted by the hot gas. Since radiation emitted
far away will be attenuated more than that emitted
nearby, Eq. (9) contains a term e~*/*. In addition, the
radiation reaching a point comes from all over the
gas so it is necessary to add up the contributions,
that is, to integrate over all optical depths.

Scattering. When radiation interacts with matter,
there is a probability that it will simply change di-
rection. If there is no exchange of energy between
matter and radiation, the scattering is called conser-
vative.

In its simplest form, scattering is isotropic; that is,
the direction of the radiation after the scattering is in-
dependent of its incident direction. If the probability
that the radiation is scattered is denoted by w, then
the probability that it is absorbed is 1 — w. The eq-
uation of radiative transfer becomes Eq. (10), where
the source function § is defined by Eq. (11), and d2
denotes that the integration is over all directions.

ﬂ——1+S 10
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The source function § contains two contributions.
The first is the thermal emission from the hot gas,
(1 — w)B(D). The second term is needed because the
specific intensity / is a measure of energy traveling in
a specific direction. The integral in Eq. (11) counts
the contribution of radiation that was traveling in any
direction before it was scattered but is now traveling
in the particular direction being considered. Since
the source function depends on the intensity, there
is no simple analytic solution to Eq. (10).

Nature of solutions. The solutions to the transfer equa-
tion are quite different, depending on what pro-
cesses are significant. If the slab is very thick, the
amount of radiation at a given layer decreases expo-
nentially with depth for pure absorption, approaches
B; (D) if both absorption and emission are consid-
ered, and decreases linearly with depth if only scat-
tering is important.

Only the simplest form of the equation of radia-
tive transfer has been presented. Since the problems
are so formidable, each discipline has concentrated
on a particular set of approximations and there is
relatively little crossover from one field to another.

Scattering dominated problems. As noted above,
the transfer of visible radiation through the Earth’s
atmosphere is dominated by scattering. In other
words, the single-scatter albedo w is near one; that is,
the scattering often is nearly conservative. If the ra-
diation left a particle in a random direction on each
scattering, that is, if isotropic scattering prevailed,
then the solution of Eq. (10) would be tedious but
not difficult. In fact, there is an analytic solution in
this case if the gas is an infinitely wide slab.

The probability that a photon will be scattered into
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a given direction is described by the scattering phase
function P(®), where O is the angle between the in-
cident and outgoing radiation. The phase function is
determined by the size of the particles relative to the
wavelength of light being scattered and by the com-
position of the particles. Metallic particles have very
different properties from the nonconducting parti-
cles that are found in the atmosphere.

If the scattering is not isotropic, Eq. (11) is writ-
ten as Eq. (12). The factor P(®) under the integral

S=A - B + w/P(G))I dQ a2

accounts for the fact that photons traveling in cer-
tain directions have a greater probability of being
scattered into the direction of interest than do oth-
ers.

If the scattering particles are very small compared
to the wavelength of the radiation, the scattering is
described by the Rayleigh phase function, Eq. (13),

P(®) =7/4(1 + cos® ©) a3

shown in Fig. 3. Equal amounts of energy are scat-
tered into the forward (® = 0°) and backward
(® = 180°) directions, and less energy is scattered
perpendicular to the incident direction (® = 90).

‘When the scattering particles are approximately
the same size as the wavelength of the light being
scattered, the phase function is more complicated.
Figure 3 also shows a phase function typical of rain
clouds. The value of the phase function at ©® = 0° is
nearly 25, well off the scale used for the figure. In
other words, the scattering changes the direction of
travel of only a small amount of radiation; most of it is
scattered straight ahead. Since absorption in clouds
is quite low, even very thick clouds can transmit an
appreciable amount of light. See METEOROLOGICAL
OPTICS.

Radiation and atomic physics. A completely differ-
ent set of problems arises if the radiation changes the
absorption and scattering properties of the gas. The
effect is most apparent when atomic or molecular
transitions in diffuse gases are considered.

scattering in clouds

phase function

Rayleigh scattering |
N\

\ \ \ \ \
OO° 30° 60° 90° 120° 150° 180°

scattering angle, 6
Fig. 3. Representative scattering phase functions,

representing the probability that a photon will be scattered
through an angle ©.
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If the gas is dense, collisions between atoms are
frequent, and the distribution of electron energies
depends only on the temperature. Such a gas is said to
be in thermodynamic equilibrium. If the conditions
of thermodynamic equilibrium are approximately
satisfied in some region, the gas is said to be in local
thermodynamic equilibrium, and the effect of radia-
tion on the energy distribution of the electrons can
be ignored. See KINETIC THEORY OF MATTER.

If the gas density is low enough, the distribution of
electron energies depends on the radiation as well
as the temperature. Since the absorption and scat-
tering properties of the gas depend on the electron
distribution, the radiation and electron distribution
equations are coupled. Such a gas is said to be in a
state of nonlocal thermodynamic equilibrium.

To further complicate matters, atoms can be per-
turbed while in an excited state. Therefore, electrons
in different atoms jumping between the same pair
of energy levels emit photons at slightly different
wavelengths. The spectral line shape must then be
taken into account, and the radiative transfer equa-
tion must be solved for a number of frequencies si-
multaneously. In the simplest situation, Eq. (10) be-
comes Eq. (14), where ¢;, the spectral line shape, is

dl, o0
nw——=—h + 3.8, dh a9
dr, 0

the probability that the electron transition results in
a photon of wavelength A. See LINEWIDTH; PERTUR-
BATION (QUANTUM MECHANICS).

Complicated geometries. If the scattering phase
function is not simple, or if the radiation and gas
properties are coupled, it is impractical to try to
solve the radiative transfer equation in geometrically
complicated domains. However, in nuclear reactors
it can normally be assumed that the scattering is ei-
ther isotropic or nearly so, and that the absorption
and scattering properties of the medium are indepen-
dent of the neutron distribution. These assumptions
make it possible to model reactors with hundreds
or thousands of elements. The equation of radiative
transfer can be written in the quite general form of
Eq. (15), where c is the neutron velocity, 72 is a unit

ldl—i—ﬁ VIi=I-S5 as)
cdt -

vector, and V denotes the gradient operator. Since
reactor designers are interested in how the neutron
flux changes with time, they include the time deriva-
tive as done in Eq. (15). See CALCULUS OF VECTORS.

One reason nuclear reactors generate energy is
that each collision between an atom and a neutron
can result in the emission of additional neutrons. In
terms of the radiative transfer equation, this means
that the single-scatter albedo w is greater than unity.
A part of the reactor is said to be critical when v >
1. Other regions can be subcritical, that is, v < 1.
The goal of reactor design is to balance the critical
and subcritical domains to meet the desired energy
production. See REACTOR PHYSICS.

Difficulties. The modeling of radiative transfer is
difficult. Problems with complex geometries that
have complicated scattering phase functions and in
which the absorption and scattering properties de-
pend on the radiation are too hard to solve even with
the largest computers available.

One simple problem that has not yet been solved
accurately is the calculation of the radiation emerg-
ing from a single cloud in an otherwise clear sky.
Nor has an accurate solution been presented for the
transfer of radiation through a clear sky that includes
the effects of horizontal variations in the reflectivity
of the ground.

Even if such problems could be solved, more dif-
ficult problems remain. For example, radiation can
be polarized, that is, the waves making up the light
are lined up. The intensity of polarized radiation has
four distinct components, so that Eq. (10) must be re-
placed by four equations. Furthermore, calculating
the scattering phase function is considerably more
difficult than if polarization is ignored. Only in the
1980s was substantial progress made on this prob-
lem. See POLARIZED LIGHT. Alan H. Karp

Bibliography. M. Q. Brewster, Thermal Radiative
Transfer and Properties, 1992; S. Chandrasekhar,
Radiative Transfer, 1960; J. Lenoble, Atmospheric
Radiative Transfer, 1993; D. Mihalas, Stellar Atmo-
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Radiator

Any of numerous devices, units, or surfaces that emit
heat, mainly by radiation, to objects in the space
in which they are installed. Because their heating
is usually radiant, radiators are of necessity exposed
to view. They often also heat by conduction to the
adjacent thermally circulated air. See HEAT RADIA-
TION.

Radiators are usually classified as cast-iron (or
steel) or nonferrous. They may be directly fired by
wood, coal, charcoal, oil, or gas (such as stoves,
ranges, and unit space heaters). The heating medium
may be steam, derived from a steam boiler, or
hot water, derived from a water heater, circulated
through the heat-emitting units.

Cast-iron radiators are made in sections of varying
widths and heights and are assembled in the required
number by top and bottom nipples. Some are made
in a flat panel. They are set on legs or similar sup-
ports or affixed to walls by adjustable hangers. The
preferred location is under windows.

When windows are low, cast-iron baseboard radia-
tors, less than a foot high, are available for use under
the windows. Because of the limited heat from such a
radiator, it is frequently extended along the nonwin-
dow baseboard. This radiator is assembled with valve
and end sections, extension blocks, and inverted and



projecting corner covers. Cast-iron convectors may
be used also.

Finned-tube radiators consist of a pipe or tube with
affixed fins of steel, copper, or aluminum. They are
available with or without enclosures, and usually are
wall-mounted. They are more compact than cast-iron
radiators, having greater heating area per volume.

Mass production was responsible for the introduc-
tion of convectors, which, like finned-tube radiators,
consist of steel, copper, or aluminum tubes with ex-
tended fin surfaces affixed to them. They have almost
completely displaced cast-iron radiators, for the fact
that they are lightweight causes freight costs to be
lower. They also require less labor to install. They
cannot, however, be used as replacements in an ex-
isting hot-water heating system with cast-iron radia-
tors for heating surfaces, because the heat-dissipating
characteristics of convectors are completely differ-
ent from those of cast-iron radiators with changes in
hot-water temperatures.

Convectors are customarily made of nonferrous
finned tubes in a wide variety of enclosures for free-
standing, recessed, or wall-hung installation. Air is
circulated over the elements by natural convection
or by fans, in which case they are known as unit
ventilators. Convectors and unit ventilators are not
true radiators because they emit most of the heat by
conduction to the circulated air.

A limited amount of cooling may be produced by
passing chilled water through convectors or radia-
tors, but care must be exercised to dispose of mois-
ture condensation in humid weather.

Electric heating elements may be substituted for
fluid heating elements in all types of radiators, con-
vectors, and unit ventilators. See COMFORT HEATING;
ELECTRIC HEATING; HOT-WATER HEATING SYSTEM; RA-
DIANT HEATING; STEAM HEATING.

Erwin L. Weber; Richard Koral

Bibliography. American Society of Heating, Refrig-
erating and Air Conditioning Engineers, ASHRAE
Handbook: Equipment, 1988.

Communication between two or more points, em-
ploying electromagnetic waves (“carriers”) as the
transmission medium. See ELECTROMAGNETIC RADI-
ATION.

At the start of the twenty-first century, radio
transmission services are in the midst of a funda-
mental transition from traditional (and increasingly
antiquated) analog technology to highly sophisti-
cated and advanced digital technology. The basic
methods of analog transmission and reception of
audio signals were developed principally in the
twentieth century (Fig. 1). For transmission, an
audio pulse and a carrier pulse are blended into a
modulated carrier wave, which is then amplified
and fed into the antenna. The process of blending
audio and carrier waves is called modulation. For
reception, the receiving antenna and tuner catch

the weak signal, amplify it, sort the audio pulse
from the carrier, and play a now reamplified audio
pulse through the speaker at home. Digital radio
techniques differ from analog in the nature of the
information being transmitted (audio represented
digitally, as a sequence of 1’s and 0’s) and the meth-
ods of modulation employed. Digital techniques
are significantly more flexible, robust (that is, less
susceptible to interference and other deleterious ef-
fects), and more efficient than the analog
techniques they replace. See ANTENNA (ELEC-
TROMAGNETISM); ELECTRICAL COMMUNICATIONS;
MODULATION; RADIO RECEIVER; RADIO TRANSMIT-
TER; RADIO-WAVE PROPAGATION.

Methods of information transmission. Radio waves
transmitted continuously, with each cycle an exact
duplicate of all others, indicate that only a carrier
is present (also called an unmodulated carrier). The
two principal characteristics of a carrier are its fre-
quency (the number of cycles per second) and am-
plitude (which determines how much power is con-
tained in the signal). The information desired to be
transmitted must cause changes in the carrier which
can be detected at a distant receiver. The method
used for the transmission of the information is de-
termined by the nature of the information which is
to be transmitted as well as by the purpose of the
communication system (Fig. 2).

Code transmission. This method, the first ever used,
dates from the dawn of radio, and was patented by
Gugliemo Marconi in 1896. The carrier is keyed on
and off to form dots and dashes (Morse code). The
technique, traditionally used in ship-to-shore and am-
ateur communications, has been almost entirely su-
perseded by more efficient methods. This primitive
method is actually digital (binary) in nature, since
only one of two possible symbols is transmitted at
any given moment. See TELEGRAPHY.

Frequency-shift transmission. The frequency of the car-
rier is shifted a fixed amount to correspond with
telegraphic dots and dashes or with combinations of
pulse signals identified with the characters on a type-
writer. This technique was widely used in handling
the large volume of public message traffic on long cir-
cuits, principally by the use of teletypewriters. See
TELETYPEWRITER.
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Fig. 1. Transmission of audio information by radio.
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Fig. 2. Methods for transmission of information.

Amplitude modulation. The amplitude of the carrier is
varied in a way that conforms to the fluctuations of
a sound wave, or, in the case of digital transmission,
the specific sequence of 1’s and 0’s being transmit-
ted. This technique is used in amplitude-modulation
(AM) terrestrial radio broadcasting, analog television
picture transmission, and many other services. One
widely used digital method, called quadrature AM
(QAM), is employed in some terrestrial digital radio
systems. See AMPLITUDE MODULATION; AMPLITUDE-
MODULATION DETECTOR; AMPLITUDE-MODULATION
RADIO; AMPLITUDE MODULATOR; TELEVISION.

Frequency modulation. The frequency of the carrier
is varied in a way that conforms to the fluctua-
tions of the modulating wave. This technique is
used in frequency-modulation (FM) broadcasting,
analog television sound transmission, and analog
microwave relaying. See FREQUENCY MODULATION;
FREQUENCY-MODULATION DETECTOR; FREQUENCY-
MODULATION RADIO; FREQUENCY MODULATOR; MI-
CROWAVE.

Phase modulation. The phase of the carrier is varied
in a way that conforms to the fluctuations of the
modulating wave. A family of popular digital meth-
ods, known as phase-shift keying (PSK), are used
in digital satellite broadcasting. Specific forms in-
clude binary PSK (BPSK), quadrature PSK (QPSK),
and octal PSK (8PSK), differentiated by the number

of digital bits used to create each transmitted sym-
bol. See PHASE MODULATION; PHASE-MODULATION-
DETECTOR; PHASE MODULATOR.

Pulse transmission. The carrier is transmitted in
short pulses, which change in repetition rate,
width, or amplitude, or in complex groups of
pulses which vary from group to succeeding
group in accordance with the message information.
These forms of pulse transmission are identified
as pulse-code, pulse-time, pulse-position, pulse-
amplitude, pulse-width, or pulse-frequency modula-
tion. These complex techniques are employed prin-
cipally in microwave relay and telemetry systems. See
PULSE DEMODULATOR; PULSE MODULATION; PULSE
MODULATOR.

Radar. The carrier is normally transmitted as short
pulses in a narrow beam, similar to that of a search-
light. When a wave pulse strikes an object, such as
an aircraft, energy is reflected to the radar station,
which measures the round-trip time and converts it
to distance. A radar receiver can display varying re-
flections in a maplike presentation on a video display.
See RADAR.

Uses of radio. The first practical application of
radio, in the 1900s between ships and shore stations,
was followed quickly by overseas communication
and communication between other widely separated
points. Subsequently, the applications have become
widely diversified. Some of the important uses are
listed below.

1. Public safety: marine and aviation communica-
tions, police and fire protection, forestry conserva-
tion, and highway traffic control.

2. Industrial: power utilities, pipelines, relay ser-
vices, news systems, financial institutions, agricul-
ture, and petroleum processing.

3. Land transportation: railroads, motor carriers,
urban public transit and taxicabs, and automobile
emergency needs.

4. Broadcasting: television (terrestrial and satel-
lite), terrestrial radio broadcasting (FM, AM, digital),
satellite digital audio radio services (SDARS), and
shortwave broadcasting. See RADIO BROADCASTING;
RADIO BROADCASTING NETWORK; SATELLITE RADIO;
SATELLITE TELEVISION BROADCASTING.

5. Military and space: radar, communications,
navigation, telemetering, missile tracking, satellite
photographic surveys, and missile guidance. See
ELECTRONIC NAVIGATION SYSTEMS; REMOTE SENSING;
SPACE COMMUNICATIONS.

6. Fixed point-to-point: long-distance message,
data, and picture transmission.

7. Relaying: television, sound, data, picture, and
public message relaying over long distances. Com-
munications satellites handle both domestic and
overseas communications. These satellites supply
not one but many services, including thousands of
narrow channels for voice communications with
wider channels for television and data transmission.
See COMMUNICATIONS SATELLITE.

8. Telemetering: remote indication of water
levels in reservoirs and rivers, performance of



experimental aircraft, missiles, and satellites. See
TELEMETERING.

9. Weather reporting: early warning and location
of hurricanes and other storms, trends of weather
for industrial and public information. See WEATHER
FORECASTING AND PREDICTION.

10. Interpersonal: cellular telephones, personal
communications services, amateur radio services,
radio paging systems, interconnection (for example,
Bluetooth®, Wi-Fi®, WiMax). See AMATEUR RADIO;
MOBILE RADIO; RADIO PAGING SYSTEMS.

Frequency separation. Hundreds of thousands of
radio transmitters exist, each requiring a carrier at
some radio frequency. To prevent interference, dif-
ferent carrier frequencies are used for stations whose
service areas overlap, and receivers are built which
can select the carrier signal of the desired station.
Resonant electronic circuits in the receiver are ad-
justed, or tuned, to accept the desired frequency
and reject others. Digital technology, in particular
the availability of high-speed, low-cost microproces-
sors and analog-to-digital converters, has made possi-
ble the development of software radios which select
and demodulate radio signals according to a com-
puter program which runs on a microprocessor. Soft-
ware radios are more flexible and offer higher per-
formance than do traditional radios.

Each station operates within a specific radio-
frequency (RF) channel. All other stations within
a geographical area are excluded from using this
channel. However, an advanced digital technology
called code-division multiple access (CDMA) allows
multiple stations to operate on the same frequency
without interfering with one another. CDMA tech-
nology has found its principal application in some
cellular telephone systems. Another digital technol-
ogy, time-division multiple access (TDMA), allows
stations to share a frequency by precisely coordinat-
ing the time at which each station transmits, mak-
ing sure that only a single station is transmitting
at any one time. A new technology called ultra-
wideband (UWB) spreads the information over many
thousands of megahertz, allowing it to operate at
such a low power level per megahertz that it does
not interfere significantly with other overlapped ser-
vices. See MULTIPLEXING AND MULTIPLE ACCESS; UL-
TRAWIDEBAND (UWB) SYSTEMS.

Each channel must be wide enough to accom-
modate the message information, provide tolerance
for small carrier frequency drift, perhaps provide
a guard band, and allow for imperfect receiver se-
lectivity capabilities. The minimum usable channel
widths (or bandwidths) vary from service to ser-
vice, depending upon the amount of information a
channel must accommodate. In analog television it is
6000 kHz because of the large amount of essential
picture information. In FM radio broadcasting it is
200 kHz and in AM radio broadcasting 10 kHz. Digital
systems can accommodate corresponding services
with smaller bandwidths. For example, digital televi-
sion services can accommodate multiple video pro-
grams in the same 6000-kHz bandwidth required for a

single video program using analog services. The great
demand for new frequency authorizations requires
efficient channel utilization and has been a major
factor in the drive to develop and deploy digital ser-
vices. See BANDWIDTH REQUIREMENTS (COMMUNICA-
TIONS); RADIO SPECTRUM ALLOCATIONS; TELEVISION.

Regulation of spectrum usage. All nations have a
sovereign right to use freely any or all parts of the
radio spectrum. But numerous international agree-
ments and treaties divide the spectrum and specify
sharing among nations for their mutual benefit and
protection.

Each nation designates its own regulatory agency.
Functioning within the international agreements, it
issues authorizations; assigns frequencies; polices
operations; creates technical standards, rules, and
practices; and safeguards and protects the public in-
terest.

In the United States all nongovernmental radio
communications are regulated by the Federal Com-
munications Commission (FCC), according to the
provision of the Communications Act of 1934, as
amended. Creation of a radio station or service re-
quires authorization by the FCC. Upon construction
of an authorized facility, a license to operate is is-
sued. Radio stations may be inspected by engineers
attached to FCC field offices. Stations must com-
ply with the terms of their authorization regarding
carrier-frequency tolerance, power limitations, per-
missible communications, calls signals, and control
by properly licensed personnel.

Governmental use of spectrum in the United
States, which is extensive, is regulated by the Na-
tional Telecommunications and Information Admin-
istration (NTIA), an agency which also serves as the
principal advisor to the President on telecommuni-
cations and information policy issues. In managing
spectrum the NTIA’s stated goals include serving the
national security and defense, supporting crime pre-
vention and law enforcement, and promoting scien-
tific research, development, and exploration.

The International Telecommunication Union
TU) is a specialized agency of the United Nations
with headquarters in Geneva, Switzerland. It is re-
sponsible for the international agreements necessary
to assure provision of radio and telecommunications
services among the nations of the world.

The ITU is divided into three sectors. The radio
communication sector (ITU-R) is responsible for
the allocation of radio spectrum, allocation of or-
bital slots used by international satellites, and es-
tablishment of various technical characteristics of
operating radio systems. The telecommunication
standardization sector (ITU-T) is responsible for de-
veloping internationally agreed technical and op-
erating standards and defining tariff and account-
ing principles for international telecommunications
services. The telecommunication development sec-
tor (ITU-D) promotes investment and fostering the
expansion of telecommunication infrastructure in
developing nations throughout the world. Addi-
tional ITU functions include the maintenance of an
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international registry of radio transmitters, and the
availability to facilitate the resolution of international
disputes on uses of the radio spectrum among mem-
ber countries.
David H. Layer; John D. Singleton; Michael C. Rau
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Radio astronomy

The study of celestial bodies by examination of
the energy they emit at radio frequencies. Celestial
radio noise originates by one of several processes.
These include both broadband continuum radiation
owing to (1) thermal radiation from solid bodies
such as the planets, (2) thermal or bremsstrahlung
radiation from hot gas in the interstellar medium,
(3) synchrotron radiation from ultrarelativistic elec-
trons moving in weak magnetic fields, (4) coherent
processes as found in the Sun and on Jupiter, and
(5) pulsed radiation from the rapidly rotating neutron
stars, as well as (6) narrow “spectral line” radiation
from atomic or molecular transitions that occur in
the interstellar medium or in the gaseous envelopes
around stars.

Radio astronomy observations cover the entire
radio spectrum from less than 1 mm, where the cos-
mic signals become heavily attenuated by the atmo-
sphere, to wavelengths of tens of meters, beyond
which the incoming signals are attenuated by the
ionosphere. However, radio waves between about
1-cm and 1-m wavelength not only get through the
Earth’s atmosphere and ionosphere with little distor-
tion, they also penetrate much of the gas and dust
in space as well as the clouds of planetary atmo-
spheres. Radio astronomy can therefore sometimes
give a much clearer picture of stars and galaxies than
is possible by means of conventional observation
using visible light. Sophisticated antennas equipped
with very sensitive radio receivers that are used to
detect cosmic radio emission are referred to as radio
telescopes. See RADIO TELESCOPE.

Spectral line emission occurs at specific wave-
lengths characteristic of the atomic and molecular
species. However, due to the motion of gas clouds,
the wavelength is shifted toward longer wavelengths
if the source is moving away from the observer and
toward shorter wavelengths if it is moving toward

the observer. Precise measurements of this so-called
Doppler shift are used to determine the radial ve-
locities due to the random motion of gas clouds, the
rotation of the Galaxy, and even the expansion of the
universe. See DOPPLER EFFECT; REDSHIFT.

Historical background. In 1932, the physicist Karl
Jansky, working at the Bell Telephone Laboratories,
first detected cosmic radio noise from the center of
the Milky Way Galaxy while investigating radio dis-
turbances interfering with transoceanic telephone
service. Grote Reber, a young engineer and amateur
radio operator, later built the first radio telescope at
his home in Wheaton, Illinois, and found that the
radio radiation came from all along the plane of the
Milky Way and from the Sun. Solar radio emission
was also detected during the World War II by mili-
tary researchers in the United States and the United
Kingdom but was not announced until after the con-
clusion of hostilities due to wartime secrecy.

During the late1940s and 1950s, Australian and
British radio scientists were able to use techniques
and instrumentation developed for wartime radar
to locate a number of discrete sources of celestial
radio emission which they associated with old su-
pernovae and active galaxies later known as radio
galaxies. The construction of ever larger antenna sys-
tems and radio interferometers, improved radio re-
ceivers, and data processing methods have allowed
radio astronomers to study fainter radio sources with
increased angular resolution and improved image
quality. Today more than 1 million sources of radio
emission are known. The precise measurement of
their position in the sky has usually allowed their
identification with an optical, infrared, x-ray, or
gamma-ray counterpart; however, some cosmic radio
sources remain unidentified at other wavelengths
even with the most sensitive instrumentation.

Solar system radio astronomy. Solar flares and
sunspots are strong sources of radio emission. Their
study has led to increased understanding of the com-
plex phenomena near the surface of the Sun and
provides advanced warning of dangerous solar flares
which can interrupt radio communications on the
Earth and endanger sensitive equipment in satellites
and the health of astronauts. Even in the absence of
activity, the quiet Sun is the strongest radio source in
the sky, but only because it is so close to the Earth.
See SUN.

Radio telescopes are used to measure the sur-
face temperatures of all the planets as well as some
of the moons of Jupiter and Saturn. Radio stud-
ies of the planets have revealed the existence of a
greenhouse effect on Venus which results in a sur-
face temperature of about 600°F (315°C), intense
Van Allen belts surrounding Jupiter, powerful radio
storms in the Jovian atmosphere, and an internal
heating source deep within the interiors of Jupiter,
Saturn, Uranus, and Neptune. See JUPITER; NEPTUNE;
SATURN; URANUS; VAN ALLEN RADIATION; VENUS.

Astronomers also use radar observations to
image features on the surface of Venus, which is com-
pletely obscured from visual scrutiny by the heavy
cloud cover that permanently enshrouds the planet.



Terrestrial-based radar measurements also have re-
vealed the rotation of Mercury, which was previ-
ously thought to always keep the same side toward
the Sun. Accurate measurements of the travel time
of radar signals reflected from Venus near superior
conjunction (that is, nearly opposite the Earth on the
other side of the Sun) show that radio waves pass-
ing close to the Sun slow down owing to gravity and
thereby provide a new independent test of Einstein’s
general theory of relativity. See MERCURY; RADAR AS-
TRONOMY; RELATIVITY; SOLAR SYSTEM.

Radio emission from the Milky Way. Broadband con-
tinuum radio emission is observed throughout the
radio frequency spectrum from a variety of stars
including flare stars, binary stars, x-ray binaries,
novae, and supernovae; from supernova remnants;
and from magnetic fields and relativistic electrons in
the interstellar medium thought to be produced in
supernova explosions (for example, Fig. 1). Bursts
of radio emission are frequently observed from some
binary star systems thought to be the result of mass
transfer between the two components of the bi-
nary system. The remnants of powerful supernovae
explosions are often observed as bright sources of
radio emission due to synchrotron radiation from rel-
ativistic electrons accelerated by supernova events.
One of the brightest observed radio sources in the
Milky Way is the Crab Nebula, which is the remnant
of a supernova observed by Chinese astronomers in
the year 1054. Of particular interest to astronomers
is the complex radio source at the Galactic Center
known as Sagittarius A, which contains both ther-
mal and nonthermal continuum radiation as well as
a rich mixture of molecular and ionized hydrogen
gas. High-resolution radio observations also show a
weak, embedded, very compact radio source called
Sgr A*, which is thought to lie at the precise center
of the Galaxy (Fig. 2). Sgr A* is believed to be associ-

Fig. 1. Radio image, known as Cassiopeia A, of the
remnants of a supernova which exploded about 300 years
ago. (NRAO/AUI/NSF)

Radio astronomy

Fig. 2. Radio image of the center of our Milky Way Galaxy
known as Sagittarius A. The bright spot is the very compact
radio source known as SgrA*, which is associated with the
million-mass black hole at the very center of the Galaxy.

ated with a black hole containing the mass equivalent
of 2 million suns within a region only 5 solar diam-
eters across. See BINARY STAR; CRAB NEBULA; MILKY
WAY GALAXY; NOVA; SUPERNOVA; SYNCHROTRON RA-
DIATION; X-RAY ASTRONOMY.

Atomic and molecular gas. The important spectral
line of neutral atomic hydrogen (H I), which occurs
at 1421.405 MHz (21 cm), was first observed in 1951.
H I is observed throughout the Milky Way Galaxy as
well as in other spiral galaxies, although the galactic
hydrogen is heavily concentrated toward the plane of
the Milky Way. The radial (along the line of sight) ve-
locity of interstellar HI clouds is determined by mea-
suring the shift in the wavelength of the observed
lines arising from the Doppler effect. Measurements
of the position and velocity of H I are used to trace
out the spiral arms in the Milky Way system to study
the rotation of the Galaxy.

H I is also observed in nearby galaxies. The ob-
served dependence of rotation velocity on distance
from the center of the galaxy is referred to as a ro-
tation curve and is used to study the distribution of
mass in galaxies. Observations of rotation curves in
a number of spiral galaxies show the presence of
dark matter located far beyond the extent of visible
stars and nebula. The nature of this dark matter is
unknown. It could be composed of ordinary matter
in the form of planetlike objects, brown dwarfs, or
neutron stars; or neutrinos; or some unknown form
of matter. See DARK MATTER.

Molecular gas found in dense interstellar clouds
radiates at radio wavelengths characteristic of each
molecule. The wavelength of emission corresponds
to transitions between different rotational and some-
times vibrational energy levels of the molecular
species. More than 100 different molecular species
have been observed, only a few of which can be
observed at optical wavelengths. These include car-
bon monoxide, ammonia, water, ethyl and methyl
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alcohol, formaldehyde, and hydrogen cyanide as
well as some heavy organic molecules. Most of
the observed molecules are found only in dense
giant molecular clouds, especially near the center
of the Galaxy. Carbon monoxide has been detected
in some of the most distant known galaxies and
quasars.

In the case of hydroxyl (OH), water (H,O), and
silicon oxide (SiO), collisions or ultraviolet radiation
from nearby stars can “pump” the molecules to an
excited state resulting in maser (microwave amplifi-
cation by stimulated emission of radiation; a maser is
the radio equivalent of a laser) emission. Maser emis-
sion is characterized by very narrow line widths and
angular dimensions as small as one thousandth of a
second of arc. Masers are found around both newly
forming and dying stars. Very powerful H,O masers
found in other galaxies are known as megamasers.
See ATOMIC STRUCTURE AND SPECTRA; GALAXY, EX-
TERNAL; INTERSTELLAR MATTER; MASER; MOLECULAR
CLOUD; MOLECULAR STRUCTURE AND SPECTRA.

Pulsars. Pulsars (a term derived from pulsating
radio stars) were discovered by Jocelyn Bell and
Anthony Hewish in Cambridge, England, in 1967.
Pulsars are neutron stars. Their electrons have all
combined with protons in nuclei to form neutrons,
and they have shrunk to a diameter of only a few kilo-
meters following the explosion of the parent star in
a supernova. Because they have retained the angu-
lar momentum of the much larger original star, neu-
tron stars spin very rapidly, up to hundreds of times
per second, and contain magnetic fields as strong
as 108 tesla (10'? gauss) or more. The radio emis-
sion from pulsars is concentrated along a thin cone
which produces a series of pulses corresponding to
the rotation of the neutron star, much like a beacon
from a rotating lighthouse lamp. Due to dispersion in
the ionized interstellar gas, the arrival time of pulses
observed at long wavelengths is delayed compared
with short wavelengths, and observations of this dis-

persion measure are used to estimate the interstellar
electron density and magnetic field strength. The ro-
tation rates of pulsars are extremely stable. They are
the most precise clocks known in nature with pulse
repetition rates accurate to better than 1 second in
a million years. Pulsars are found mostly close to the
plane of the Milky Way, especially toward the direc-
tion of the center of the Galaxy.

Studies by Russell Hulse and Joseph Taylor of the
slowing down of the pulsar PSR 1913+16 in close
orbit about another neutron star led to the first
observations of the effect of gravitational radiation.
Precise measurements of the arrival times from the
PSR 1257+12 in 1992 detected small perturbations
due to the motion of planets orbiting the pulsar.
This was the first detection of an extrasolar plan-
etary system. See GRAVITATIONAL RADIATION; NEU-
TRON STAR; PULSAR.

Galaxies, quasars, and active galactic nuclei (AGN).
Normal galaxies, particularly spiral galaxies, are
sources of weak radio emission with a luminosity
of about 1037 watts/Hz, comparable to the luminos-
ity of our own Milky Way Galaxy. In some galax-
ies, regions of intense star formation release cosmic
rays from supernovae causing intense radio emission
which can be observed even at very great distances.
Even more powerful are the radio galaxies, which
can emit more than 100 million times more radio ra-
diation than normal spiral galaxies do. Radio galaxies
are surrounded by huge clouds of relativistic plasma
located up to millions of light-years from the par-
ent galaxy (Fig. 3) and containing electrons mov-
ing with nearly the speed of light in weak magnetic
fields to produce the synchrotron radiation observed
throughout the radio spectrum. By contrast, in the
normal and star-forming galaxies, the radio emission
comes from within the optically visible region of the
galaxy.

In 1963, the study of radio galaxies led astronomer
Maarten Schmidt to discover quasars. Quasars are

Fig. 3. Radio image of the radio galaxy Cygnus A showing the thin radio jet extending from the bright active galactic nucleus
(AGN) toward the distant radio lobes. This 5-GHz (6-cm) image was made using the NRAO Very Large Array located near

Socorro, New Mexico. (NRAO/AUI/NSF)



found in the central regions of rare galaxies and
may shine with the luminosity of up to 100 ordi-
nary galaxies. While some quasars also contain dis-
tant radio lobes, more often the radio emission from
quasars is confined to a very small region coincident
with the optically visible quasar. Very high resolution
radio images may show relativistic plasma appear-
ing to flow along a narrow jet away from the quasar
with an apparent velocity greater than the speed of
light. This so-called superluminal motion is an illu-
sion due to the finite signal travel time from a rela-
tivistically moving source oriented close to the line
of sight so that the radio source nearly keeps up with
its own radiation. Most quasars are only weak radio
sources, and the reason why only some 10 to 15% of
all quasars become strong radio sources is unclear.
Quasars which are not powerful radio sources are
referred to as radio-quiet quasars. See QUASAR; SU-
PERLUMINAL MOTION.

The energy contained in the form of relativis-
tic particles and magnetic fields surrounding radio
galaxies and quasars is enormous, reaching in some
cases as much as 10°! ergs. It is widely believed that
the source of this energy is massive black holes at
the center of the galaxy or quasar containing up to
10? times the mass of the Sun (see colorplate). Mat-
ter is accreted in an accretion disk surrounding the
black hole. Electrons are heated to very high energy
in the accretion disk and are then propelled out along
a thin jet to form the distant radio-emitting plasma
clouds (Fig. 3). The best direct evidence for the ex-
istence of a massive black hole comes from precise
measurements of the angular velocity and accelera-
tion of H,O masers in the galaxy NGC 4258, lead-
ing to the conclusion that the masers are in orbit
about a massive black hole containing 100 million
times the mass of the Sun. The observed motions
appear to accurately follow Kepler’s laws of plan-
etary motion, which allowed radio astronomers to
more accurately determine the distance to the galaxy
than previously possible. See BLACK HOLE; KEPLER'S
LAWS.

The discovery of relativistic motion in radio jets
was the foundation of the so-called unified mod-
els which postulate that the appearance of a radio
source depends on its geometry as well as on its
intrinsic properties. Special relativity shows that the
radiation from a rapidly moving object is focused into
a narrow cone along the direction of motion. For an
object moving at 99% of the speed of light, the radi-
ation can appear to be boosted by up to a factor of
1000 over an object at rest. The strong compact radio
sources associated with quasars and active galactic
nuclei (AGN) are thought to be the result of relativis-
tic boosting of synchrotron radiation from plasma
clouds ejected toward the observer from galactic nu-
clei. But when the plasma clouds are ejected in other
directions, astronomers see only the radiation from
the large, stationary, more distant clouds character-
istic of radio galaxies.

Sometimes the observed radio emission from a dis-
tant AGN, quasar, or galaxy passes very close to a
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massive galaxy or cluster of galaxies, which bends
both the radio and optical waves so that astronomers
may see more than one image arriving from different
directions. This phenomenon is known as gravita-
tional lensing. Depending on the nature of the lens-
ing galaxy and its angular separation from the remote
source, there may be multiple images or just a single
ring image, known as an Einstein ring, surrounding
the lens. See GRAVITATIONAL LENS.

Since the first observations of large numbers of
radio galaxies in the early 1960s, it has been clear
that the number or luminosity of radio galaxies in-
creases with increasing distance from our Galaxy.
Due to the finite signal travel time of radio waves,
this means that in the early universe, conditions
were very different from the local (current epoch)
universe, and such studies provided the earliest evi-
dence that we are living in an evolving or changing
universe.

Cosmic microwave background radiation. In 1965,
Robert Wilson and Arno Penzias detected the faint
comic microwave background (CMB) signal left over
from the original big bang, which occurred some
14 x 10° years ago. As the universe expanded, it
cooled to its present value of 2.7° above absolute
zero. Subsequent observations with both ground-
and space-based radio telescopes have detected the
fine details in the CMB of less than one thousandth
of a percent corresponding to the initial forma-
tion of structure in the early universe. These stud-
ies give new insight into the formation of galax-
ies and the rate of expansion of the universe, and
show a surprising apparent acceleration of the ex-
pansion corresponding to an unknown form of dark
energy.

When the faint CBR passes through a cluster of
galaxies, some of the radiation may be scattered
by relativistic electrons contained in the intergalac-
tic gas, causing a slight diminution of the CMB
observed in the direction of the cluster. This is
known as the Sunyaev-Zeldovich effect. At the same
time, the intergalactic electrons are then boosted
in energy and radiate x-rays which are observed by
astronomers using orbiting x-ray telescopes. Com-
parison of the x-ray emission, which depends on
distance with the radio signal decrement, which is
independent of distance, gives a direct measure of
the distance to remote galaxies, independent of the
conventional complex and less direct methods used
by optical astronomers. See BIG BANG THEORY; COS-
MIC BACKGROUND RADIATION; COSMOLOGY.

Kenneth Kellermann
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The transmission, via radio-frequency electromag-
netic waves, of audible program material for direct
reception by the general public. Electromagnetic
waves can be made to travel or propagate from a
transmitting antenna to a receiving antenna. By mod-
ifying the amplitude, frequency, or relative phase
of the wave in response to some message signal
(a process known as modulation), it is possible to
convey information from the transmitter to the re-
ceiver. In radio broadcasting, this information usu-
ally takes the form of voice or music. See ELECTRICAL
COMMUNICATIONS; ELECTROMAGNETIC WAVE TRANS-
MISSION; MODULATION; RADIO.

Radio broadcasting occurs in seven frequency
bands (Fig. 1). So-called longwave broadcasting is
permitted by international agreement in a portion
of the low-frequency band from 150 to 290 kHz in
Europe. The most widely used broadcast band is
in the medium-frequency (mf) range between 525
and 1700 kHz. It is commonly known as AM after
amplitude modulation, the technique employed. So-
called shortwave broadcasting is permitted world-
wide in eight frequency bands between 5950 and
26,100 kHz. The very high frequency (VHF) band of
88 to 108 MHz is used for what is commonly called
FM broadcasting, after frequency modulation that
is used for transmissions. During the 1990s, a dig-
ital audio broadcasting (DAB) service in the 1452-
1492- and 174-240-MHz frequency bands was put in
place in Europe, Canada, and other countries. This
band is unavailable in the United States for this ser-
vice, so an alternate DAB system is being devised for

use there. Radio broadcasting from satellites to lis-
teners has been authorized in the 2310-2360-MHz
frequency band. See AMPLITUDE MODULATION;
AMPLITUDE-MODULATION RADIO; FREQUENCY MODU-
LATION; FREQUENCY-MODULATION RADIO.

The frequencies set aside for radio broadcasting
have been assigned by the International Telecom-
munications Union (ITU), an organization similar to
the United Nations in which all countries may partici-
pate. The ITU is charged with allocating use of the en-
tire radio spectrum (not just radio broadcasting), and
developing technical standards through the Interna-
tional Telecommunications Union—Radio communi-
cations (ITU-R). The recommendations and techni-
cal standards for spectrum use are formally adopted
as treaties among the member countries. See RADIO
SPECTRUM ALLOCATIONS.

AM Medium-Frequency Band

This section discusses the more important technical
aspects of AM broadcasting as it is currently used.

AM transmission standards. Broadcast stations in
the medium-frequency band use amplitude modu-
lation of a carrier wave to transmit information. The
amplitude of the wave is modified in response to
the changing amplitude of an audible voice or music
signal. The AM receiver detects these amplitude
changes and converts them back into audible sig-
nals, which can then be amplified and reproduced
on acoustical transducers or speakers. See RADIO RE-
CEIVER; RADIO TRANSMITTER.

The audible frequency range is generally consid-
ered to extend from 20 to 20,000 Hz. As a practical
matter, AM broadcasting transmissions are limited to
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a range of 50 to 10,000 Hz. Because of transmission
components and directional antennas, the fidelity of
many stations is more severely restricted, resulting in
voice transmission that is still acceptable but music
transmission that is of relatively low fidelity.

In North and South America and the Caribbean
(ITU Region 2), AM stations are assigned to frequen-
cies spaced 10 kHz apart. In most of the rest of the
world, stations are spaced at 9-kHz intervals.

In the United States, the maximum permitted
power is 50 kW. The vast majority of AM stations in
the United States operate with 5 kW or less. Stations
are often licensed with higher power levels for day-
time than nighttime hours to allow for the increased
potential for interference at night. In other parts of
the world, AM transmitters operate at much greater
power levels, with 1-MW power levels rather com-
mon in Europe, the Mediterranean, and the Middle
East.

AM station allocation criteria. The fundamental con-
cept in allocating and licensing broadcast stations is
to limit interference from one station to the service
area of another. For AM stations, the service area
is defined as those locations receiving a signal level
greater than 0.5 millivolt per meter. Because of atmo-
spheric noise and unregulated artificial noise sources
such as appliances, automobiles, and electrical sys-
tems, as a practical matter the 0.5-mV/m signal level
may provide useful service only in electrically quiet
rural areas. In urban areas, a signal level of 2 mV/m or
higher may be necessary to overcome noise and pro-
vide useful service. See ELECTRICAL INTERFERENCE;
ELECTRICAL NOISE.

To protect this service area, other stations on the
same frequency (cochannel stations) are required to
locate far enough away, or limit their transmitting
power, so that their interfering signal is less than
5% of the desired station’s signal strength at the
boundary of the desired station’s 0.5-mV/m service
area, a 20:1 ratio of desired signal to undesired sig-
nal. For stations on adjacent channels (£10 kHz dif-
ference in carrier frequency), the required ratio is
1:1. This latter ratio is used primarily in the West-
ern Hemisphere as an allocation standard; different,
more restrictive, adjacent-channel ratios are used in
other countries. Additionally, less restrictive desired-
to-undesired signal ratios, or prohibitions on over-
lapping field-strength contours, are also employed
when the frequency separation between stations is
420 and £30 kHz.

During nighttime hours a cochannel interference
protection ratio of 20:1 is also employed. In addition,
during nighttime hours the 0.5-mV/m, 50%-time sky-
wave signal service area of stations in the highest
class (class A) may also be protected from interfer-
ence.

Transmitting antennas. An AM station may use a sin-
gle tower for an antenna, resulting in an omnidirec-
tional radiation pattern; or two or more transmitting
towers to augment the radiation in certain directions
while suppressing it in others, in order to comply
with station allocation criteria. Such a directional an-
tenna is developed by making use of the geometric
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relationship of the towers, and the relative ampli-
tudes and phases of the currents in each tower, to
create controlled constructive and destructive phase
interference relationships in the desired directions.
Directional antennas that use three to six towers are
common, and stations with up to 12 towers have
been built.

Since the allocation restrictions may be differ-
ent during the daytime and nighttime hours, many
stations employ two different directional antennas.
Figure 2 shows the daytime and nighttime radia-
tion patterns for a three-tower directional antenna
used by an AM station. The radiation from the an-
tenna is expressed in millivolts per meter at 1 km
(0.62 mi) from the antenna. See ANTENNA (ELECTRO-
MAGNETISM).

Medium-frequency signal propagation. AM broad-
cast signals propagate from the transmitter by three
mechanisms: ground-wave, space-wave, and sky-
wave.

Ground waves travel along the ground surface (the
boundary between the Earth and the atmosphere).
Because they are surface waves, they penetrate into
the ground, resulting in the energy being diminished
because of losses in the ground. The degree of en-
ergy lost or signal attenuation is a function of the con-
ductivity and permittivity of the near-surface ground,
the frequency of operation, and the presence of any
major surface discontinuities such as mountain
ranges. The conductivity along the transmission path
is the quantity primarily used to determine the ex-
tent of ground-wave propagation. The conductivity
along salt-water paths can be as high as 5000 mil-
lisiemens per meter, while rocky terrain can have
conductivities as low as 0.1 mS/m. Fertile farmland,
alluvial plains, and other flat open areas can have
conductivities ranging from 4 to 30 mS/m. Depend-
ing on the frequency, power level, and conductivity,
useful ground-wave signals can propagate from a few
tens of miles out to several hundred miles from the
station.

The current flowing in the antenna also produces
space waves, which travel through the atmosphere
from transmitter to receiver. Space-wave propaga-
tion is usually limited by intervening terrain obstacles
or the curvature of the Earth. Consequently, space-
wave propagation is not as important for AM broad-
casting as ground-wave and sky-wave propagation.

Sky-wave propagation occurs when space waves
directed toward the ionosphere are reflected toward
the Earth. This phenomenon can result in substantial
signal strengths at distances of several hundred miles
from the antenna. AM sky-wave propagation occurs
primarily during nighttime hours by reflections from
the E and F layers of the ionosphere at about 60 and
130 mi (100 and 220 km) altitude above the Earth’s
surface, respectively. During daytime hours the Sun’s
radiation ionizes the D layer of the ionosphere at
about 40 mi (60 km) altitude above the Earth’s sur-
face. When the D layer is ionized, it tends to ab-
sorb and scatter the skyward-directed space waves
from the AM antenna, thus preventing them from
reaching the reflective E and F layers. As nighttime
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Fig. 2. Directional antenna array of the AM station KLOK in San Jose, California, broadcasting at 1170 kHz. (a) Configuration
of array. Spacing between towers is given in electrical degrees. For the frequency of 1170 kHz, 1 electrical degree = 2.3 ft =
0.71 m and 110° = 257 ft = 78 m. The antenna parameters shown are field ratios and relative phases for each tower.

(b) Resulting daytime (power = 50 kW) and nighttime (power = 5 kW) radiation patterns. The radiation from the antenna is

expressed in millivolts per meter at 1 km (0.62 mi) from the antenna.



approaches, the ionization of the D layer diminishes,
and so the AM signals pass through it to the E and F
layers. The reflected sky waves increase in amplitude
to levels at which they can provide useful service or
substantial interference to other stations. See IONO-
SPHERE; RADIO-WAVE PROPAGATION.

Broadcast service area. The daytime ground-wave
signal level protected by allocation criteria is usually
0.5 mV/m, although much higher signal strengths
may be necessary to overcome noise from atmo-
spheric and artificial sources, especially in highly ur-
banized areas. The extent of ground-wave service
may be determined by using theoretical calculations
or by measurements of the field strengths. The accu-
racy of the theoretical prediction method is limited
primarily by the limited accuracy of the available con-
ductivity data taken from maps, and secondarily by
the approximate nature of the simple mathematical
formulas used to calculate radiation from the an-
tenna. Field-strength measurements provide an in-
efficient but definitive method of assessing station
coverage.

During nighttime hours, the service area for most
AM stations (other than class A stations) is usually lim-
ited by interference from other cochannel stations.
In such cases, the service area is confined to the loca-
tions where the desired ground-wave field strength
is 20 times greater than the RSS (root of the sum of
the squares) of all the strongest interference signals
on the channel at a given location. Because of inter-
ference during the night, the useful service may be
limited to areas inside the 2.5 to 25 mV/m ground-
wave contours. For low-power stations, this may be
only 10 mi (16 km) or less from the transmitter.

For the highest class of stations (class A), nighttime
service is protected by the allocation criteria to the
0.5-mV/m, 50%-time sky-wave contour. Because such
service is subject to the time variations and fading of
sky-wave propagation, the 0.5-mV/m, 50%-time con-
tour is considered to be a secondary service area.

Figure 3 shows a plot of the theoretically pre-
dicted daytime and nighttime service areas for the
station whose radiation patterns were shown in
Fig. 2. The daytime service area is taken to be the
0.5-mV/m ground-wave contour, while the nighttime
service area is limited by cochannel interference as
described above to 8.37 mV/m. The distances to the
contours vary because of radiation variations in the
directional antenna and because of the different
ground conductivity values in the region around the
station, including that of salt water in San Francisco
Bay.

AM stereo. In the United States, the Federal Com-
munications Commission (FCC) has declined to des-
ignate a standard AM stereo transmission system. By
1990, approximately 600 stations, about 12% of the
AM stations in the United States, operated in stereo.
Of these, approximately 500 stations used a phase-
modulation-type system, while another 100 used an
independent-sideband system with the left and right
channels transmitted on the lower and upper side-
bands to form a complete composite AM stereo sig-
nal. See PHASE MODULATION; STEREOPHONIC RADIO
TRANSMISSION.
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contours of the AM station KLOK in San Jose, California.

FM VHF Band

FM broadcasting has become the dominant broad-
cast service in the United States primarily because of
its better fidelity and its superior reception, which
is less subject to noise and interference than that of
AM.

FM transmission standards. Information is con-
veyed by frequency modulation or deviation of a car-
rier wave. In the United States, the carrier frequency
may be deviated 75 kHz around the assigned car-
rier frequency. The carrier frequencies, or channels,
are spaced at 200-kHz intervals in the United States;
a few other countries use slightly different channel
spacings.

Nearly all FM stations transmit in stereo. A stereo
audio signal consists of left and right channels. For
broadcasting, the stereo signal is constructed at
audio or baseband frequencies before being sent to
the FM transmitter. The baseband frequency portion
of the spectrum from O to 15 kHz (Fig. 4) is used for
a signal that is the sum of the left and right channels
(L + BR). The frequency band from 23 to 53 kHz is
used for an amplitude-modulated signal that is the dif-
ference between the left and right channels (L — R).
A pilot tone at 19 kHz is also transmitted so that the
receiver can recognize when a stereo signal is pres-
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ent. The pilot tone is also used to synchronize the
detection of the L — R signal. In the receiver, the
(L + R) signal is added to and subtracted from the
(L — R) signal to yield separate 2L and 2R audio
signals at the receiver output. In this way the two
separate left and right channels are reconstructed
from the composite signal. This stereo transmission
method was chosen so that it would be compatible
with monaural FM broadcasts, which use only the
0-15-kHz (L + R) signal.

The power of FM stations is limited by reg-
ulatory agencies so that the degree of cover-
age and potential interference to other stations
is limited. A wide range of station classes has
evolved using power levels from 3 to 100 kW.
For FM, the allowed power rating is the effective
radiated power (ERP) from the antenna, not the trans-
mitter power. The effective radiated power is ap-
proximately equal to the transmitter power multi-
plied by the antenna gain minus any system losses.

FM station allocation criteria. FM stations are as-
signed to channels in the United States by using a
fixed-distance separation table between transmitter
sites. The amount of required separation depends
on the station class, which in turn depends on the al-
lowed effective radiating power and antenna height
above average terrain (HAAT). For the highest class
of station (class C) with 100 kW effective radiating
power and 1969 ft (600 m) antenna height above
average terrain, the required separation for stations
on the same channel is 180 mi (290 km). Required
separations are less for stations of lower class and
for stations that are separated in frequency by £200,
4400, or 600 kHz.

Rather than use a fixed-distance separation
scheme, some other countries use desired-to-
undesired signal ratios to determine station locations
to avoid interference. In still other countries, FM fre-
quencies are freely assigned, with no plan for pro-
tecting service areas or limiting interference.

VHF signal propagation. The service area of an FM
station depends on the propagation of space waves
from the transmitter to the receiver. Ground waves

and sky waves, which are the dominant propagation
mechanisms for AM broadcasting, are unimportant
in the VHF band. Space waves propagate through
the atmosphere and are diffracted around, and re-
flected off, mountains, buildings, and other objects.
Propagation within areas that have an unobstructed
line-of-sight from transmitter to receiver is most re-
liable and predictable. When obstructions lie along
the path, the FM signal strength is attenuated below
the level that would exist for a line-of-sight path
of the same length. The amount of attenuation can be
calculated by using simple physical models based on
diffraction theory. The accuracy of the calculation is
reduced by the inability of simple models to account
for real hills and mountains. See DIFFRACTION.

Because of reflections that occur with VHF FM
transmission, a condition known as multipath can
exist. Multipath occurs when signals from more than
one direct or reflected signal source arrive at the re-
ceiver. The combination of these signals can be such
that they destructively interfere with each other, re-
sulting in diminished signal strength and distorted
program reproduction.

The degree of signal diffraction and reflection that
occurs depends on the reception location, and can
vary with time because of changing atmospheric or
other propagation path conditions. For this reason,
VHF FM broadcast signal strengths are usually de-
scribed statistically. For example, the field strength
level exceeded 50% of the time at 50% of the loca-
tions is denoted F(50,50). A higher-reliability signal
level is one exceeded 90% of the time at 90% of the
locations, denoted F(90,90).

FM VHF service area. The primary service area of
FM stations is generally taken as that area where the
F(50,50) signal strength exceeds 1.0 mV/m. In the
United States, the FCC requires each station to have
a city of primary service, where the F(50,50) signal
level must exceed 3.16 mV/m.

For FCC purposes, the service area of an FM sta-
tion can be found by using a set of curves show-
ing field strength as a function of distance, effective
radiated power, and antenna height above average
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terrain. For the highest class of station (class C), the
1.0 mV/m service extends to about 60 mi (96 km)
according to FCC curves. In flat terrain, with a high
antenna, the effective service may be rendered with
field strengths much less than 1.0 mV/m, resulting
in service areas that extend to 130 mi (210 km) or
more from the transmitter.

Because of mountains and other obstructions,
FM signal strength does not decrease monotonically
with distance, but may fluctuate with distance (as
well as with time). Consequently, the FCC prop-
agation curves provide only an approximation of
FM service. By explicitly taking into account sig-
nal attenuation over terrain obstacles (mountains),
a more realistic estimation of FM service may be ob-
tained. Figure 5 shows the 3.16-mV/m service area

for a 100-kW FM station. The broken line is the pre-
dicted FCC service area, while the solid lines show
the service area prediction with terrain obstructions
considered. The “islands” within the broken line
are locations where the signal strength falls below
3.16 mV/m because of terrain obstacles.

Subcarrier transmission. To achieve greater util-
ity from their transmitting facilities, FM broadcast
stations have taken advantage of baseband spec-
trum space above 53 kHz for so-called subsidiary
communication authorization (SCA) transmissions.
For stereo stations, any frequency between 53 and
99 kHz may be used for an SCA, although the fre-
quencies of 67 and 75 kHz are typically used. An SCA
centered at 67 kHz is shown in Fig. 4. The amount
of power that can be devoted to the SCA is limited
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to 10% of the total station power, but within these
loose technical constraints an FM broadcast station
may transmit a wide variety of audio and digital sig-
nals on the SCA. Because the SCA signal is not de-
tected by a normal FM stereo receiver, but requires
a special receiver that is distributed to a limited au-
dience (who usually pay for the service), SCA trans-
mission services are sometimes referred to as nar-
rowcasting rather than broadcasting. SCAs carry a
wide range of services including background music,
stock market data, and sophisticated nationwide pag-
ing services with watchband receivers that can au-
tomatically scan the FM frequency band and lock in
on the FM broadcast station transmitting the appro-
priate digital coded message on the SCA. See RADIO
PAGING SYSTEMS.

Shortwave Broadcasting

For reaching audiences in foreign countries or other
distant places, shortwave broadcasting is most often
used. Nearly 600 million shortwave radio receivers
are in use worldwide.

Technical standards. Shortwave broadcasting is
permitted worldwide in eight frequency bands from
5950 to 26,100 kHz. The assigned transmitting fre-
quencies are spaced at 5-kHz intervals, resulting in a
limited usable audio bandwidth. Voice transmissions
are most effective, while music transmissions have
limited fidelity.

Double-sideband (DSB) amplitude modulation is
usually employed, although to make better use of the
spectrum space some single-sideband (SSB) trans-
mission is used. In single-sideband transmission, one
sideband of a normal double-sideband signal is sup-
pressed, thus reducing the occupied frequency band-
width by about one-half without sacrificing audio
bandwidth. The penalty with single-sideband trans-
mission is that a more complex and stable receiver
is required for suitable reception.

Transmitter powers for shortwave stations range
from 1 to 500 kW, with the higher powers commonly
used. Transmitters are normally coupled to high-gain
directional transmitting antennas, which can result
in effective radiated powers of several megawatts.

Frequency assignments. Four times each year, a
shortwave station desiring to transmit to particular
areas conducts a theoretical computer study of the
propagation conditions from its transmitter site to
the reception area for a coming season. The result
of the study is a list of proposed frequency assign-
ments and times when those frequencies are put to
best use. This list is then submitted through the na-
tional government to the ITU. The ITU analyzes the
frequency and time requests from all countries and
then publishes a list of so-called incompatibilities or
potential interference problems 3 months before the
season begins. During this 3-month period, stations
with conflicts have the opportunity to resolve them
in bilateral agreements. In most cases, the interfer-
ence conflicts can be resolved so that 85-90% of the
transmissions will not suffer interference when op-
eration for the season actually begins (based on the
theoretical predictions).

To take best advantage of the varying propagation
conditions throughout the day, a shortwave station
may shift frequencies every 4 h to different bands, or
redirect particular frequencies to different reception
areas. The operating frequencies and schedules of a
station may become quite complex.

Shortwave signal propagation. Shortwave signals
propagate via sky waves that are reflected one or
more times from the E and F layers of the ionosphere.
Multiple reflections are possible because a signal can
also bounce off the Earth’s surface after reflecting off
the ionosphere in a “Ping-Pong” effect. With multiple
reflections, signals can propagate around the Earth,
reaching countries distant from the broadcasting sta-
tion. Because the degree of ionization of the E and
F layers varies with the Sun’s radiation, shortwave
propagation is highly dependent on the solar illu-
mination along the transmission path between the
transmitter and the receiver.

Shortwave service areas. Several factors limit the
reception of a shortwave signal, chief among them
being atmospheric noise, interference, and signal
fading. Through the use of high-gain antennas, short-
wave stations can target a desired reception area by
concentrating the energy in that direction. Usually a
signal strength of 0.25 to 1.0 mV/m, 50% of the time,
is needed in the targeted service area to overcome at-
mospheric noise and provide good reception. It may
be impossible to overcome a strong cochannel in-
terference source, and sometimes such interference
has been used to deliberately jam reception of an-
other signal. Signal fading is a result of the varying
conditions of the ionosphere; however, usable signal
strengths can sometimes exist for several hours even
with changing atmospheric conditions.

Digital Audio Broadcasting

To enhance audio quality, a digital audio broadcast-
ing service has been put in place in Europe and else-
where, operating primarily in the 1452-1492-MHz
band. As in VHF FM broadcasting, DAB uses trans-
mitters located at elevated locations (mountaintops,
building roofs) that provide the best line-of-sight
paths to the intended service area. Digital broad-
casting differs from VHF FM broadcasting in that the
audio signal (voice or music) is first converted to a
stream of binary digits (data bits) that represent the
audio signal. These data bits are then used to mod-
ulate the radio-frequency carrier signal using one of
several techniques. After transmission via the radio
waves, the radio-frequency carrier is demodulated at
the receiver to recover the stream of data bits, and
the bits are then converted back to the audio signal.
DAB offers improved reception quality and fidelity
because error-correcting codes in the digital signal
can be used to eliminate many flaws that may occur
during transmission. It is not possible to use such
codes to correct similar flaws in AM and FM analog
transmissions. See INFORMATION THEORY; MODULA-
TION.

The DAB system in use in Europe and else-
where is known as Eureka 147, and employs a
digital modulation technique known as orthogonal



frequency-division multiplexing (OFDM). This tech-
nique provides improved resistance to transmission
problems resulting from fading and multipath that
limit the coverage and quality of traditional VHF
FM broadcasting. See MULTIPLEXING AND MULTIPLE
ACCESS.

Due to the shortage of radio spectrum in the
United States, a different DAB system that shares the
same radio channel as medium-wave AM or VHF FM
is being developed. Using sophisticated digital tech-
niques, the aim of these systems is to allow simulta-
neous transmission of traditional analog AM and FM
signals in the same channel as the digital broadcast-
ing service.

Satellite Broadcasting

Satellite broadcasting also uses digital modulation
techniques. However, in this case the transmitters
are located on satellites high above the Earth. From
this position, satellite broadcasting can achieve es-
sentially universal coverage of an entire nation or
most of a continent from one or two transmitters.
Both geostationary and low-Earth-orbit (LEO) satel-
lites are used for these systems. Specialized receiv-
ing antennas placed in locations visible to the sky
are usually needed, along with a special radio re-
ceiver specifically designed for satellite service. To
extend coverage into areas that are not visible to
the sky, some satellite broadcasting networks employ
a network of ground-based transmitters (repeaters)
to supplement the coverage of the satellite signal.
Satellite broadcasting is capable of providing 100 or
more channels of audio programming, usually on a
subscription or fee basis. See DIRECT BROADCASTING
SATELLITE SYSTEMS. Harry R. Anderson
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Radio broadcasting network

A group of radio broadcast stations interconnected
by leased channels on wire, fiber, microwave, or
satellite to one or more central feed points for the
purpose of receiving and rebroadcasting program
material of a timely nature to a geographically diverse
audience; or alternatively, an organization which
provides programming for, but does not actually
own or operate any, broadcast stations. The terms
“radio broadcasting network” and “radio network”
are often used interchangeably.

Radio broadcasting network

The need for radio networks arises from the
local nature of terrestrial radio broadcasting, which
is due both to the physical nature of how radio waves
propagate and to the way in which terrestrial radio
services are regulated. At best, each AM and FM radio
station will be receivable only on the order of 100 mi
(160 km) from the transmitter site, with the excep-
tion of high-powered AM stations at night (so-called
clear channel stations) which, because of a pheno-
menon known as skywave propagation, can be re-
ceived over much greater distances (albeit with sub-
stantial interference). This distance is often further
reduced by interference from what otherwise might
be possible due to the manner in which broadcast-
ing licenses are allocated. See RADIO BROADCASTING;
RADIO-WAVE PROPAGATION.

In the United States, nongovernmental use of
radio-frequency (RF) transmissions are regulated by
the Federal Communications Commission (FCC), in-
cluding the allocation of “channels” in the AM and
FM broadcast bands which utilize RF frequencies
550-1705 kHz and 88-108 MHz, respectively. These
channels, which listeners typically refer to by their
broadcast frequency or call sign (a four-letter com-
bination beginning with either W or K), are allo-
cated by the FCC on a community-by-community
basis. Before channels are allocated to a particular
community, engineering analyses are performed to
determine the impact on other nearby radio signals
already allocated on either the same frequency or
on the frequencies adjacent to the desired alloca-
tion channel. Based on these studies, the FCC deter-
mines the allowable distance a station can transmit
without causing interference to its neighbors, which
dictates the power level at which the broadcast
station can operate. See RADIO SPECTRUM ALLOCA-
TIONS.

The use of radio networks makes it possible to
overcome these distance limitations and broadcast
live and prerecorded programs to many communi-
ties, or even a national or global audience, through
affiliated terrestrial radio stations (affiliates); the sta-
tions make national and regional markets available
to advertisers and offer stations entertainment and
public service programs.

Types of radio networks. Radio networks exist
in many forms and are distinguished by whether
they are government-owned (or sponsored) or are
operated as a commercial enterprise (being either
publicly or privately owned), whether they are
free or subscription services, and the transmission
medium used for reception. Many countries around
the world have broadcasting systems which consist
solely of government-run or -affiliated networks, al-
though over time the trend is that many of these
countries are developing commercial broadcast seg-
ments as well.

Commercial networks. Radio networks in the United
States began as commercial enterprises and today
remain a model for non-government-centric broad-
casting systems which other countries (having a his-
tory of government-only networks) emulate. Com-
mercial radio networks obtain revenue primarily
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through the sale of advertisements which are broad-
cast along with network-produced or -purchased
programming (such as news, entertainment, and
sports).

Public networks. Public networks are nonprofit in na-
ture and can be owned by either the government or
not-for-profit corporations. They are funded either
exclusively by the government or through a combi-
nation of government funding and private donations.
In the United States, National Public Radio (NPR),
a not-for-profit corporation, is the principal public
radio network with over 780 affiliate radio stations
in the AM and FM bands. NPR’s government funding
is provided principally by the Corporation for Public
Broadcasting (CPB).

International networks. Many countries operate radio
networks to deliver programming outside of their
own, often to provide free and uncensored infor-
mation to citizens of countries where government
censorship is practiced. An example is the Voice of
America (VOA), which operates a global network of
transmitting stations that transmit over 1000 hours
of news, informational, educational, and cultural
programs every week to an audience of more than
100 million people worldwide in 44 languages. VOA
broadcasts primarily in the AM and shortwave (ap-
proximately 6-18-MHz) bands.

Satellite Digital Audio Radio Service (SDARS). Radio services
broadcast directly from a satellite to the listener are
a new form of radio system made possible by ad-
vances in perceptual audio coding, mobile satellite
antenna, and digital signal processing technologies.
An SDARS system utilizes one or more satellites (in
most cases complemented by terrestrial repeaters)
to provide multiple channels of programming (on
the order of 100) to listeners over a broad area, re-
sulting in a coverage area commensurate with that of
a radio network but with far fewer transmitters. So
far, all SDARS systems are subscription services and
have been built and operated by individual compa-
nies, which distinguishes them from terrestrial radio
networks in that there are no affiliate stations. SDARS
systems make use of RF signals which are at much
higher frequencies than those of terrestrial radio sta-
tions, typically in the L'band (1452-1492 MHz) and
S-band (2310-2360 MHz). The first SDARS system,
WorldSpace, began broadcasting to Africa in 1999
and to Asia in 2000. The United States has two SDARS
providers, XM Radio and Sirius, which began opera-
tion in November 2001 and July 2002, respectively.
See SATELLITE RADIO.

Internet radio. The proliferation of the Internet and
audio streaming technology has led to the develop-
ment of so-called Internet radio stations, which have
the ability to reach a global audience since their trans-
mission medium is the Internet. As wireless Internet
installations increase in number, utilizing wireless
fidelity (Wi-Fi) technology, Internet radio will be
available to mobile listeners and may over time offer
competition to terrestrial and satellite radio services.
Currently the principal limitations of Internet radio
are that listening is primarily tied to the use of a per-
sonal computer, and the limited capacity of the com-

puter servers from which each Internet radio station
originates, since the amount of bandwidth required
to broadcast the station increases incrementally with
each listener. As multicast server technology is im-
plemented throughout the Internet, this bandwidth
problem will diminish. See INTERNET; WIRELESS FI-
DELITY TECHNOLOGY.

Early history. The development of radio broadcast-
ing networks (originally called chain broadcasting)
in the first part of the twentieth century is analo-
gous to the development of the first printing press
in that it revolutionized the manner in which in-
formation was disseminated. Radio networks made
possible, for the first time, the simultaneous, instan-
taneous delivery of news and information on a conti-
nental (later global) scale. It is generally agreed that
the first example of a radio network was demon-
strated in 1923 involving two stations—WEAF(AM)
in New York and WNAC(AM) in Boston—connected
using a telephone line. Other methods of connec-
tion were experimented with, including telegraph
lines and shortwave radio links (able to be received
over greater distances than AM broadcast signals),
but these proved to be unreliable and did not pro-
vide for audio of sufficient quality.

The first bona-fide radio network was the Na-
tional Broadcasting Company (NBC), created in 1926
as a joint venture of the Radio Corporation of
America (RCA), Westinghouse, and General Elec-
tric. This early network (and others too) owned the
broadcast facilities and was responsible for the con-
tent broadcast over them. As networks proliferated,
the government became concerned about the level
of control being exercised by the networks on their
affiliates, and in 1940 the FCC issued its “Report on
Chain Broadcasting” which, in addition to reducing
this level of control, placed limits on the amount of
time the networks may broadcast through their affil-
iates.

Distribution technologies. Distribution of network
programming to affiliates was accomplished using
wired telephone circuits or wireless terrestrial mi-
crowave circuits until the 1980s, when the avail-
ability of affordable satellite uplink and downlink
equipment and the ability for radio networks to lease
satellite capacity made possible widespread use of
geosynchronous satellite circuits as well. This dis-
tribution technology is similar to terrestrial micro-
wave, using uplink and downlink frequencies in both
the C-band (4-6 GHz) and Ku-band (12-14 GHz).
Each satellite contains banks of transponders, each
of which receives the uplink signal for amplifica-
tion and retransmission by the downlink transmitter,
which returns the signal to Earth station receivers.
See COMMUNICATIONS SATELLITE.

These geosynchronous satellites, operated and
maintained in their orbiting positions by the satel-
lite service providers, repeat the signal on assigned
transponder frequencies, beaming a broad pattern of
signal which can cover an entire continent, or alter-
natively, beaming a narrower pattern, using a “spot”
beam, for more localized coverage. The signal may be
received in any location within the footprint of the



satellite beam by the affiliated radio station utilizing
low-noise receiving amplifiers centered in the focus
of microwave receiving antennas aimed toward the
satellite.

NPR is generally acknowledged to have first suc-
cessfully demonstrated stereo frequency-modulation
(FM) distribution via satellite facilities, and today op-
erates the Public Radio Satellite System (PRSS), a
satellite-based distribution network which includes
more than 400 downlinks, and is the principal means
by which content is delivered to NPR affiliate sta-
tions. NPR continues to be a leader in radio network
distribution technology. Its Content Depot system is
based on Internet Protocol (IP) technology and will
support distribution over a variety of media including
satellite, terrestrial (point-to-point), and the Internet.
See RADIO. David H. Layer
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Radio compass

A popular term for an automatic radio direction
finder used for navigation purposes on ships and air-
craft. It is not strictly a compass, because it indicates
direction with respect to the radio station to which it
is tuned, rather than to the north magnetic pole. The
modern radio compass uses a nondirectional antenna
in combination with a bidirectional loop antenna to
provide a unidirectional bearing indication. The nav-
igator thus knows at all times whether the craft is
traveling toward or away from the radio station used
as a reference. The antennas are used with a spe-
cial radio receiver that provides a visual indication
of direction on a meter or cathode-ray indicator. See
DIRECTION-FINDING EQUIPMENT. John Markus
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Radio-frequency amplifier

A tuned amplifier that amplifies the signals com-
monly used in radio communications. Amplifier de-
signs in the radio-frequency (RF) range differ sig-
nificantly from conventional low-frequency circuit
approaches; they consequently require special, dis-
tributed circuit considerations. The need for a dis-
tributed treatment is warranted whenever the size of
the physical circuit is greater than about one-tenth
of the signal wavelength.

Radio-frequency amplifier

The wavelength of a radio-frequency signal in free
space is obtained from Eq. (1), where c is the speed

r=clf M

of light (3 - 108 m/s) and fis the frequency of the sig-
nal in hertz. The wavelength of a 3-gigahertz signal in
free space, for example, is A =3 - 10%/3-10° = 0.1 m,
or 10 cm (4 in.). Thus, lumped circuit theory will
not accurately model the behavior of 3-GHz circuits
whose dimensions are in the 1-cm range, and Kirch-
hoff’s voltage and current laws must be abandoned
in favor of voltage and current wave propagation
phenomena. An immediate implication is that appro-
priate distributed matching networks are needed to
reduce standing-wave effects and avoid undesirable
oscillations. The designs of suitable matching net-
works in conjunction with stability and noise figure
analyses are usually the first steps in the amplifier
design process. Additional considerations for a radio-
frequency amplifier include gain, gain flatness, gain
compression, output power, bandwidth, harmonic
generation, and bias conditions.

Transition from lumped to distributed design. The
starting point for a conventional amplifier circuit is
the selection of an active device, either a bipolar
junction transistor (BJT) or a field-effect transistor
(FET). For optimal power transfer and amplifier sta-
bilization, the device typically requires that input
and output impedance matching networks be in-
terposed between its input source and its load. In
their simplest forms, each of these networks con-
sists of two reactive elements that transform the
impedances of the radio-frequency source and load,
typically 50 ohms, to new values at the active de-
vice plane. The level of the input source must be
matched to the input impedance of the transistor,
which is typically very low. For the transistor ampli-
fier to deliver maximum output power to its load, its
output impedance—typically higher than 50 ohms—
must be decreased to the 50-ohm level of its load.
See ELECTRICAL IMPEDANCE; IMPEDANCE MATCHING;
TRANSISTOR.

Figure 1 depicts an example of a lumped circuit
model for a narrow-band amplifier where a capaci-
tor C; followed by an inductor L, is used to create
the input network, while an inductor L, followed by
a capacitor C, is used for the output network. The
inductors, RFC (for radio-frequency choke), and ca-
pacitors, Cp, isolate the radio-frequency signal paths
from the dc bias sources. See CAPACITOR; INDUCTOR.

- RF output

Fig. 1. Generic lumped element amplifier with input (L4, C4)
and output (L,, C5) matching networks. Capacitors Cg and
inductors RFC separate the radio-frequency paths from the
required bipolar junction transistor (BJT) bias conditions.
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80  Radio-frequency amplifier

Unfortunately, this design implementation suf-
fers serious drawbacks at high operational frequen-
cies. Specifically, the lumped elements in the radio-
frequency paths no longer act as ideal inductors and
capacitors; resistive losses and parasitics cause un-
desired departures from the ideal electric circuit
behaviors at high frequency. Fortunately, transmis-
sion lines—pairs or conductors of carefully chosen
dimensions—can be made to function as capacitors
or inductors at frequencies where discrete inductors
and capacitors perform poorly. Whether a length of
transmission line acts as a capacitor or an inductor
depends on its length at its operating frequency and
on whether its far end is open or shorted. See TRANS-
MISSION LINES.

The signal propagation speed in transmission lines
is usually considerably less than that in free space,
so the electrical wavelength of a signal on a trans-
mission line is noticeably shorter than its free-space
wavelength. The electrical wavelength is given by
Eq. (2), where c is the speed of light, f is the cir-

A =c/(fVeD) @

cuit frequency of operation, and ¢, is the relative
dielectric constant of the circuit-board material. For
arelative dielectric constant of 4, the electrical wave-
length of a signal on a circuit board will be one-half its
wavelength in free space. Therefore the wavelength
of the 3-GHz signal on the circuit board would be
5 cm (2 in.). Most lines used in circuit design are
about 1/4 wavelength long, around 1.25 cm (0.5 in.)
in the 3-GHz case.

Figure 2 depicts an amplifier circuit using
transmission-line segments whose response is equiv-
alent to the circuit of Fig. 1. Because of its parasitic
properties, the circuit of Fig. 1 will not perform prop-
erly at high frequencies, while the one of Fig. 2 will.
Open-circuited transmission lines of less than 1/4
wavelength at the frequency of operation of the am-
plifier appear as capacitors, while those greater than
1/4 wavelength act as inductors. The value of capac-
itive or inductive reactance of an open-circuited line
depends on the length of the line and on its charac-

RF input W\

C

He[TW RF output

Fig. 2. Basic layout of input and output matching networks with microstrip lines.

copper conductor
dielectric
copper conductor

Fig. 3. Microstrip line.

teristic impedance. The special-case line segments
denoted A/4 are exactly 1/4 wavelength long. When
a transmission line is exactly 1/4 wavelength long, its
input terminals will look like a short circuit if its far
end is open-circuited, and an open circuit if its far
end is short-circuited. This quarter-wave property
is used to emulate the action of a radio-frequency
choke. In Fig. 2, for example, the far end of each
quarter-wave line effectively is shorted by a capacitor
that has a very low reactance at the desired operat-
ing frequency. At the transistor terminals, 1/4 wave-
length away, this short appears as an open circuit
to radio-frequency energy, and these connections do
not disrupt the operation of the matching networks.
At dc the lines are direct low-resistance connections
between the power sources and the amplifier col-
lector and base bias circuits. See CHOKE (ELECTRI-
CITY).

Microstrip, a particularly useful form of transmis-
sion line for these applications, is implemented by
laying down copper strips on the insulating surface
of a circuit board whose opposite side is completely
covered by a thin layer of copper (Fig. 3). The critical
parameters of the line are its copper thickness and
width, the thickness and relative permittivity of the
insulating (dielectric) layer between the strip and the
copper substrate, and, to a lesser extent, the length
of the line.

Microstrip design approach. A microstrip line im-
plementation of the input and output matching net-
works of Fig. 2 for a narrow-band amplifier at 3 GHz
takes the following form: For a 0.76-mm-thick
(30-mil) circuit board material with relative dielec-
tric constant &, = 4.4, a trace width of 1.45 mm
will achieve a characteristic impedance of Z, =
50 ohms. The effective dielectric constant, however,
is only about 3.33 since the microstrip line resides
at an air-dielectric interface. Therefore the electrical
wavelength of a 3-GHz signal on this line is given by
Eq. (3): about 55 mm. The two-element input match-

/(S Seepp)
3 x 108/(3 x 10°4/3.33) = 0.0548 m (3)

A

ing network, L; and $;, needs to transform the tran-
sistor input impedance to 50 ohms. A transmission
line segment, L;, of length 9.6 mm followed by a
capacitive stub, §;, of length 5.5 mm does the job.
Similarly, the output matching network, L, and S5,
transforms the conjugate complex impedance of the
transistor to the external load impedance of 50 ohms.
The network capacitive stub, S5, is of length 9.1 mm
and its transmission line segment, L,, is 12.7 mm



Fig. 4. Board layout for field-effect transistor (FET) power
amplifier with microstrip networks for input and output
matching. Total board dimensions are 76 mm (3 in.) in
length by 40 mm (1.575 in.) in width. (From J. E. Davis et al.,
The Characterization of a Power Amplifier, Senior Project
Report, Worcester Polytechnic Institute, Worcester, MA,
2005)

long. The amplifier gain with this matching arrange-
ment is about 16.57 dB.

Finally, the A/4 line segments, each 13.7 mm in
length, transform radio-frequency ground (at 3 GHz,
capacitor Cp is a short circuit) to very large
impedances at the transistor terminals.

Power amplifier matching. A practical matching
network for a power amplifier is shown in Fig. 4.
A high-performance metal-oxide-semiconductor
(MOS) field-effect transistor is employed in this case.
The amplifier is designed for cellular base station
applications in the frequency range 1.9-2.4 GHz.
The MOS device is rated for 24 W average output
power and 150 W peak power. It operates at a
nominal drain-source voltage of 28 V and delivers
up to 15 dB of gain.

Figure 4 depicts the device installed on a circuit
board with a relative dielectric constant of 3.5, a
height of 0.76 mm (30 mil), and a copper conducting
surface of thickness 35 yum (1.4 mil). The conductor
routing forms the biasing interconnections and the
transmission line matching circuits. The bias voltages
are supplied through 17.866-mm-long (0.7034-in.)
A/4 microstrip lines terminated by bypass capac-
itors on the dc side. The matching networks are
constructed from microstrip segments of varying
width and length ratios. The widest section of mi-
crostrip adjacent to the device has very low char-
acteristic impedance; this is necessary to transform
the very low device input impedance to a reason-
able level. Several free-floating copper patches are
supplied around the matching circuits. These can be
connected selectively to the microstrip segments to
adjust the matching. Although not visible in Fig. 4,
the copper base plate is attached to a water cooling
system. See AMPLIFIER. Reinhold Ludwig
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Radio-frequency impedance measurements

Radio-frequency impedance measurements

Measurements of electrical impedance at frequen-
cies ranging from a few tens of kilohertz to about
1 gigahertz. This broad radio-frequency (rf) range en-
compasses frequencies from the extralow-frequency
band, through the long-, medium-, and short-wave
ranges, and then through the very high frequency
(VHF) and the ultrahigh-frequency (UHF) bands. In
the electrical context, impedance is defined as the
ratio of voltage to current (or electrical field strength
to magnetic field strength), and it is measured in units
of ohms (£2). See ELECTRICAL IMPEDANCE; RADIO
SPECTRUM ALLOCATIONS.

At zero frequency, that is, when the current in-
volved is a direct current, both voltage and current
are expressible as real numbers. Their ratio, the resis-
tance, is a scalar (real) number. However, at nonzero
frequencies, the voltage is not necessarily in phase
with the current, and both are represented by vec-
tors, and therefore are conveniently described by
using complex numbers. To distinguish between the
scalar quantity of resistance at zero frequency and
the vectorial quantity at nonzero frequencies, the
word impedance is used for the complex ratio of
voltage to current. The real part R of the complex
impedance, Z = R + jX, is the (series-equivalent)
resistance, and the imaginary part, the reactance X,
is the reactive impedance of the (series-equivalent)
inductance or capacitance (for positive or negative
signs, respectively). Admittance Yis defined as the in-
verse of impedance, Y = 1/Z, and some instruments
measure admittance directly, in units of siemens (S).
Network theory states that at a given frequency the
impedance of any two-terminal linear (that is, level
independent) circuit may be represented either as a
series or a parallel connection of a resistance and a
reactance. See ALTERNATING-CURRENT CIRCUIT THE-
ORY; DIRECT CURRENT; ELECTRICAL RESISTANCE; NET-
WORK THEORY.

The measurement of impedance at radio frequen-
cies cannot always be performed directly by measur-
ing an rf voltage and dividing it by the correspond-
ing rf current, for the following reasons: (1) it may
be difficult to measure rf voltages and currents with-
out loading the circuit by the sensing probes; (2) the
distributed parasitic reactances (stray capacitances
to neighboring objects, and lead inductances) may
be altered by the sensing probes; and (3) the spa-
tial voltage and current distributions may prevent
unambiguous measurements (in waveguides, for
instance).

Impedance measurements may be classified ac-
cording to the principle used, such as resonance
methods, bridge methods, or reflectometers, or may
be classified according to the physical nature of the
conductors, such as two-terminal, three-terminal,
coaxial line, stripline, or waveguide.

Bridge methods. At low frequencies, impedance
measurements are often carried out by measuring
separately the resistive and reactive parts, using ei-
ther Q-meter instruments (for resonance methods),
or reconfigurable bridges, which are sometimes
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Fig. 1. Three internal bridge circuits used in an LCR bridge.

(@) Wheatstone bridge. (b) Series-resistance-capacitance
bridge for capacitance measurements; Csyp is standard
capacitance. (c) Maxwell bridge for the measurement of
inductances.

unknown
capacitance

coaxial
cables

to detector

Fig. 2. Three-terminal measurement of impedance. This
connection permits the remote measurement of
impedance, since the measurement is between the inner
conductors of the connecting coaxial cables, and lead
capacitances are shielded from each other. Cable
capacitance C; is across the detector. For accurate
measurements, C, may be subtracted from the standard
capacitance.

called universal LCR (inductance-capacitance-
resistance) bridges. In one such bridge the resistive
part of the impedance is measured at dc with a
Wheatstone bridge (Fig. 1a). Capacitive reactance
is measured with a series-resistance-capacitance
bridge (Fig. 1), and inductive reactance is measured
with a Maxwell bridge (Fig. 1¢), using alternating-
current (ac) excitation and a standard capacitance.
If the impedances of open structures or remote
components have to be measured, lead capacitances
may significantly alter the impedance sought. In
such cases, a quasi-three-terminal measurement may
be performed by making connections to the mea-
surand via shielded (coaxial) cables, in which case
the bridge senses primarily the impedance between
the inner conductors. The outer conductors of the
cables are grounded (Fig. 2). The capacitance of
one cable is across the detector, and therefore
has no effect, and for accurate measurements the
capacitance of the other cable may be measured
and subtracted from the value of the standard
capacitance. A modern, microprocessor-controlled
LCR bridge operates in the frequency range of
100 Hz-40 MHz and has an accuracy of 0.17%. See
WHEATSTONE BRIDGE.

Transformer bridge. Transformer bridges (Fig. 3a) are
capable of operating up to 100 MHz. The use of trans-
formers (Fig. 3b) offers the following advantages:
(1) Only two bridge arms are needed: the stan-
dard and the unknown arms. Phase opposition be-
tween them (necessary for a bridge null) is pro-
vided by one of the transformers, driven at a tap on
the winding. (2) Both the detector and the source
may be grounded at one of their terminals, minimiz-
ing ground-loop problems and leakage. The neutral
point (Fig. 3) may be regarded as an rf virtual ground



point, and for three-terminal measurements is used
for the connection of the coaxial cable outer con-
ductors, because capacitances effectively shunt the
transformers and have negligible effect on the bal-
ance. See TRANSFORMER.

Coaxial line admittance bridge. A coaxial line admittance
bridge (Fig. 4) is usable from 20 MHz to 1.5 GHz.
The currents flowing in three coaxial branch lines
are driven from a common junction, and are sam-
pled by three independently rotatable, electrostati-
cally shielded loops, whose outputs are connected
in parallel. Two of the branch lines are terminated
by conductance and susceptance (inverse of reac-
tance) standards, and the third by the unknown ad-
mittance. The currents in the conductance and sus-
ceptance arms are in quadrature, and by rotating the
loops the correct proportions of these two currents
are found to balance the current in the unknown
arm. Scales beneath the arms which rotate the loops
can be read directly in units of admittance. (The
third rotatable loop in the unknown arm provides
a common scaling factor to the real and imaginary
parts of the admittance.) The attainable accuracy of
this instrument is between 3 and 5%, depending on
frequency.

Reflection coefficient. A quantity related to imped-
ance is the complex (voltage) reflection coefficient,
defined as the ratio of the reflected voltage to the
incident voltage, when waves propagate along a
uniform transmission line in both directions. Usu-
ally, uppercase gamma (I') or lowercase rho (p) is

_L—2% M
Zr + Z,
1+
vewr = LI @
1— ||

used to represent the reflection coefficient. When a

generator

conductance
standard, Gg

(@) (b)
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to detector

unknown

impedance source

/

internal
standards

Fig. 3. Basic circuit diagram of transformer bridge usable up to 100 MHz, with
transformers T; and T,. Transformer T, provides phase opposition between standard and

unknown arms. Point N (neutral) is for the connection of the ground terminal of three-

terminal measurements. Capacitance between A-N and B-N effectively shunt the

transformers.

transmission line of characteristic impedance Z, is
terminated in impedance Zj, the reflection coeffi-
cient at the load is given by Eq. (1), and the volt-
age standing-wave ratio (VSWR) is related to the
magnitude of I' by Eq. (2). See REFLECTION AND
TRANSMISSION COEFFICIENTS; TRANSMISSION LINES.
Resistive bridge. Resistive bridges employed as re-
flectometers use a matched source and detector,
and therefore differ from the Wheatstone bridge
(Fig. 1a), which aims to use a zero-impedance voltage
source and an infinite-impedance detector. It can be
shown that these kinds of bridges, from a network-
analysis point of view, are equivalent to a directional
coupler having a 6-dB coupling coefficient and hav-
ing a 6-dB attenuator between the source and its
input port. When the bridge is driven by a matched
generator and uses a matched rf detector (that is,

susceptance standard
(sliding short circuit
or variable capacitance)

unknown
¢’ admittance, Y,

detector

Fig. 4. Admittance bridge. (a) Instrument (GenRad, Inc.). (b) Circuit.
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I T, (unknown)

\
<

vector voltmeter
magnitude phase
(Aor B)
e o
™~ probe A splitter probe B~___
T T3 o
50-Q — d
termination \
\
attenuators | Too=1 (open circuit)
(matched pads) |
generator !

Fig. 5. Possible connection of a vector voltmeter for the measurement of impedance.

(Hewlett-Packard)

with the impedances of the generator and detector
equal to the characteristic impedance Z), the out-
put is proportional to I'. If this output is measured
with a voltmeter and with a suitably referenced phase
meter (or a vector voltmeter, described below), the
complex reflection coefficient, and from it the com-
plex impedance Z;, of Eq. (1) is found. When it is
sufficient to measure only the voltage standing-wave
ratio (VSWR), only an amplitude detector is needed.
If a square-law detector (power meter or diode detec-
tor at low levels) is used, the output is proportional
to |T'|%, from which the VSWR may be calculated by
using Eq. (2). Such a bridge is first calibrated by con-
necting a known termination, such as an open or a
short circuit (with reflection coefficients +1 or —1,
respectively). The advantages of the VSWR bridge are
low cost and potentially wideband operation. With-
out adopting special techniques to reduce measure-
ment uncertainty, |['| may be measured with an un-
certainty of £0.01. See PHASE-ANGLE MEASUREMENT;
VOLTMETER.

Voltage-current method. Some specialized elec-
tronic instruments make use of the basic definition
of impedance, and effectively measure voltage and
current. One such instrument is called an rf vec-
tor impedance meter. Instead of measuring both the
voltage and the current, it drives a constant current
into the unknown impedance, and the resultant volt-
age is measured. With a constant driving current,
the rf voltage across the unknown is proportional
to the magnitude of its impedance, |Z|. The phase
difference between the current and the voltage is
measured with a discrete phase-measuring circuit.
The unknown impedance is thus obtained in magni-
tude and phase. The instrument linearly downcon-
verts the measuring frequency (0.5 to 108 MHz) to a
5-kHz intermediate frequency, where the amplitude
and phase measurements are performed.

Vector voltmeter method. Vector voltmeters (VVM)
are instruments with two (high-impedance) volt-

meter probes, which display the voltages at either
probe (relative to ground) as well as the phase differ-
ence between them. One type operates from 1 MHz
to 1 GHz, and linearly converts to a 20-kHz interme-
diate frequency by sampling. This instrument can be
connected to measure impedance (Fig. 5). The sig-
nal is split and sent toward a matched termination
(say, 50 ) and toward the unknown impedance.
The reference probe A senses the voltage in the
matched transmission line while, in the unknown
arm, the other probe B measures the voltage at a
position equidistant from the junction. Attenuators
may be inserted in both arms to minimize interac-
tion. The measurement is normalized by connect-
ing a (shielded) open circuit in the plane of the un-
known, and the complex voltage at probe B is noted
as V,.. The unknown is connected and the indication
of probe B is noted as V.. Then the unknown reflec-
tion coefficient is calculated from Eq. (3), where ¢

v )
I, = e/ V—x(l +e?y—1 3)

oc

is the electrical angle between probe B and the un-
known (equal to 2 d/A, where d is the distance be-
tween probe B and the unknown and A is the wave-
length). Because the substitution is on the same arm,
the lack of symmetry of the splitter, the lack of equal-
ity of the attenuators, and the lack of equality of
the two voltmeter channels A and B do not cause
errors.

Since the probe responds to the sum of the in-
cident and reflected waves, the resolution becomes
poorer as the reflection coefficient magnitude ap-
proaches zero. This method is therefore not suit-
able for measuring impedances near the character-
istic impedance of the transmission line (50 Q2 in
this case). For the accurate measurement of such
impedances, directional couplers are used. See DI-
RECTIONAL COUPLER.

At radio frequencies the realization of directional
couplers is quite different from microwave real-
izations because the component is much shorter
than the wavelengths encountered. For this reason,
lumped-element directional couplers may be con-
structed. Equal electric and magnetic coupling re-
sults in directional behavior so that the coupled
output responds (ideally) only to signals traveling
in one direction in the main line. The electric and
magnetic couplings may be provided by voltage and
current transformers, whose signals are summed.
Distributed-circuit directional couplers may also be
constructed by twisting a pair of insulated copper
wires together to provide mainly capacitive coupling
between them. Then the twisted pair is formed into
a coil to provide additional inductive coupling. By
stretching the coil, the magnetic coupling may be
varied, and adjusted to equal the capacitive coupling.
Such directional couplers have been constructed
from 1 to 300 MHz and, if equipped with small trim-
mer capacitors near the terminals, can achieve direc-
tivities in excess of 50 dB at selected frequencies.



A coaxial-line, rf impedance-measuring circuit can
be built using a vector voltmeter and directional cou-
plers. One probe serves as a phase reference only.
The other probe samples the reflected signal, and
therefore the vector voltmeter indication is propor-
tional to the reflection coefficient. The readings are
normalized by first connecting a reflection standard,
which may be a short or an open circuit, or a mis-
matched resistor. In measuring small reflection coef-
ficients (impedances near 50 €2), the sensitivity of the
vector voltmeter may be increased in 10-dB steps, of-
fering high resolution. If the analog magnitude and
phase outputs are converted into their rectangular
form, these voltages may be connected to the X and
Y deflection inputs of an oscilloscope to give a dis-
play of the impedance on the circle diagram (Smith
chart). By controlling the frequency and the calibra-
tion sequence with a computer, the VVM-coupler
method may be automated, and this forms the basis
of automatic network analyzers (ANA). See MICRO-
‘WAVE IMPEDANCE MEASUREMENT.

Resonance method. When the magnitude of the re-
active part of the impedance is much greater than the
resistive part at a given frequency f, resonance meth-
ods may be employed to measure impedance. The
most commonly used instrument for this purpose is
the Q meter. The Q (quality-factor) of an impedance
is defined as 27 times the ratio of energy stored to en-
ergy lost per cycle. Numerically, QO is equal to wL/R or
1/RwC for the series combination of a resistor R and
inductor L or a resistor and capacitor C respectively,
where o = 27f.

A Q-meter-type measurement requires a radio-
frequency source of frequency f, which drives a cur-
rent through a current-limiting injection resistor R;
into the Q-meter circuit (Fig. 6). The ratio of a magni-
tude of the voltage E developed across the calibrated
capacitor C to a voltage e across the combination of
capacitor, inductor, and resistor is indicated with a
high-impedance rf voltmeter, and has a maximum
value of Q;,q when C'is set to maximize this reading.

To measure low-loss capacitors, the circuit is first
resonated (with a suitably chosen inductor of high
0) to find Qy,g. The capacitor setting at resonance
is noted. Then the unknown capacitor is paralleled
with C, and the reduction in C needed to restore
resonance is the value of C,.

A low-loss inductor is measured by resonating it
with C and substituting into Eq. (4). Since the mag-
nitude of E/e is given by Eq. (5), the Q factor of the
inductor is given by Eq. (6), which, for high-Q cir-

1
Lx — m (4)
E 2 2,-1/2
2= [((@°Lo) + (@R C)] (6))
1/2
0=(0k-1) ©

cuits, approximates to Q = Qy,q. The series resistance
is given by Eq. (7), and the inductance is given by
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Fig. 6. Circuit of a Q meter.

Eq. (8), which, for Qi,q > 1 reduces to Eq. (4).

1/2
(Cha—1)

R, = D
N Qizndwc
2
cq— 1
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*= 0 ®

See Q METER.

Slotted lines and six-port methods. At the upperend
of the rf range, microwave methods of impedance
measurement may also be used, employing slotted
lines and six-port junctions. For completeness, these
methods will be briefly discussed.

A slotted line is a transmission line, with an axial
slot cut in the outer conductor, permitting a trav-
eling probe to sample the electric field. When an
unknown impedance is connected to one end and a
generator to the other, the ratio of the maximum to
minimum signals as the probe is sliding is the voltage
standing-wave ratio, and is related to the reflection
coefficient by Eq. (2). The phase of I' is found from
Eq. (9), relating the positions of the minima when the

4d€c_dx
@C:n[p—(‘A )} ©

unknown is connected and when a short circuit is
connected, where d, and d, are the probe positions
for the minima for the short circuit and the unknown
connected, and A is the wavelength.

According to the theory of six-port junctions, an
unknown impedance may be uniquely determined
from four power-meter readings (if the six-port junc-
tion is such that the power meters are sufficiently
independent of each other). If diode detectors sam-
ple the power along a coaxial line at intervals of 1/8,
then the differences between the outputs of alter-
nate pairs of detectors yield a Smith chart display di-
rectly, and the outputs of three of the four detectors
together with a sample of the incident power can
be used for six-port operations. Six-port junctions
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are calibrated by connecting a number of impedance
standards in place of the unknown.

Automatic network analyzers. The most modern
impedance measuring units are classed as automatic
network analyzers, which may be scalar automatic
network analyzers (SANA), measuring insertion loss,
gain, return loss, voltage standing-wave ratio, and
power; and vector automatic network analyzers
(VANA), which, in addition, measure vectorial quan-
tities, like the complex S-parameters of networks.

The S-parameters (scattering parameters) are de-
fined by Egs. (10), where a; and a, are the incident

b, = S1a, + Sia; (10a)
by = Sna; + Sna (10b)

signals on ports 1 and 2 of a two-port network, and
b, and b, are the emerging signals of these ports,
respectively. The parameters S; represent signal re-
flection coefficients, and S;; represent signal trans-
mission coefficients. These quantities are measured
by using internal directional couplers which sample
the incident and reflected signals in the two mea-
suring ports (between which the network to be an-
alyzed is connected) and, after internal linear fre-
quency down-conversion using mixers, the voltage
amplitudes, their ratios, and phase differences are
measured with precision low-frequency voltmeters
and phase meters. The resulting quantities can be
displayed (in the frequency domain, that is, as func-
tions of frequency) on a linear or logarithmic scale
versus frequency, or on the Smith chart.

Vector automatic network analyzers are available
in numerous frequency bands, from 5 Hz to above
100 GHz. Because of the broad frequency coverage of
these instruments, the internal directional couplers
used cannot be of sufficiently high directivity, and
their use would result in unacceptably large errors
in the measurements. This difficulty is overcome by
digital error correction. The automatic network ana-
lyzer is first calibrated by connecting to it the neces-
sary number of impedance standards, and then the
instrument performs the necessary measurements,
stores the results, and computes the error-correcting
terms at all the measured frequencies. After calibra-
tion, the automatic network analyzer is ready for use,
and the displayed results are digitally corrected at all
the measured frequencies. As an option, voltage au-
tomatic network analyzers can be equipped with a
time-domain facility which, after digital Fourier trans-
formation of the time-domain results, plots the re-
sults as a function of time (that is, distance along the
component tested). This permits finding the loca-
tions of troublesome reflections along transmission-
line components, coaxial lines, or waveguides. See
FOURIER SERIES AND TRANSFORMS. Peter I. Somlo

Bibliography. A. C. Lynch and A. E. Bailey (eds.),
Radio Frequency Bridges, 1988; P. 1. Somlo and J. D.
Hunter, Microwave Impedance Measurement,
1985; M. Sucher and ]J. Fox, Handbook of Micro-
wave Measurements, 1963; M. Valkenburg (ed.),
Reference Data for Engineers: Radio, Electronics,
Computers, and Communications, 8th ed., 1993.
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Radio paging systems

Systems consisting of three basic elements—a per-
sonal paging receiver, radio transmitter, and an en-
coding device—whose primary purpose is to alert
an individual, or group of individuals, and deliver a
short message, typically of a temporary or perish-
able nature. Characteristics that are used to define
a specific paging system include distance covered,
radio frequency, modulation type, paging code for-
mat, and message type.

Every country has a radio regulatory agency, such
as the Federal Communications Commission (FCC)
in the United States, which regulates radio spectrum
usage and issues licenses for the operation of radio
transmitters. Most licenses for radio paging systems
limit the number of transmitters and power level
that a system is allowed to use. These restrictions
limit the distance over which a paging signal may be
transmitted. On-site systems cover a single building
or a small complex of buildings typically utilizing one
low-power transmitter. Wide-area systems can cover
an entire city or country and usually use multiple
transmitters which simulcast the paging signals.

Nationwide or international paging can be accom-
plished in several ways. Many countries have allo-
cated specific radio spectrum to provide multicity
nationwide paging on a single radio channel. Sys-
tems using one of these channels either will simul-
cast all their transmitters throughout the nation or, at
the paging user’s direction, will route a paging signal
to a specifically requested region or city. This allows
users of these systems to travel throughout the coun-
try and still receive their messages. Paging in Europe
is standardized on a system named ERMES. Users trav-
eling throughout Europe can have their paging mes-
sages sent to the country or region to which they are
traveling. This protocol allows for the use of up to
16 designated radio channels, and an ERMES paging
receiver scans all of these channels, looking for its
unique pager address code.

Independent nationwide paging system operators
who use the same radio channel in their respective
countries have coordinated the assignment of their
codes and have connected their paging systems to
one another. This has allowed the paging users of
these systems to travel to other countries and carry
their “hometown” personal pager with them to re-
ceive their messages.

Most paging systems now utilize the very high-
frequency (vhf) or ultrahigh-frequency (uhf) radio
spectrum using frequency modulation (FM). There
are systems which use a special subcarrier on an
FM broadcast transmitter, and others which use
the citizens-band (CB) channels. The latter is often
used for “auto-theft” pagers and small on-site sys-
tems using amplitude modulation (AM). See AM-
PLITUDE MODULATION; FREQUENCY MODULATION;
RADIO SPECTRUM ALLOCATIONS.

Paging formats. Each individual paging receiver is
alerted by transmitting its unique address code or
codes. Many paging formats are available, and they
fall into two categories—analog and binary digital.



Analog codes use audible, or sometimes subaudi-
ble, tones. The most common analog formats are
two-tone sequential and five/six-tone decimal digi-
tal. Two-tone typically provides for several thousand
individual codes, while five/six-tone allows 1 million
unique codes and is used in many wide-area systems.
Binary digital paging formats are composed of binary
patterns and can support tens of millions of codes.
Moreover, binary digital codes are particularly well
suited for encoding numeric and alphanumeric mes-
sages.

An additional characteristic of paging formats is
the speed at which they transmit the paging code
and message. The most common digital format of
the 1980s initially was transmitted at 600 bits per
second. It was modified to 1200 bps, and there are
a few implementations at 2400 bps. The increased
number of paging users and the longer messages that
they receive have given rise to a family of high-speed,
flexible paging codes. One such code enables paging
systems to operate at 1600, 3200, or 6400 bps, thus
allowing system operators to adapt their system as
needs arise. The system uses receivers that can dy-
namically adjust to any of the speeds.

To complement this code, and to allow a paging
user to respond to a message, a two-way paging for-
mat has been implemented. This enables the oper-
ation of a class of advanced paging services which
the FCC has designated narrow-band personal com-
munication services (NBPCS).

Paging receivers. Paging receivers fall into four
basic categories: tone alert, tone and voice, numeric,
and alphanumeric. Tone pagers emit a beep when
they are signaled. Some models silently alert the user
with a vibration in place of a beep; other models
use differing staccato beeps to provide the user with
several alert messages. Tone and voice pagers allow
the initiator of the page to transmit a simple voice
message which will follow a pager’s beep alert. Nu-
meric pagers, sometimes called digital pagers, allow
the initiator to convey numerical information. These
messages are typically composed by using a tone tele-
phone key pad. Alphanumeric pagers (Fig. 1) allow
the initiator to send a complete textual message to
the pager user. These messages are composed on
word processors, personal computers, or dedicated

Fig. 1. Alphanumeric personal message pager. (Comfort
Net)

Radio paging systems

Fig. 2. Card pager. (Motorola Inc.)

terminals which can connect to a paging terminal.
See MICROCOMPUTER; WORD PROCESSING.

In addition to the basic pagers, there are advanced
devices. The pager card (Fig. 2) is a pager designed
in a standard computer card format. This allows the
card to be inserted into a computer or personal dig-
ital assistant standard accessory slot, enabling these
devices to wirelessly receive updated information or
messages. The two-way pager includes an integral
transmitter, allowing the user to respond to a re-
ceived message. This helps eliminate the need for a
paging user to find a telephone to respond to a page.
A class of alphanumeric pagers allows the receipt
and management of selective broadcast information.
Services such a news headlines, financial informa-
tion, and sports scores can be sent to a large num-
ber of interested users. These information pagers
can be combined with standard paging functions,
or can be manufactured as stand-alone information
appliances.

Encoders. Every paging system contains an encod-
ing device which provides the interface between the
page initiator and the pager user. The encoder’s basic
function is to receive a pager number and message
from the initiator and convert this information into
the correct format to be transmitted to the paging
receiver. The output from the encoder is connected
directly to the system’s radio transmitter. Encoders
range from simple manual desktop models to large
telephone interconnected central offices. Manual en-
coders are used to initiate pages from a single loca-
tion such as a dispatcher or switchboard operator.
In many large on-site or area-wide systems, it is de-
sirable to initiate pages from the standard telephone
network. These systems use an interconnected auto-
matic paging terminal. In addition to generating the
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correct pager code and message format, terminals
develop page/message queues, store system usage
statistics, and even store short voice messages in
solid-state recorders. See MOBILE RADIO; TELEPHONE
SERVICE. James A. Wright
Bibliography. D. Baker, Comprebensive Guide to
Paging, 1992; C. A. Bean, Overview of the U.S. Radio
Paging Industry, 1988; N. J. Boucher, The Paging
Technology Handbook, 1998; W. C. Y. Lee, Mobile
Communications Design Fundamentals, 2d ed.,
1993; Telocator, The Future of Paging II, 1993.
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Radio receiver

The part of the radio communications system that
extracts information from radio-frequency (rf) en-
ergy intercepted by the antenna. Radio receivers are
the most common electronic equipment worldwide
and a vital part of all radio, television, and radar sys-
tems. Since the 1960s, radio receiver performance
has improved greatly, while size, weight, and cost
have fallen dramatically. In the past, radio receivers
were built from analog circuits, but increasingly they
are realized by digital signal processing. See RADIO;
SIGNAL PROCESSING.

The antenna intercepts a band of energy in the
radio frequencies containing many transmissions.
These may have different modes of modulation; the
two most common are amplitude modulation (AM)
and frequency modulation (FM). Signals have a large
size range, from a large fraction of a volt down to a
small fraction of a microvolt. The receiver must be se-
lective, responding to only one signal, must demodu-
late the signal, extracting the impressed information
from the radiofrequency wave, and must raise it to
an acceptable power level by amplification.

Amplitude-modulation and frequency-modulation
receivers will be described because they are the most

common, but other modes of modulation are also
used. Single-sideband (SSB) transmissions are simi-
lar to amplitude modulation, but with one of the
symmetrical pair of sidebands eliminated and the
carrier suppressed. Single-sideband is significant be-
cause it conserves electromagnetic spectrum, intro-
ducing less spectrum pollution than any other mod-
ulation. Because of the growing prevalence of digital
signals, digital modulation systems are increasingly
important. In the most common of these, known
as binary frequency shift keying (FSK), the 0 and 1
states of the binary sequence transmitted are repre-
sented by two frequencies. Binary frequency shift
keying can thus be regarded as a digital variant of
frequency modulation. Systems of digital modulation
that combine a form of amplitude modulation (called
envelope shaping) with frequency modulation are
becoming more common, the purpose again being to
reduce spectrum pollution. See AMPLITUDE MODULA-
TION; FREQUENCY MODULATION; MODULATION; SIN-
GLE SIDEBAND.

Amplitude-modulation architectures. A simple re-
ceiver for amplitude-modulated signals is shown in
Fig. 1. A band-pass filter selects the required sig-
nal, which, after optional amplification, is passed to
the demodulator (obsolete term: detector), which
in this version consists of a limiting amplifier and
a multiplier. The high-gain limiting amplifier has an
output of the same sign as the input but constant
magnitude (a square wave). When multiplied by the
amplitude-modulated waveform, this inverts nega-
tive half-cycles. After low-pass filtering to remove
residual radio-frequency ripple, the modulating
waveform is obtained, shown as an audio waveform,
which passes to the loudspeaker. There are other am-
plitude demodulator circuits, all of which either sup-
press or invert alternate half-cycles of the amplitude-
modulated waveform. See AMPLIFIER; AMPLITUDE-
MODULATION DETECTOR; ELECTRIC FILTER.
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Fig. 1. Simple tuned-radio-frequency (TRF) receiver for amplitude-modulated (AM) signals.
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Fig. 2. Superheterodyne (superhet) receivers. (a) Basic architecture. (b) Double superheterodyne, used to combat image

response problems.

Since the input signal may be on the order of mi-
crovolts whereas volts are required to operate a loud-
speaker, the total receiver gain may range up to the
order of a million or more. In this simple tuned-radio-
frequency (TRF) receiver it is difficult to adjust the
center frequency of a high-performance band-pass
radio-frequency filter in order to receive other sta-
tions; also, the radio frequency may be too high for
effective amplification. For this reason the superhete-
rodyne (superhet) receiver (Fig. 2a) superseded it.

Superheterodyne receivers. After a radio-frequency fil-
ter and amplifier, the signal passes to a mixer, from
which the output is formed by the product of the
signal and a locally generated wave. If the signal
carrier is at f. and the local oscillator is at f,, the
result is a wave at a frequency =(f, — fo) = fin
known as the intermediate frequency (i-f), and this
difference frequency can be kept constant, what-
ever the value of f., by a suitable choice of f,.
Subsequent to the mixer, the superheterodyne re-
ceiver becomes similar to the tuned-radio-frequency
receiver except that it is now operating at a fixed
frequency, so that, provided a low intermediate fre-
quency is chosen, amplification is easy and high-
performance filters can be used. Fixed-frequency
intermediate-frequency filters, based on mechanical
resonance in piezoelectric ceramics and crystals or
on surface-acoustic waves, give extreme attenuation
outside the passband. The superheterodyne archi-
tecture may be used with amplitude modulation, fre-
quency modulation, and other modulation types. See
HETERODYNE PRINCIPLE; MIXER; OSCILLATOR; PIEZO-
ELECTRICITY; SURFACE-ACOUSTIC-WAVE DEVICES.

Assuming that a low value of f; ¢ is chosen, a prob-

lem arises because of image response. If the carrier is
below the oscillator frequency at f. = (f, — fi.p, it
follows that a frequency f; = (f, + fi.-0 = (fe + 2fiD
will give the same result, since the sign of the differ-
ence is not significant, and the receiver will therefore
have a spurious response at f;, known as the image
frequency, separated from the wanted carrier by
2fi. It is this image response that the first radio-
frequency filter must suppress. This is easier the
larger the value of fi, in conflict with the require-
ment for a low value explained above. Usually a com-
promise value of f;_(is chosen, but in exacting cases
the receiver architecture may be changed to a double
superheterodyne (Fig. 2b), using a relatively high first
intermediate frequency which is followed by a sec-
ond conversion to a lower intermediate frequency,
thus gaining the advantages of both at the cost of
greater complexity.

Automatic gain control. In amplitude-modulation sys-
tems, the amplitude of the signal carries the infor-
mation, and so to keep the audio output from wide
level changes it is desirable to adjust the strength of
the signal at the demodulator to be roughly constant,
despite variations at the antenna due to transmitter
power or range. Thus, automatic gain control (AGC)
is used in most amplitude-modulation receivers. The
output from the demodulator splits, and, as well
as going forward to the audio stages, passes to a
low-pass filter which cuts off at a few hertz, well
below the audio frequencies. The output from this
filter is a voltage proportional to the mean ampli-
tude of the amplitude-modulated wave. After ampli-
fication, it controls the gain of the amplifiers. If the
amplitude-modulated signal rises, and hence the
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control voltage also rises, the gain is cut back, tend-
ing to restore the original demodulator output level.
See AUTOMATIC GAIN CONTROL (AGO).

Single-sideband receivers. Receivers for single-side-
band signals are similar to amplitude-modulation
receivers, except for the demodulator, a frequency
converter in which the single-sideband signal at a
nominal carrier frequency converted to f;_¢ is mixed
with a local oscillator also at f;_¢, thus translating the
carrier frequency to zero and the sidebands to their
correct audio frequencies. Because there is no con-
stant carrier component that can be used as an am-
plitude reference, automatic gain control presents
problems in single-sideband receivers.

Frequency-modulation architectures. For frequency
modulation, the signal is of constant amplitude
but varies in frequency, and so it is usual for the

inputs

intermediate-frequency amplifier to be a limiter, giv-
ing a constant output. In other respects the receiver
may be identical with one of those in Fig. 2. Auto-
matic gain control is often omitted, but may be com-
bined with limiting for the highest performance. The
frequency demodulator is quite different, often uti-
lizing a phase-sensitive detector (PSD). See LIMITER
CIRCUIT.

The phase-sensitive detector (Fig. 3a) consists es-
sentially of a multiplier and a low-pass filter, shown in
Fig. 3b working with square-wave inputs, from lim-
iters. When the two waves are in phase the output
from the filter is positive (Fig. 3¢), but as they shift
in phase it declines, reaching zero when the waves
are at 90°, then going to a negative peak when they
are at 180°, returning to zero at 270°, a positive peak
again at 360°, and so on.

< |- output

(a)

waveforms

low-pass

filter

inputA+_____+—||_||_||_||_+_____
Uy oot UL

B shifted 180° from A,
negative output

B shifted 90° from A,
zero average output
(also 270, etc.)

B in phase with A,
positive output
(also 360°, etc.)

(b)
voltage-
controlled i
oscillator amplier
i >
\ 7 M - > HK
§ 0 input
s ™ i audio
4 A phase-sensitive low-pass liC
- detector filter amplifier

0 90 180 270 360 450 540 630 720
phase angle between A and B, degrees

(c) (d)

Fig. 3. Phase-sensitive detector (PSD). (a) Diagram. (b) Waveforms of inputs and multiplier output. (c) Output from low-pass
filter versus phase angle from inputs A and B. (d) Frequency demodulator using a phase-locked loop (PLL) with a
phase-sensitive detector.
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A sophisticated frequency demodulator uses the
phase-sensitive detector to create a phase-locked
loop (PLL; Fig. 3d). An important component is
a voltage-controlled oscillator (VCO). Its frequency
can be controlled over a range larger than the ex-
cursion of the frequency-modulated wave by an ex-
ternally applied voltage. This can be achieved on
a silicon chip in many ways, such as by charging
a frequency-determining capacitor from a voltage-
controlled current source.

Since the frequency of a wave is the rate of
change of its phase, a small frequency error between
the voltage-controlled oscillator and the frequency-
modulated waveform may be expressed as a phase
error growing larger with time, and thus produces an
increasing output from the phase-sensitive detector.
This output is amplified and applied to the voltage-
controlled oscillator, where it pushes the frequency
toward the correct value if it is of the right polarity.
(If the polarity is at first wrong, the phase simply slips
into the next half-cycle, where the sense of variation
of output with phase is reversed.) The amplifier gain
is large, and so for an output in the working range its
input must be very small. The phase of the voltage-
controlled oscillator must lock to a value very close
to 90° (or a multiple) from that of the frequency-
modulated waveform, since only then is the output
of the phase-sensitive detector minimized.

Once the loop has phase-locked, the frequency
of the voltage-controlled oscillator faithfully follows
that of the frequency-modulated wave, and so its
frequency-control voltage represents the frequency
deviation of the frequency modulation. This is the
basis of the phase-locked-loop frequency demodula-
tor. See FREQUENCY-MODULATION DETECTOR; PHASE-
LOCKED LOOPS.

A radio for receiving frequency-modulation broad-
casts may generate a stereo audio signal pair, which
consists of left and right audio signals. In such re-
ceivers, the frequency demodulator produces a mul-
tiplex signal which contains both sum and difference
signals (Fig. 4). The sum and difference signals are
further processed to create left and right audio sig-
nals, which are then supplied to a pair of stereo
speakers. To facilitate extraction of the difference
signal from the multiplex signal, the receiver uses a
low-level pilot signal also present in the multiplex
signal. The difference signal is located within the
multiplex signal as a double-sideband signal.

The process of extracting the sum and difference
signals and the creation of the left and right audio
signals is shown in Fig. 5. The 19-kHz pilot signal
is doubled to create a 38-kHz signal, which is used
to frequency-shift the difference signal to its normal
audio position at 0 Hz. This operation uses a mixer
similar to the mixer shown in Fig. 1. The sum and dif-
ference signals are isolated in filters and then added
and subtracted to produce left and right audio sig-
nals. See STEREOPHONIC RADIO BROADCASTING.

The multiplex signal may contain a data signal. In
the United States, this signal allows reception of in-
formation from the source of the radio broadcast,
in accordance with the Radio Data Broadcasting Sys-
tem (RDBS) standard (Fig. 4). The information may
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Fig. 4. Frequency spectrum of frequency demodulator output in a radio receiver that
generates stereo audio signals, showing content of the multiplex signal.
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Fig. 5. Process to extract left and right audio signals from a multiplex signal.

include identification of the broadcaster. In Europe, a
similar system operating according to the Radio Data
System (RDS) standard allows reception of informa-
tion on a network of broadcasters providing the same
audio material, allowing the receiver to automatically
select the broadcaster providing the signal with the
least reception impairments.

Typical consumer radio receivers provide recep-
tion of both amplitude- and frequency-modulated sig-
nals. Such receivers employ common amplifier, filter,
and mixer circuits that operate for receiving either
type of signal, depending on which is selected by the
listener. The use of common circuits allows a lower
cost to manufacture the radio.

Homodyne receivers. The image frequency re-
sponse in a superheterodyne receiver occurs at a
frequency 2f; ¢ from the wanted signal. If f, ¢ is re-
duced to nearly zero, the image and wanted re-
sponses coalesce. This is the basis of homodyne, or
zero-intermediate-frequency, receivers (Fig. 6). The
intermediate frequency (corresponding to the sig-
nal carrier wave) is made zero by setting the local
oscillator to the carrier frequency. Sidebands,
whether higher or lower, are converted to low fre-
quencies, and all adjacent channels come out higher.
The desired signal may be selected by low-pass fil-
ters, which are easier to realize than band-pass filters.

Frequencies both above and below the carrier
are converted into the same range (since the sign
of the frequency difference is immaterial). With a
symmetrical spectrum signal, such as in amplitude
modulation, this would not matter if the converted
lower sidebands fell exactly on the converted upper
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Fig. 6. Homodyne (zero-intermediate-frequency) receiver.
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Fig. 7. Superheterodyne receiver with digital signal processing.

sidebands, but this could happen only if the fre-
quency of the local oscillator were exactly locked
to that of the incoming carrier, which is difficult be-
cause the incoming carrier is so weak. In any event,
the method would not work for asymmetrical spec-
trum signals such as single sideband.

A better alternative is to use two frequency con-
verters with oscillator inputs of the same frequency
fo = f. but at 90° phase difference (Fig. 6), which
makes it possible to separate the upper and lower
sideband products. If the oscillator that feeds one of
the mixers is in phase with the signal carrier, then,
whether the signal frequency is above or below the
carrier, the output will be the difference frequency,
without phase shift. However, if the second mixer is
90° (7t /2 radians) phase-advanced relative to the car-
rier, its output will be phase-advanced by 90° (;r/2)
for frequencies above the carrier and phase-retarded
by 90° (—m/2) for frequencies below, since in the
latter case the sign of the frequency difference f — f.
is negative, and hence opposite to that of the phase
angle. The output phases of the two carriers are sum-
marized in the table.

This difference in phase relationships between the
two outputs makes it possible to distinguish posi-
tive and negative frequency excursions, and demodu-
lation is facilitated. For example, in the case of a
frequency-modulated signal, the output from mixer 1
is given by Eq. (1) and its derivative by Eq. (2), where
E is the maximum output. The output from mixer 2
is, similarly, given by Egs. (3). Multiplication of the

e; = Ecos [2n(f — fot] @

de1 .
— = "2 — [OEsin [2n(f—for] @

e, = Ecos |:27T(f —for + %] Ga)
for(f —fo>0
e, = Ecos [Zﬂ(f —for — %] 3Gb)

for(f —f) <0

differentiated output of mixer 1 and the out-
put of mixer 2, after low-pass filtering to remove
radio-frequency components, results in a voltage
proportional in sign and magnitude to f — f., form-
ing a frequency demodulator. Different combining
circuits can demodulate amplitude, single-sideband,
and other modulations.

The homodyne configuration is well suited to dig-
ital signal processing in place of analog circuits.
By inserting analog-to-digital converters in the two
intermediate-frequency channels, the subsequent fil-
tering, processing, and combining can be performed
by means of digital calculations, using a digital pro-
cessing chip. After combining in this way the digital
signals are reconverted to analog form for the audio
circuits. Receivers of this kind are inexpensive
to fabricate and are increasingly commonplace, as
in cellular telephones and consumer broadcast re-
ceivers. Superheterodyne receivers may also employ
digital signal processing, where the output of the
analog superhet mixer and filter intermediate-
frequency circuitry is converted to digital form and
mixed, filtered, and demodulated by digital calcula-
tions. See ANALOG-TO-DIGITAL CONVERTER; DIGITAL-
TO-ANALOG CONVERTER.

A typical arrangement of a superheterodyne re-
ceiver with digital signal processing is shown in
Fig. 7. A significant number of the functions of the re-
ceiver is processed in the digital domain, including
filtering, amplifier, automatic gain control, mixing,
and demodulation, and this processing may be per-
formed in one or more digital processing chips. A key
characteristic of most digital signal processing cir-
cuits is programmability. For a receiver, the digital sig-
nal processor can be programmed to process either
amplitude- or frequency-modulated signals. Within
the digital signal processor, a homodyne structure
may additionally be employed. Processing may also
be included to extract the RDBS or RDS signals.

Output phases of mixers in a zero-intermediate-
frequency receiver

Output phase

Mixer 1 Mixer 2
f>fe 0 +90° or n/2 radians
f<fe 0 —90° or —n/2 radians




Phase-locked-loop applications. The phase-locked
loop has important applications beside the fre-
quency demodulator described above. One is for
tracking receivers, which are able to follow a sig-
nal drifting in carrier frequency. These are used, for
example, in space vehicles, where, because of the
high velocity, there is a considerable Doppler shift
of received frequencies. See DOPPLER EFFECT.

To overcome this problem, the receiver (fre-
quency modulation or amplitude modulation) uses
a phase-locked loop feeding back to the frequency
converter. In this so-called long-loop receiver, this
feedback pulls the frequency of the first oscilla-
tor so as to center the wanted signal at f;r. The
intermediate-frequency filter can then be made just
wide enough to accommodate the signal without
adding extra width to accommodate frequency drift,
so that interfering signals or noise is reduced.

A more important application of phase-locked
loops is in frequency synthesizers. Since the inter-
mediate frequency f;_¢ is fixed in a superheterodyne
receiver, the value of f, determines the signal f, that
is received, so the frequency stability of the local
oscillator is critical. Sometimes receivers use quartz
crystals as piezoelectric mechanical resonators to de-
termine oscillator frequency directly [they can give
better than 20 parts per million (ppm) repeatability
without difficulty], but since each crystal is ground
for a single frequency, many crystals are needed to
receive different transmissions. A better solution is
to use one crystal as a high-accuracy clock (as in a
quartz watch), deriving all required frequencies from
it by using a phase-locked loop. See QUARTZ CLOCK.

In such a frequency synthesizer (Fig. 8), a crys-
tal oscillator generates a stable frequency f,, which
passes to a counter circuit (easily realized in digital
electronics), where it is counted down to another
frequency, say fo/n. Similarly, a voltage-controlled
oscillator (part of a phase-locked loop) is counted
down by m to f,/m, in this case by a programmable
counter, so that 72 can be set by external command.
The phase-locked loop brings the two counted-down
waveforms into phase lock by pulling the frequency
of the voltage-controlled oscillator. Hence fy/n =
Jfo/m, ot f, = m - (fp/n). See DIGITAL COUNTER; FRE-
QUENCY DIVIDER.

Usually radio channels are equally spaced in the
bands, and thus f;,/n is chosen to give the correct
channel spacing; for example, with a 5-MHz crystal,
if n = 200, the channel spacing will be 25 kHz, a
commonly used value in the ultrahigh frequencies.
The value of m is then selected to correspond to
the channel required and changed whenever the re-
ceiver is retuned. With a synthesizer of this kind and
a crystal maintained at a constant temperature, it is
not difficult to attain a frequency setting accuracy of
under 1 ppm.

Other receiver types. Radio receivers are used in
many types of broadcast and communication sys-
tems, each of which uses some combination of ampli-
fiers, filters, mixers, and demodulators to fulfill the
purpose of that system. More sophisticated systems
may combine the basic principles of superhetero-
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Fig. 8. Frequency synthesizer used to generate accurate local oscillator frequencies.

dyne or homodyne architectures with digital mod-
ulation techniques to allow reception of complex
signals, such as those containing large amounts of
data. Many receiver systems now employ digital sig-
nal processing, which in many cases is required for
their practical realization.

Television. A television receives radio frequencies
modulated with a video signal representing the pic-
ture to be displayed. Television receivers typically
employ the superheterodyne architecture, with the
picture and picture synchronization signals obtained
from the demodulator. Analog television receivers
use vestigial sideband modulation, a form of ampli-
tude modulation. A digital television receives the
picture in digitally modulated form, which provides
higher picture quality than that of analog modula-
tion. See TELEVISION RECEIVER.

Rake receiver for cellular telephones. In code division mul-
tiple access (CDMA) cellular telephones, the rake
receiver is used to take advantage of multipath ap-
pearing in the received signal. A signal traveling
from a transmission source to a receiver typically
takes multiple paths due to reflections from build-
ings and other objects in the environment. Each
path will have a different reduction in signal power
and a different time delay. The signals traveling on
each path combine at the point in space of the
receiver antenna input. A rake receiver locks to a
reference signal inserted at the transmission source
to separate the components in the received signal
that have taken the different paths to reach the re-
ceiver. Once separated, the signal from each path
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is demodulated independently, each in a finger of
the rake, and the demodulator outputs are time
synchronized and then combined to create a sin-
gle received signal. The use of the multiple paths
in this manner results in a higher-quality received
signal than that which could be obtained by only
demodulating the incoming combined signal. See
MOBILE RADIO; SPREAD SPECTRUM COMMUNICATION.

Multiple-carrier systems. Multiple-carrier systems have
been developed for transmitting and receiving sig-
nals consisting of high-speed digital data streams.
The multiple carriers are each digitally modulated
to represent data bits, using for example phase-shift
keying. The bits from all the carriers taken together
are structured to represent some type of digital data
signal or signals, such as multiple digital audio data
streams. Using a method called orthogonal frequency
division multiplexing (OFDM), the carriers are ar-
ranged to allow the receiver to easily separate the car-
riers and extract the bits from each carrier without
interference from the other carriers. This approach
is used for digital broadcast receivers, in which the
multiple-carrier signal is combined with a traditional
amplitude- or frequency-modulated carrier.

Impairments. All receivers suffer certain impair-
ments in their performance: the problem of image
responses has already been described, together with
a solution, the homodyne.

However, the most important impairment is noise.
Electrical noise is both received by the antenna
and generated within components of the receiver,
the first radio-frequency amplifier and mixer being
critical, because the signal is weak at this stage.
Amplifiers generate less noise than mixers in most
radio bands, and so high-performance receivers usu-
ally have a radio-frequency amplifier first. Noise can
also come from the local oscillator, often run at a
high power to improve the ratio of wanted output
to noise. Noise is reduced by keeping the receiver
bandwidth as narrow as possible, thus reducing the
total noise power passed; this is one reason for using
tracking receivers, as described above. See ELECTRI-
CAL INTERFERENCE; ELECTRICAL NOISE.

A second important impairment is due to non-
linearity, particularly at the front end. The radio-
frequency amplifier and converter should give
output linearly proportional to their input, but
in practice the relationship is better represented
by a polynomial. This results in spurious receiver
responses—to harmonics and subharmonics—but,
more significantly, also in spurious sensitivity very
close to the wanted response, due to complex third-
and fifth-order interactions. If there are strong un-
wanted signals near the wanted transmission fre-
quency, these spurious responses cause problems,
and are not easily suppressed by the radio-frequency
filter. Although better filters can help, there is no so-
lution except to make the early stages of the receiver
as linear as possible, and much attention is given to
this goal in the design stage. See DISTORTION (ELEC-
TRONIC CIRCUITS); LINEARITY.

Impairments to reception performance may
also originate from sources outside the receiver.

Amplitude-modulation receivers are susceptible to
noise from electrical power lines. Noise pulses from
electrical motors and switches can enter receivers
and lower performance. To combat degradation due
to these pulses, receivers may include special noise
blanking circuits to detect and reduce the pulses.
Noise may also come from electronic equipment
near the receiver.

Multipath can degrade receivers that do not have a
means of separating the signal components from the
multiple paths, such as in the rake receiver already
described. A common type of receiver that suffers
from multipath is the frequency-modulated broad-
cast receiver. The result of the multipath is a drop in
the level, or fading, of all or part of the signal entering
the receiver, causing bursts of noise in the receiver’s
audio output. Sophisticated mobile receiver systems
may select from two or more antennas coupled into
a single receiver or may use multiple antennas cou-
pled to multiple receivers to take advantage of the
fact that the multipath condition will usually be less
at one of the antennas at different times.

More complex receivers may contain means that
allow the receiver to modify its operating character-
istics automatically depending on the condition of
the received signal. For example, the receiver may
detect that the incoming signal is very weak, which
will result in a noisy audio signal. To reduce the noise
in the audio signal the receiver may respond by au-
tomatically adding audio filtering to remove some of
the noise. William Gosling; J. William Whikehart
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Radio spectrum allocation

The process of identitying specific frequency bands
or blocks of the radio spectrum and determining the
broad category of radio communication service or
services that will be permitted there, and under what
specified conditions. The radio spectrum is the part
of the natural spectrum of electromagnetic radiation,
lying between the frequency limits of 9 kilohertz
and 300 gigahertz, that has been extensively used to
provide communications services by means of elec-
tromagnetic waves. To make effective use of this
resource, the radio spectrum is divided, in the fre-
quency dimension, into a series of discrete bands or
blocks, arranged in a Table of Frequency Allocations.
Because different portions of the radio spectrum are
marked by different propagation features and the na-
ture and scope of radio communication services vary
greatly, it has become vital that allocation decisions
be made in a way that permits radio communication



services to operate in an efficient and effective man-
ner and that minimizes, to the extent feasible, the po-
tential for interference between services. This pro-
cess, generally, is referred to as frequency manage-
ment and involves the work of governmental and
international bodies. See ELECTROMAGNETIC RADIA-
TION.

The radio portion of the electromagnetic spec-
trum is not subject to a fixed definition, but has grad-
ually expanded as technology has permitted and de-
mand for radio communication services has grown.
For example, in 1959 the “upper end” of the usable
radio spectrum band was considered to be 40 GHz,
which was lifted to 275 GHz in 1971, and is now
considered to be 300 GHz. More significantly, there
is nearly constant activity within the radio band as
allocations are added, deleted, and modified. This is
done in order to facilitate the deployment of new
radio communication services, to accommodate the
expanded needs of existing services, to recognize
efficiencies that can be realized through technologi-
cal improvements or because of diminished use of a
particular radio service, and to react to international
decisions and treaties between individual countries
regarding use of the radio spectrum.

Need for Spectrum Allocation

Two broad principles underlie spectrum allocation.
First, the radio spectrum is a finite resource that mul-
tiple users can easily render unusable if they cause
harmful interference (that is, interference which se-
riously degrades, obstructs, or repeatedly interrupts
a radio communication service) to each other by, for
example, trying to simultaneously broadcast in the
same band at the same power in the same geographic
area. One means of avoiding this potential problem
while simultaneously promoting robust radio use is
for the government licensing bodies to adopt spe-
cific service and technical rules for the use of radio
frequencies within a specific band, and to limit entry
to specified parties (licensees). Other times, techni-
cal protocols developed by standard-setting bodies,
such as those associated with Wi-Fi equipment use,
can allow multiple users to effectively operate within
a frequency band, even though that is lightly regu-
lated by the government and there are minimal barri-
ers to entry. See ELECTRICAL INFERFERENCE; ELECTRO-
MAGNETIC COMPATIBILITY.

Regardless of whether a government decides to
designate a spectrum band for a narrowly defined
radio service or it permits entities to make more flex-
ible use of the band (and regardless of whether it
uses licensing as a means of promoting efficient use
of a band), such decisions are still made within the
framework of the allocation process, and the Table
of Frequency Allocations remains the primary means
of organizing the radio spectrum. Allocations are suf-
ficiently broad to permit a wide variety of uses, but
are designed to avoid conflicts between incompati-
ble uses. For example, a jurisdiction may choose to
allow for cellular telephone service by adopting very
specific licensing and service rules within a band
broadly allocated for mobile use. However, such a

Radio spectrum allocation

mobile allocation would not typically be considered
to coexist within a band allocated for broadcasting,
due to the fact that it would be difficult to reconcile
potential interference between mobile services and
broadcasting services operating in the same band.

A second characteristic of radio waves is that they
do not respect political boundaries, and radio com-
munication use in one country can negatively af-
fect the ability of citizens of another country to use
the same radio spectrum. This is particularly sig-
nificant in that the propagation characteristics in
certain radio bands, such as those associated with
shortwave radio and many of the amateur bands,
can be heard on the other side of the world. Thus,
radio spectrum allocations are necessarily a matter
of worldwide concern. The International Telecom-
munication Union (ITU), an international organiza-
tion within the United Nations System where gov-
ernments and the private sector coordinate global
telecommunications networks and services, is the
primary entity in matters of international radio al-
location. The ITU publishes the Radio Regulations,
which is a binding international treaty that gov-
erns the allocation and use of radio frequencies
worldwide. The Radio Regulations includes an In-
ternational Table of Frequency Allocations (Interna-
tional Table). For purposes of the International Table,
the ITU divides the world into three regions and
provides specific allocations for different classes of
radio services. Within the allocations, there are some
differences between regions, and some frequency
bands are subject to greater conditions on use than
others. At periodic world radio communication con-
ferences, the ITU evaluates spectrum sharing and al-
location matters and provides necessary updates and
modifications to the International Table.

It is not uncommon to have regional and national
variations of the International Table. First, regional
bodies exist to develop consensus for and promote
common interests in telecommunications-related
matters, and may only be able to foster support
for changing the International Table in a single re-
gion. One such body is CITEL, the Inter-American
Telecommunication Commission, that is an entity of
the Organization of American States. Also, individ-
ual countries retain sovereign control over spectrum
use within their borders and may decide to permit a
spectrum use that is different from that contained in
the International Table. In these cases, countries that
are signatories of the Radio Regulations must ensure
that such services are provided in a way that does not
cause interference with services that are operating
in accordance with the International Table.

Within the United States, spectrum management
responsibilities are divided by the Federal Com-
munications Commission (FCC) and the National
Telecommunications and Information Administra-
tion (NTIA), which is a part of the Department of
Commerce. The NTIA governs all federal govern-
ment use of spectrum, while the FCC governs all
non-federal government use of spectrum and is re-
sponsible for other telecommunications-related is-
sues. Frequency allocations within the United States
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are governed by the United States Table of Frequency
Allocations (U.S. Table), which consists of the federal
government Table of Frequency Allocations and the
non-federal government Table of Frequency Alloca-
tions. Within the United States, frequency bands are
allocated for exclusive federal government use, ex-
clusive non-federal government use, and shared fed-
eral government/non-government use. The Federal
Communications Commission publishes a Table of
Frequency Allocations that includes, for reference,
both the U.S Table and the International Table.

Both the ITU and the United States government
have incorporated the concept of primary and sec-
ondary use into their tables of frequency alloca-
tions. Stations of a secondary service are not per-
mitted to cause harmful interference to stations of
primary services to which frequencies are already as-
signed or to which frequencies may be later assigned,
and cannot claim protection from harmful interfer-
ence caused by stations of a primary service but are
entitled to protection from interference caused by
other secondary stations. This primary-secondary
distinction serves to promote more robust use of
the radio spectrum and can permit new services
to be deployed in already-occupied spectrum bands,
while maintaining protections for those services that
have been designated as primary.

Making Allocation Decisions

The characteristics of radio waves vary greatly
throughout the radio spectrum, and the propagation
characteristics of a particular band, along with the
type of services expected to be deployed, will greatly
influence allocation decisions. Efficient spectrum al-
locations take into account these characteristics. Be-
cause the wavelength of a broadcast signal can range
from hundreds of meters to mere millimeters de-
pending on where in the electromagnetic spectrum
the operations are located, the distance a radio sig-
nal can travel, its ability to penetrate buildings, and
its susceptibility to atmospheric conditions can vary
greatly. For example, it is advantageous to allocate
broadcasting services in bands that are less suscepti-
ble to rain fade (the weakening of a radio signal as it
passes through raindrops). Other technical consid-
erations include the ability to control interference,
both within a given service and with other, adjacent
services, as well as apparatus limitations such as an-
tenna size and power requirements. Allocation deci-
sions also involve a number of policy and economic
considerations, including the public need and bene-
fits for the service (both standing alone, and in com-
petition with other services that could be provided
in the spectrum), as well as the amount of spectrum
required to promote efficient use and ensure that the
service can be made economically viable.
Allocations to particular services can often be
found throughout different frequency bands. More-
over, as suggested above, allocated spectrum is usu-
ally further refined by designating it for a particular
service, which involves the adoption of specific ser-
vice and technical rules, and—if the designated ser-
vice is a licensed service—Dby assigning it to entities

who then hold license rights to develop and deploy
systems within the spectrum. As part of this pro-
cess, policymakers typically subdivide a frequency
band into a series of smaller channels, which are
sometimes further divided geographically. For exam-
ple, within the broadband personal communications
service (PCS) in the United States, the “A” block con-
sists of two paired 15-MHz blocks licensed in each
of 51 Major Trading Areas. The choice of a specific
band plan will also take into account a number of
technical factors, such as the separation between
frequencies that is necessary to avoid harmful inter-
ference, the characteristics of the transmitters and
receivers that can be expected to be deployed in the
band, the likely distance between units being used
in the service and receivers operating on an adja-
cent band, and any constraints on transmitter power
and location. Accordingly, the wide variation in the
necessary separation between assigned frequencies
that are adjacent to each other within the radio spec-
trum is due to both the unique characteristics asso-
ciated with each service and the overall propagation
characteristics of that portion of the electromagnetic
spectrum. See BANDWIDTH REQUIREMENTS (COMMU-
NICATIONS); RADIO-WAVE PROPAGATION.

Allocated Services

Specific allocated services include the broadcasting
service, fixed and mobile services, unlicensed ser-
vices, and amateur and personal radio services.

Broadcasting service. A broadcast allocation per-
mits transmissions that are intended for direct re-
ception by the general public, and includes sound,
visual, and other types of transmissions. The com-
mercial AM radio band consists of the frequency
range 535 kHz-1.7 MHz, FM radio operates in the
band 88-108 MHz, and television stations operate on
several frequency bands—54-88 MHz for channels
2-6, 174-220 MHz for channels 7-13 (collectively,
the very high frequency or VHF channels), and 470-
794 MHz for channels 14-69 (the ultrahigh-
frequency or UHF channels). Channels above 70
(794 MHz) are no longer assigned to television.
See AMPLITUDE-MODULATION RADIO; FREQUENCY-
MODULATION RADIO; RADIO BROADCASTING; TELEVI-
SION.

High-frequency (HF) broadcasting, also known as
shortwave broadcasting, is an international service
that operates between 5900 and 26,100 kHz. Its
broadcast signals propagate over very long distances
and thus can be received by the general public in
foreign countries. However, due to these propaga-
tion characteristics, broadcasts in these bands are
subject to interference from HF stations around the
world, and the bands are extremely congested. Use
of these bands is subject to international planning
and coordination, and HF broadcasters are autho-
rized frequencies on a seasonal basis that allows
broadcasters to account for changes in propagation
conditions, altered programming needs, and objec-
tionable interference situations. The 2003 World Ad-
ministrative Radio Conference in Geneva adopted a
transition plan for the HF bands that, among other



things, increases the amount of spectrum allocated
to exclusive HF broadcasting use throughout the
world to 3720 kHz in ten frequency bands after April
1, 2007, and permits broadcasts to use new digital
modulation techniques that result in clearer recep-
tion and more efficient use of the spectrum.

For domestic commercial radio bands in the
United States, the FCC began exploring rules for dig-
ital broadcasting in 2004, and currently permits in-
band on-channel ABOC) broadcasts, which consist
of the transmission of a digital radio broadcast signal
centered on the same frequency as the AM or FM sta-
tion’s present frequency. Digital radio is expected to
provide near-compact disk (CD) quality reception
for stations operating in the FM broadcast band. For
AM stations, IBOC digital radio is expected to pro-
vide reception approximately equal to present-day
analog FM reception.

Within the commercial television bands, jurisdic-
tions have been working to establish a transition plan
to digital broadcasting. Because the public reception
of digital broadcasts will require new or upgraded
tuners, the United States established a complex
mechanism by which broadcasters were required to
commence digital transmissions between 1999 and
2003 (based on the size and classification of the sta-
tion), but in which they were also permitted to con-
tinue analog operations on their existing 6-MHz-wide
channels. Analog transmissions will continue until an
official cut-off, which is scheduled to take effect at
the end of 2006, but which may be extended under
particular circumstances set forth by law, including
for those markets where 15% or more households do
not have access to either digital television equipped
receivers or multichannel video. Ultimately, due
to the efficiency of the digital standard, television
broadcasting will be able to operate ina “core” broad-
cast spectrum consisting of channels 2-51, but will
also be able to greatly enhance the quality of the
video, audio, and supplemental data that are being
broadcast. The reclamation of television spectrum
has been addressed in two proceedings: the “Upper
700 MHz” band (channels 60-69) which comprises
60 MHz, and the “Lower 700 MHz” band (chan-
nels 52-59) which comprises 48 MHz. Within the
Upper 700 MHz band, public safety entities will
receive 24 MHz of the reclaimed spectrum, with
the remaining 36 MHz slated for commercial use
including fixed, mobile, and broadcasting services.
The Lower 700 MHz band, slated to be auctioned
in 2005, is designated for flexible use, and can ac-
commodate fixed, mobile, and broadcast services.
In both of these bands, new licensees will be unable
to deploy fully operations until television operations
cease.

Fixed and mobile services. The fixed service is a
radio communication service between specified
fixed points, whereas a mobile station is intended to
be used while in motion or during halts at unspeci-
fied points. From an allocation standpoint, it is most
common to create a shared fixed and mobile band in
order to promote the most flexible use of the radio
spectrum. The types of fixed and mobile services are
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extensive, and these applications serve many vital
commercial, private, and public safety radio needs.
One example of a fixed service is microwave commu-
nications, which are used mostly for point-to-point
communication and serve as backhaul and backbone
links for commercial wired and wireless networks in
remote or rugged terrain. Mobile services include
popular commercial radio telephone services—
cellular and broadband PCS—as well as private land
mobile radio systems that are used by companies,
local governments, and other organizations to meet
a wide range of communication requirements, in-
cluding coordination of people and materials, impor-
tant safety and security needs, and quick response in
times of emergency. Because public safety services
are provided under fixed and mobile allocations, a
consistent theme in making these allocations has
been to provide sufficient spectrum for public safety
purposes. In 2002, for example, the United States al-
located 50 MHz of spectrum in the 4940-4990 MHz
band (4.9-GHz band) for fixed and mobile services
(except aeronautical mobile service) and designated
the band for use in support of public safety.

One development has been the identification of
significant blocks of spectrum to support advanced
commercial wireless needs. These voice and data ser-
vices are commonly known as 3G (third-generation
mobile) and IMT-2000, for the study that set forth the
characteristics of the advanced services that were
expected, and concluded that at least 160 MHz of
spectrum were needed to be made available in order
to support such applications. These services are ex-
pected to build on the success of existing cellular mo-
bile phones. The 2000 World Administrative Radio
Conference identified three bands that could be used
for such purposes: 806-960 MHz, 1710-1885 MHz,
and 2500-2690 MHz. While the bulk of this spectrum
was intended for terrestrial-based mobile services,
a small portion was also identified for a satellite-
based component. One difficulty in making use of
these bands on a worldwide basis is the fact that
many are already used by jurisdictions for fixed, mo-
bile, and broadcasting operations. For example, the
1920-1980 MHz band—identified for mobile unit
transmissions to base stations and allocated as such
in European jurisdictions—overlaps with the 1930-
1990 MHz broadband PCS base station transmit band
in the United States. The United States has identified
two 45-MHz blocks of spectrum, consisting of the
1710-1755 MHz and 2110-2155 MHz bands, for the
deployment of advanced wireless services, and has
begun the process to set service rules for and award
licenses in the band. Up to 40 additional megahertz
within the 1910-2180 MHz range might also be made
available for such use.

Spectrum in the 70-, 80- and 90-GHz bands, the so-
called millimeter wave bands, has been made avail-
able for new fixed applications, including those that
could provide increased broadband capacity. These
bands had previously been used primarily for radio
astronomy and military applications, and until the
2003 decision authorizing operations in the band,
the United States had only authorized operation of
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radio technology above 50.2 GHz on an experimen-
tal basis and prohibited the marketing of devices that
could be used for either licensed or unlicensed op-
erations above 77 GHz. See MOBILE RADIO.

Unlicensed services. An increasing number of ser-
vices are provided in bands whose allocations permit
unlicensed uses, where there are few regulatory bar-
riers to entry but in which an individual user has
no rights to prevent interference caused by other
users. Traditionally, such industrial, scientific, and
medical equipment (ISM) bands permitted the de-
velopment and deployment of equipment or appli-
ances that were designed to generate and use energy
in the radio-frequency bands but not for communica-
tions purposes. Common consumer ISM appliances
are microwave ovens and ultrasonic jewelry clean-
ers. Other ISM categories include industrial heating
equipment and medical diathermy equipment. An-
other type of unlicensed operation involves the use
of equipment that is specifically designed to radiate
energy for purposes of communication. While this
category has typically been dominated by such de-
vices as cordless phones, garage door openers, tele-
vision remote controls, and toys, recent growth in
the use of this spectrum has been in the area of
wireless communication devices that use a common
platform established by standards-setting bodies but
which can be deployed using off-the-shelf consumer-
marketed equipment. Examples of these standards
include Wi-Fi®, Bluetooth®, and WiMAX.

Wi-Fi. Wi-Fi is short for “wireless fidelity,” and is
the term used to describe wireless local-area net-
works operating on a common set of standards.
Wi-Fi applications generally are used to connect per-
sonal computers and laptops to a network, and can
be used both in private settings (such as a home or
business) and via public wireless “hotspots.” Wi-Fi
is a relatively short-range service, with the best re-
ception taking place within several hundred feet (or
less) of a base station. In addition, the speed of
data transmission decreases the farther one moves
from a base station. Wi-Fi was initially deployed in
the 2.4-GHz band, which is shared with such other
unlicensed devices as cordless phones, and its in-
creasing popularity led to fears that spectrum con-
gestion could stifle its growth. In the United States,
Wi-Fi use has expanded to an additional 300 MHz of
spectrum in the 5-GHz band. Internationally, a major
focus of the 2003 World Administrative Radio Con-
ference was to expand similarly the available bands
for Wi-Fi use, both in order to meet anticipated de-
mand and to simplify the manufacturing of equip-
ment though the establishment of worldwide alloca-
tions. The Conference provided a 5-GHz allocation
that can be used for Wi-Fi, but with the encourage-
ment that regulators restrict its use to the indoors out
of concern for possible interference with existing
services in the 5-GHz range. See WIRELESS FIDELITY
TECHNOLOGY.

Bluetooth. Bluetooth is similar to Wi-Fi in that it is
based on a wireless standard and is designed to op-
erate in the 2.4-GHz band. However, the Bluetooth
standard operates over a much shorter distance, typ-
ically in the range of 30 ft (10 m), and was designed

primarily to use short-range radio links to replace
cables connecting fixed and portable electronic de-
vices. While Bluetooth has been deployed in such de-
vices as the wireless computer mouse and wireless
telephone headset, it can be used across technol-
ogy platforms, and has been incorporated in cellu-
lar phones, personal digital assistants (PDAs), laptop
computers, and even automotive electronics. Addi-
tional wireless standards have been developed and
are in the process of finding both commercial sup-
port and adequate spectrum for deployment.

WiMAX. WiMAX is a relatively new wireless net-
working standard that offers greater range and band-
width than the Wi-Fi standard. For example, WiMAX
can transfer around 70 megabits per second over a
distance of 30 mi (50 km), and a single base station
can serve thousands of users. Although WiMAX is
based on standards that allow for the use of any fre-
quency band between 2 and 11 GHz, it has yet to find
a spectrum “home” that would allow for widespread
deployment and the necessary economies of scale
to produce reasonably priced equipment. Moreover,
based on the prospective bands identified by propo-
nents of the service, WiMAX could operate on either
licensed or unlicensed spectrum, or possibly even
both.

Amateur and personal radio services. The Amateur
Radio Service is a voluntary noncommercial commu-
nication service used by qualified persons of any age
who are interested in radio technique with a per-
sonal aim and without pecuniary interest. The am-
ateur service dates back to the 1900s, and its users
have made numerous contributions to the develop-
ment of radio. The amateur service is also notewor-
thy in its allocations and the wide scope of com-
munications employed by its users. Twenty-seven
small frequency bands throughout the spectrum are
allocated to this service internationally. Some 1300
digital, analog, pulse, and spread-spectrum emis-
sion types may be transmitted. Amateurs throughout
the world communicate with each other directly or
through ad hoc relay systems and amateur satellites,
and use voice, teleprinting, telegraphy, facsimile, and
television to communicate. Although amateur radio
spectrum is often looked upon as a source of ad-
ditional spectrum by those seeking to deploy or
expand commercial and government services, the
amateur community has been quite effective in min-
imizing any encroachment on these bands. The 2003
World Administrative Radio Conference realigned
the allocations near 7 MHz in order to expand the
worldwide 40-m amateur band by 100 kHz. Once
international broadcasters operating in this band re-
locate to other frequencies in 2009, the band will
be allocated exclusively to the amateur service in all
three regions. Also, in 2003 the FCC provided access
to five channels in or near the 5250-5400 kHz band
on a secondary basis for the amateur service, and
upgraded the existing secondary amateur service al-
location to primary status in the 2400-2402 MHz
band. See AMATEUR RADIO.

The personal radio services provide short-range,
low-power radio for personal communications,
radio signaling, and business communications not



provided for in other wireless services. The range
of applications is wide, spanning from varied
one- and two-way voice communications systems to
non-voice data transmission devices used for moni-
toring patients or operating equipment by radio con-
trol. The Citizens Band (CB) Radio is included in
the personal radio services, as is the Family Radio
Service—a popular Citizen Band service with a 1-mi
(1.6-km) range that is well suited for family use in a
neighborhood or during group outings. Additions to
the personal radio services have supported wireless
medical needs. For example, the Wireless Medical
Telemetry Service in the 608-614 MHz, 1395-1400
MHz, and 1427-1432 MHz bands is designed for re-
mote monitoring of patients’ health through radio
technology and transporting the data via a radio link
to a remote location.

Other allocations. Many other important radio ser-
vices have distinct allocations; among the most no-
table are space- and satellite-based services, the mar-
itime services, and aeronautical services. In addition,
important science research takes place within the
radio spectrum, and specific bands have been allo-
cated for the radio astronomy and space research
services. Radionavigation-satellite services, for exam-
ple, include the United States’ Global Positioning Sys-
tem (GPS) and Russia’s Glonass satellite system. The
scope of allocated services is reflected in the 30 dis-
tinct categories of radio service allocations listed in
the U.S Table. International radio telecommunication
conferences have considered such issues as provid-
ing allocations for the mobile satellite service in the
2-GHz band as part of the larger IMT-2000 alloca-
tion for advanced services, finding additional spec-
trum for high-altitude platform stations, and allow-
ing an aeronautical mobile satellite service in the
14-GHz band to permit in-flight access to the Inter-
net. See RADIO ASTRONOMY; SATELLITE NAVIGATION
SYSTEMS.

Trends and Developments

A consistent theme in spectrum allocation is the
quest to meet the demand for more spectrum. Be-
cause technological developments are only able to
expand the range of usable radio spectrum to a small
degree, and the applications that reasonably can be
accommodated in the upper frequency bands are
limited due to the different propagation character-
istics of different radio frequencies, those parties in-
volved in spectrum allocation decisions have had to
employ other means to accommodate increased de-
mand for radio spectrum. The primary tool is the
promotion of increased sharing. Different services
can use the same spectrum if the risk of interfer-
ence is minimal and the uses are compatible or can
be coordinated. However, increased sharing usually
comes at the expense of increased complexity in sys-
tem design and, thus, greater cost.

Perhaps the easiest means of sharing is by way of
geographic separation. Ships and railroads are able
to share maritime frequencies in the VHF band due
to the distance between land-based rail systems and
ocean-going vessels. Geographic separation also per-
mits the reuse of frequencies within a particular ser-
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vice, such as a cellular radio telephone network in
which the same frequencies are reused across multi-
ple cell sites within the license area.

A second way to make more use of spectrum is
through efficient system design. Directional anten-
nas and antenna discrimination permit fixed micro-
wave links to share the same spectrum with satellite
Earth station uplinks, for example. The switch from
analog to digital modulation techniques, along with
improved coding, has served to increase the amount
of information that can be transmitted over a fixed
quantity of bandwidth, which in turn has permit-
ted “refarming” in some bands. Refarming maintains
the same number of existing channels but reduces
the bandwidth occupied by each channel, result-
ing in additional spectrum that can be put to new
uses while permitting existing services to continue
to be provided on the narrower channels, by way
of more efficient broadcasting techniques. In addi-
tion, by employing system protocols such as “listen
before talk” and moving to trunked systems versus
inflexible dedicated frequencies, users can derive
more robust use from a limited amount of spectrum.
See ANTENNA (ELECTROMAGNETISM); DATA COMPRES-
SION; DIRECTIVITY; MODULATION.

A third mechanism is band clearing, where lightly
used spectrum is made available for new services by
moving existing operations to other bands, or even
other modes of communication. The deployment of
broadband PCS involved the relocation of existing
fixed microwave users in order to clear sufficient
spectrum to permit PCS licensees to deploy high-
value mobile phone services in the band. Some of the
legacy microwave users were relocated to other fre-
quency bands where they deployed more modern,
spectrally efficient equipment. Others were able to
meet their communications needs in different ways,
such as by use of fiber-optic cables or subscription
to commercial communications services. However,
growing demand and band congestion makes suc-
cessful band clearing an increasingly difficult and
contentious task.

A notable development in the quest to make more
spectrum available is the deployment of complex
systems that have been made possible by advances
in computer processing. Cellular phone systems—
in which phone calls must be seamlessly handed off
from one cell site to another and the base and mobile
units must constantly monitor and adjust their signals
to maintain a robust connection—would not be pos-
sible without advanced computer applications. Many
of the unlicensed devices are able to make efficient
use of spectrum through such techniques as low-
power-sharing protocols and adaptive technologies.
For example, cognitive radio technologies can en-
able a radio device and its antenna to adapt its spec-
trum use in response to its operating environment,
allowing the radio to identify available spectrum that
is unusable under current conditions and adjust as
conditions change. By contrast, older radios are often
programmed to transmit and receive a limited num-
ber of frequencies, which can be changed only by
physically modifying each radio unit. Mesh networks
allow individual radios to connect with other radios
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to transmit and relay information instead of connect-
ing to a defined base station, offering the potential for
a more robust network and reducing the need for ex-
pensive fixed base sites. Spectrum underlays permit
the beneficial use of frequencies already being used
for traditional high-powered services by adding non-
interfering low-powered operations onto the same
band. Finally, ultrawideband and spread spectrum
applications break away from the traditional view
of fixed and discrete band use and instead permit
the development of applications that use numerous
frequency bands. See SPREAD SPECTRUM COMMUNI-
CATION; ULTRAWIDEBAND (UWB) SYSTEMS.

The technology that permits these new develop-
ments in spectrum use is likely to outpace the politi-
cal considerations inherent in spectrum use decision
making. Incumbent stakeholders have traditionally
been reluctant to share bands that they perceive as
having an exclusive right to use, and many of the
new technologies do not neatly fit the traditional
radio spectrum allocation and licensing models. Nev-
ertheless, because the future of radio spectrum allo-
cation is likely to be driven by these types of tech-
nological innovations, the traditional view that radio
spectrum allocation requires a central policymaker
who must identify specific frequency blocks for
the exclusive use of discrete and narrowly defined
radio services is quickly becoming outmoded. How-
ever, because the radio spectrum continues to be in
high demand and increasing quantities of informa-
tion are being transmitted via radio waves, the core
purposes of radio spectrum allocation—the efficient
use of the radio resource and the prevention of harm-
ful interference—remain vital to the successful and
productive use of this resource. Jamison Prime
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Jr., Federal Spectrum Management: A Guide to the
NTIA Process, NTIA Spec. publ. 91-25, 1992.

|
Radio telescope

An instrument used in astronomical research to
study naturally occurring radio emission from stars,
galaxies, quasars, pulsars, interstellar clouds, and
other astronomical bodies between wavelengths of
about 1 mm (300 GHz) and 10 m (30 MHz). At the
short wavelength end, the performance is limited
by the opacity of the terrestrial atmosphere, and at
the long wavelength end by the opacity of the iono-
sphere.

The performance of a radio telescope is measured
by its sensitivity or ability to measure weak sources
of radio emission, angular resolution or sharpness of
the radio image, and the image quality or ability to
image over a wide range of radio brightness. Radio
telescopes vary widely in design and appearance, de-
pending on the wavelength of operation and astro-
nomical goals, but they are all composed of one or
more antenna elements, each equipped with a radio
receiver.

Because cosmic radio sources are extremely weak,
radio telescopes are usually very large and equipped
with the most sensitive radio receivers available.
Moreover, the weak cosmic signals can be easily
masked by human-made radio interference, and great
effort is taken to protect radio telescopes from lo-
cally generated interference by locating them in re-
mote environments, often surrounded by mountains
to provide shielding from terrestrial radio transmis-
sions. But with the increasing use of satellite radio
transmissions to provide communications, entertain-
ment, and navigation throughout the world, it is in-
creasingly difficult to avoid the effects of radio inter-
ference.

The radio signals that arrive at the Earth from cos-
mic radio sources are as weak as 107! watt. In order
to detect the faint broadband signals generated in in-
terstellar or intergalactic space, radio telescopes are
designed to receive over a very large bandwidth of
hundreds of megahertz, and the data may be aver-
aged for tens of hours or more to reduce the effect
of random noise generated by the radio receiver it-
self. Also, many atoms and molecules found in in-
terstellar space and around some stars radiate only
at discrete frequencies, mostly at short, centime-
ter and millimeter wavelengths. These spectral lines
are studied with radio telescopes able to simultane-
ously observe up to thousands of different narrow-
frequency channels. The most straightforward type
of radio spectrometer employs a large number of fil-
ters, each tuned to a separate frequency and followed
by a separate detector to produce a multichannel,
or multifrequency, receiver. However, it is difficult
to build a receiver with more than a few hundred
frequency channels in this way. Very large multi-
channel receivers convert a single broad-bandwidth
signal into digital form which is then analyzed by the
mathematical process of autocorrelation and Fourier
transformation to produce the radio spectrum.
See ANTENNA (ELECTROMAGNETISM); FOURIER SERIES
AND TRANSFORMS; RADIO RECEIVER.

Filled-aperture radio telescopes. The simplest type
of radio telescope uses a parabolic antenna—the so-
called single-dish or filled-aperture radio telescope—
which operates in the same manner as a television
satellite receiving antenna, to focus the incoming
radiation onto a small antenna element called the
feed, which is connected to the sensitive radio re-
ceiver. The larger the parabolic surface, the more
energy is focused on the feed and the more sensi-
tive the telescope. Cryogenically cooled solid-state
amplifiers with very low internal noise are used to
obtain the best possible receiver sensitivity.



The performance of a radio telescope is limited by
various factors: the accuracy of the reflecting surface
that may depart from the ideal shape because of man-
ufacturing irregularities; the effect of winds; thermal
deformations that cause differential expansion and
contraction; and deflections due to changes in gravi-
tational forces as the antenna is pointed to different
parts of the sky. Departures from a perfect parabolic
surface become important when they are more than
a few percent of the wavelength of operation. Since
small structures can be built with greater precision
than larger ones, radio telescopes designed for op-
eration at millimeter wavelength are typically only a
few tens of meters across, whereas those designed
for operation at centimeter wavelengths range up to
100 m (328 ft) in diameter.

The largest fully steerable filled-aperture radio tele-
scope currently in operation is the 110 by 100 m
(361 ft by 328 ft) antenna (Fig. 1) operated by the Na-
tional Radio Astronomy Observatory in Green Bank,
West Virginia. The moving structure of the Green
Bank telescope weighs 16 million pounds (7.3 mil-
lion kilograms) and is able to point to any direction in
the sky with an accuracy of a few arcseconds. Each of
the 2004 surface panels making up the parabolic sur-
face is held in place by computer-controlled motors
which keep the surface accurate to better than half
a millimeter, allowing performance at wavelengths
less than 1 cm. Green Bank is located in a valley
far from high population densities in the National
Radio Quiet Zone, which offers protection from local
sources of human-made interference. Somewhat
less precise 100-m, 76-m, and 64-m diameter (328,
249, 210 ft) antennas are operated by the Max-
Planck-Institut fiir Radioastronomie near Effelsberg,
Germany, the Jodrell Bank Observatory near Man-
chester, UK, and the CSIRO Australia Telescope
National Facility near Parkes, NSW, respectively.

The largest filled-aperture radio telescope in the
world is the 305-m (1000-ft) fixed spherical reflector
operated by Cornell University near Arecibo, Puerto
Rico (Fig. 2). Although the Arecibo antenna has an
enormous collecting area, it can be used only over a
limited angle of about 20° from the zenith. The Rus-
sian RATAN-600 telescope, located near Zelenchuk-
skaya in the Caucasus Mountains, has 895 reflecting
panels, each 7.4 m (24 ft) high, arranged in a ring
576 m (1890 ft) in diameter. Using long parabolic
cylinders, standing reflectors, or simple dipole ele-
ments, researchers in Australia, France, India, Italy,
Russia, and Ukraine have also built antennas with
very large collecting areas, but operating at relatively
long meter wavelengths where the required preci-
sion is less demanding. Several smaller, more precise
radio telescopes used at millimeter wavelength are
located on mountains, where clear skies and high
altitudes minimize absorption and distortion of the
incoming signals by the terrestrial atmosphere. A 45-
m-diameter (148 ft) radio telescope near Nobeyama,
Japan, is used for observations at wavelengths as
short as a few millimeters. The French-German In-
stitut de Radio Astronomie Millimétrique (IRAM) in
Grenoble, France, operates a 30-m (98-ft) antenna
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Fig. 1. The 110 by 100 m (361 by 328 ft) fully steerable radio telescope in Green Bank,

West Virginia. (NRAO/AUI/NSF)

at an altitude of 2850 m (9350 ft) on Pico Veleta in
the Spanish Sierra Nevada for observations at wave-
lengths as short as 1 mm. The 15-m (50-ft) James
Clerk Maxwell Telescope located near the summit
of Mauna Kea, Hawaii, at elevations above 4000 m
(13,100 ft), operates at wavelengths below 1 mm.
See SUBMILLIMETER ASTRONOMY.

Interferometry and aperture synthesis. The angular
resolution, or ability of a radio telescope to distin-
guish fine detail in the sky, depends on the wave-
length of observations divided by the size of the in-
strument. But even the largest antennas when used at
their shortest operating wavelength have an angular

Fig. 2. The 1000-ft (305-m) NAIC fixed spherical dish near Arecibo, Puerto Rico.

(NAIC/NSF-Arecibo Observatory)
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Fig. 3. NRAO 27-element Very Large Array near Socorro, New Mexico, in its most compact configuration. (NRAO/AUI/NSF)

resolution only a little better than 1 arcminute, which
is comparable to that of the unaided human eye at op-
tical wavelengths. Because radio telescopes operate
at much longer wavelengths than optical telescopes,
they must be much larger than optical telescopes to
achieve the same angular resolution. Fortunately at
radio wavelengths, the distortions introduced by the
atmosphere are less important than at optical wave-
lengths, and so the theoretical angular resolution of
a radio telescope can be achieved in practice, even
for the largest dimensions.

The high angular resolution of radio telescopes is
achieved by using the principles of interferometry
to synthesize a very large effective aperture from a
number of small elements. In a simple two-element
radio interferometer, the signals from an unresolved,
or point, source alternately arrive in phase and out
of phase as the Earth rotates and cause a change in
the difference in path from the radio source to the
two elements of the interferometer. This produces
interference fringes in a manner similar to that in an
optical interferometer. If the radio source has finite
angular size, the difference in path length to the ele-
ments of the interferometer varies across the source.
The measured interference fringes from each inter-
ferometer pair thus depend on the detailed nature of
the radio “brightness” distribution in the sky.

Each interferometer pair measures one Fourier
component of the brightness distribution of the
radio source. By using multiple antenna elements
with a variety of separations and taking advantage
of the rotation of the earth, radio arrays can sam-
ple a sufficient number of Fourier components to
synthesize the effect of a large aperture and thereby
reconstruct high-resolution images of the radio sky.
Because radio signals can be divided and distributed
over large distances without distortion, it is possi-
ble to build radio telescope systems of essentially
unlimited dimensions. Although the laborious com-
putational task of doing Fourier transforms to obtain
images from the large amount of interferometer data

was once formidable, these tasks are now easily ac-
complished by powerful PCs.

The most powerful radio array of this type is the
Very Large Array (VLA) located on the Plains of
San Agustin near Socorro, in central New Mexico
(Fig. 3). The VLA consists of 27 parabolic antennas,
each measuring 25 m (82 ft) in diameter. The total
collecting area is equivalent to that of a single 130-m
(426-ft) antenna. However the angular resolution is
equivalent to that of a single antenna 35 km (22 mi)
in diameter. Each element of the VLA can be moved
along a Y-shaped railroad track; thus, it is possible
to change the length of the arms between 600 m
(2000 ft) and 21 km (13 mi) to vary the field-of-view
and the resolution much like a photographic zoom
lens. When used at short, centimeter wavelengths in
the largest antenna configuration, the angular resolu-
tion of the VLA is better than one-tenth of an arcsec-
ond, or about the same as that of the Hubble Space
Telescope at optical wavelengths. The VLA is oper-
ated by the U.S. National Radio Astronomy Observa-
tory and is used by nearly 1000 astronomers each
year for a wide variety of research programs.

In conventional interferometers and arrays, coax-
ial cable, waveguide, or fiber-optic links are used
to distribute a common reference signal to each an-
tenna and also to return the received signal from an
individual antenna to a central laboratory where it is
correlated with the signals from other antennas. In
cases in which antennas are spaced more than a few
tens of kilometers apart, however, it becomes pro-
hibitively expensive to employ real physical links to
distribute the signals. Very high frequency (VHF) or
ultrahigh frequency (UHF) radio links can be used,
but the need for a large number of repeater stations
makes this impractical for spacings greater than a
few hundred kilometers. The Multi-Element Radio-
Linked Interferometer Network (MERLIN), operated
by the Nuffield Radio Astronomy Laboratories at
Jodrell Bank in the UK, uses microwave radio links to
connect seven antennas separated by up to 200 km



Fig. 4. Artist’s conception of the 10-element Very Long
Baseline Array. Signals from each of the 10 antennas are
independently recorded on magnetic tape or disks which
are then sent to the array headquarters in Socorro, for
processing to form radio images with an angular resolution
better than 0.001 arcseconds HST. (VRAO/AUI/NSF)

(124 mi) in the southern part of England. It is used
primarily to study compact radio sources associated
with quasars, active galactic nuclei (AGN), and cos-
mic masers with a resolution of a few hundredths of
an arcsecond.

Interferometer systems of essentially unlimited el-
ement separation can be formed by using the tech-
nique of very long baseline interferometry, or VLBI.
In a VLBI system the signals received at each element
are recorded by broad-bandwidth tape recorders or
large-capacity computer disks. The recorded tapes
or disks are then transported to a common location
where they are replayed and the signals combined
to form interference fringes. A single magnetic tape
capable of recording for several hours can contain
10'2 bits of information, which is roughly equiva-
lent to storing the entire contents of a modest-sized
library.

The Very Long Baseline Array (VLBA) consists of
ten 25-m (82-ft) dishes spread across the United
States from the Virgin Islands to Hawaii Fig. 4. The
VLBA operates at wavelengths from 3 mm to 1 m
and is used to study quasars, galactic nuclei, cosmic
masers, pulsars, and radio stars with a resolution as
good as 0.0001 arcsecond, or more than 100 times
better than that of the Hubble Space Telescope. Data
tapes or computer disks from the ten individual an-
tenna elements of the VLBA are shipped to a special
processing center in New Mexico where they are
replayed and the signals analyzed to form images.
Precise timing between the elements is maintained
by a hydrogen maser atomic clock located at each
antenna site.

In 1997, Japanese radio astronomers working at
the Institute for Space Science near Tokyo launched
an 8-m (26-ft) dish, known as VSOP, in Earth orbit.
Working with the VLBA and other ground-based
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radio telescopes, VSOP gave interferometer base-
lines up to 20,000 km (12,400 mi). Russian radio as-
tronomers plan a similar space VLBI mission
with baselines extending more than 100,000 km
(62,000 mi) from the Earth.

Interferometers and arrays are also used at millime-
ter and submillimeter wavelengths to study the for-
mation of stars and galaxies with resolution better
than can be obtained with simple filled-aperture an-
tennas. The operation of arrays at millimeter and sub-
millimeter wavelengths is very difficult and requires
siting the instrument at very high and dry locations
to minimize the phase distortions of signals as they
propagate through the terrestrial atmosphere. Mil-
limeter interferometers and arrays are found at the
IRAM Plateau de Bure facility in France, the Japanese
Nobeyama Observatory, and near the Owens Valley
in California. The Harvard-Smithsonian Center for As-
trophysics in collaboration with the Academia Sinica
of Taiwan operates the eight-element Submillime-
ter Array (SMA) near the summit of Mauna Kea at
an elevation of 4080 m (13,385 ft). The SMA is de-
signed to work at wavelengths as short as 0.3 mm. A
major new international facility under construction
in the Atacama Desert in northern Chile at an eleva-
tion of more than 5000 m (16,400 ft) is expected to
be completed by 2012 and will consist of more than
fifty 12-m (39-ft) dishes also operating at wavelengths
as short as 0.3 mm. See ASTRONOMICAL OBSERVA-
TORY; RADIO ASTRONOMY. Kenneth Kellermann

Bibliography. B. E Burke and E Graham Smith,
An Introduction to Radio Astronomy, Cambridge
University Press, 2d ed., 2002; J. D. Kraus, Radio
Astronomy, 2d ed., Cygnus-Quasar Books, 1986;
K. Rohlfs and T. Wilson, Tools of Radio Astronomy,
4th ed., Springer, 2003; G. L. Verschuur, The In-
visible Universe Revealed: The Story of Radio As-
tronomy, Springer, 1986; G. L. Verschuur and K. L.
Kellermann, Galactic and Extragalactic Radio As-
tronomy, Springer, 1991.
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Radio transmitter

A generator of radio-frequency (rf) signals for wire-
less communication over some distance, which can
vary from the short ranges within a building to inter-
continental distances. Most applications utilize sig-
nals from very low frequencies (VLF) to extremely
high frequencies (EHF); some applications require
frequencies as low as 45 Hz or as high as 100 GHz.
The radio-frequency output power varies from a frac-
tion of a watt in emergency beacons and portable
equipment to several megawatts in long-range, low-
frequency transmitters. See RADIO SPECTRUM ALLO-
CATIONS.

The architecture (organization) of a radio transmit-
ter is determined by the type of signal it is intended
to produce. The four basic architectures are those
used for continuous-wave, frequency-modulation,
amplitude-modulation, and single-sideband signals.
Transmitters for some applications (for example,
television) use a combination of these architectures
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Fig. 1. Basic continuous-wave (CW) transmitter.

(for example, frequency modulation for sound and
single sideband for video), while others (for exam-
ple, Loran C) use unique architectures. Alternative ar-
chitectures such as envelope elimination and restora-
tion or outphasing can be used to improve efficiency.
See ELECTRICAL COMMUNICATIONS; MODULATION.

Continuous-wave (CW) transmitter. The most basic
type of radio transmitter produces only a continuous-
wave signal. Such transmitters are often switched
on and off (keyed) to produce telegraph signals. See
TELEGRAPHY.

CW architecture. The block diagram of a simple
continuous-wave transmitter is shown in Fig. 1. The
oscillator G1 produces a low-power signal, which
is boosted to the final output power by a series of
progressively larger power amplifiers. The optional
inclusion of a frequency multiplier improves sta-
bility by allowing the frequencies of the oscillator
and high-power amplifiers to be different. See FRE-
QUENCY MULTIPLIER; OSCILLATOR; POWER AMPLIFIER.

The architecture shown in Fig. 2 includes both fre-
quency translation and power splitting, which makes
it more suitable for generating high-power signals at
various frequencies. While at a relatively low level,
the signal is translated by a mixer to the desired
output frequency. After amplification by a chain of
power amplifiers, it is split into two parts to drive
two final power amplifiers whose outputs are com-
bined to produce the transmitter output. See MIXER.

Typically, each stage of amplification increases the
signal amplitude by 10-20 decibels. Since the signal
has a constant amplitude, class C power amplifiers
are generally used to provide good efficiency in dc-
to-radio-frequency power conversion. For higher ef-
ficiency, power amplifiers of classes D, E, or F can be
used. See AMPLIFIER.

mixer

8 MHz, 14 MHz,
8 MHz 10 mW 5mw 0.5W

Since the applications for continuous-wave trans-
mitters generally require operation over only a small
bandwidth, tuned matching networks are generally
employed. These networks provide the final power
amplifier with the load impedance required to pro-
duce the desired power output, given the available
power supply voltage. See IMPEDANCE MATCHING.

Keying. Keying for telegraphy is generally produced
by an analog switch inserted between two low-level
stages. Alternatively, the bias points of one or more
power amplifiers can be shifted to put their transis-
tors into a cut-off condition. A shaping filter is often
employed to produce the desired pulse shape.

Frequency-modulation (FM) transmitter. Analog fre-
quency modulation is widely used for voice
communication, high-quality audio broadcasting,
and television audio. Frequency-shift keying (FSK)
and phase-shift keying (PSK) are widely used for
transmission of digital data via radio-frequency
signals. See FREQUENCY MODULATION; FREQUENCY-
MODULATION RADIO; MOBILE RADIO; RADIO BROAD-
CASTING; TELEVISION.

FM architecture. Frequency-modulated and phase-
modulated (PM) signals have constant amplitudes
and are therefore produced by transmitters with ar-
chitectures similar to those of the continuous-wave
transmitter (Figs. 1 and fig. 2). The principal change
is the replacement of oscillator G1 by a frequency
or phase modulator. In frequency-modulation trans-
mitters, the frequency multiplier increases the fre-
quency deviation as well as the carrier frequency of
the frequency-modulated signal. See PHASE MODULA-
TION.

Frequency modulators. In communication applica-
tions, the frequency modulator is typically a voltage-
controlled crystal oscillator (VCXO) in which the

rf power amplifier

5SW 100w

10w 14 MHz

G- TP

Gl G2, rf drivers

22.0-22.5 MHz

—
S5W 100w

rf power amplifier

Fig. 2. Continuous-wave (CW) transmitter with frequency conversion and power splitting.



capacitance of a varactor diode is used to vary slightly
the frequency of a crystal oscillator. Other applica-
tions employ various types of modulators, includ-
ing phase-shift, phase-locked-loop, comparator, and
Armstrong. See FREQUENCY MODULATOR.

Frequency-shift-keying signals are generally pro-
duced by selecting the output of one of two os-
cillators according to the current data bit. Binary
phase-shift keying is typically produced by using a
double-balanced mixer to invert the polarity of the
carrier. Other forms of phase-shift keying generally
employ digital generation (and selection) of the sev-
eral phases.

Amplitude-modulation transmitter. Full-carrier am-
plitude modulation is used in medium-frequency
(MF) broadcasting, high-frequency (HF) interna-
tional broadcasting, citizen-band communication,
aircraft communication, and nondirectional naviga-
tion beacons. See AMPLITUDE MODULATION; ELEC-
TRONIC NAVIGATION SYSTEMS.

AM architecture. Most modern full-carrier amplitude-
modulation transmitters produce the output signal
by amplitude modulation of the final radio-frequency
power amplifier. Generally, the modulation is
accomplished by varying the supply voltage of the
radio-frequency power amplifier with a high-power
radio-frequency amplifier. Since the radio-frequency
carrier has constant amplitude until the final power
amplifier, the architecture of the radio-frequency
chain (Fig. 3) is similar to that of a continuous-wave
or frequency-modulation transmitter. See AUDIO
AMPLIFIER.

Amplitude modulators. Class B audio-frequency power
amplifiers are sometimes used in low-power trans-
mitters. However, modern high-power transmitters
use either a class S audio-frequency power ampli-
fier or pulse-step modulation for high efficiency. The
input to the audio-frequency power amplifier is a
sum of audio-frequency components (sound) and dc
(carrier level).

Grid-bias modulation is sometimes employed in in-
expensive, low-power amplitude-modulation trans-
mitters. In this technique, the audio-frequency signal
and a bias voltage are fed to the gate of a final class C

audio
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radio-frequency power amplifier that uses field-effect
transistors (FETs). The variation of bias causes varia-
tion of the conduction angle, hence variation of the
amplitude of the output. While this method is not as
linear as series modulation, it eliminates the need for
a high-power audio amplifier.

Transformer coupling of high-power audio sig-
nals into the supply voltage of the final radio-
frequency power amplifier was often employed in
older transmitters. However, this technique is now
little used because of the size and weight of the
transformer. It is, of course, possible to produce
full-carrier amplitude-modulated signals with linear
radio-frequency power amplifiers, as in the single-
sideband transmitter, discussed below. See AMPLI-
TUDE MODULATOR.

Single-sideband (SSB) transmitter. Single-sideband
amplitude modulation is widely used for high-
frequency voice communications, including military,
marine, aeronautical, diplomatic, and amateur. It
also finds use (as amplitude-compandored single-
sideband, or ACSB) at very high frequencies (VHF)
and ultrahigh frequencies (UHF).

Although single sideband is technically a form of
amplitude modulation, the single-sideband signal it-
self has variations of both amplitude and phase. Sig-
nals such as multitone, independent sideband (ISB),
and vestigial sideband (VSB), used for video, also pos-
sess such characteristics. Consequently, these signals
are traditionally amplified by a chain of linear radio-
frequency power amplifiers operating in class B. See
SINGLE SIDEBAND.

SSB architecture. The architecture of a modern,
broad-band single-sideband transmitter is shown in
Fig. 4. The low-level output of the single-sideband
modulator is first shifted by the local oscillator G2 to
an intermediate frequency (i-f) that is at least twice
the highest output frequency. The intermediate-
frequency signal is then shifted downward to the
desired output frequency by the variable-frequency
oscillator (VFO) G3. The mixer output is low-pass-
filtered and then amplified to the desired power. See
ELECTRIC FILTER.

This high-side-mixing architecture creates only

modulator
(audio-frequency power amplifier)

frequency ©

mixer

—~—
o
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Fig. 3. Amplitude-modulation (AM) transmitter.
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Fig. 4. Single-sideband (SSB) transmitter.

modest demands on the synthesizer used to imple-
ment the variable-frequency oscillator G3. Further,
no first-order products in the final mixer output fall
within the output band. Consequently, the entire
chain of radio-frequency power amplifiers is untuned
and can amplify signals without adjustment for any
frequency in the intended range of operation. It is
necessary only to switch-select an appropriate out-
put filter to ensure adequate suppression of harmon-
ics. Such filters are generally based upon elliptic de-
signs, and each covers approximately 1.5 octaves of
frequency.

Older single-sideband transmitters designed for
operation on only a limited number of frequency
bands (for example, amateur) typically vary the fre-
quency of oscillator G1 for tuning within a given
band and select one of several different frequencies
for oscillator G2 to produce an output in the desired
band. In such transmitters, each stage of amplifica-
tion is generally tuned to the current band of opera-
tion.

Direct-conversion architecture is used in some
single-sideband transmitters. Such transmitters are
analogous to high-power phasing-type single-
sideband modulators. While this approach offers
some simplicity, a very high degree of amplitude and
phase matching is required to achieve good rejection
of the unwanted sideband.

SSB modulators. The traditional method for generat-
ing high-quality single-sideband signals first provides
a double-sideband/suppressed-carrier amplitude-
modulation (DSB/SC-AM) signal in a double-balanced
mixer. The unwanted sideband is then removed by
a mechanical or crystal filter.

Single-sideband signals can also be generated by
the phasing technique. The audio signal is applied
to an all-pass filter, which produces two outputs that
differ in phase by 90°. The two audio-frequency sig-
nals then modulate two radio-frequency carriers that
differ in phase by 90°. The addition or subtraction of
the two double-sideband/suppressed-carrier outputs
cancels the unwanted sideband.

The Weaver (third-method) single-sideband mod-
ulator is sometimes used, especially when the fil-
tering and modulation processes are accomplished
digitally. This technique eliminates the need for

low-pass filter
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audio-frequency all-pass filters by modulating the
input audio signal onto two midband carriers (for
example, 1.6 kHz) that are in phase quadrature. The
outputs of these mixers are then low-pass-filtered
(for example, at 1.5 kHz) to remove the carrier and
unwanted sideband. The two low-pass-filtered sig-
nals modulate in-phase and phase-quadrature car-
riers. The outputs of these two mixers are then
summed to produce the described sideband, as in
the phasing method.

Techniques for high efficiency. High-efficiency
transmitters are based upon a combination of high-
efficiency radio-frequency power amplifiers, modu-
lation techniques, and high-efficiency modulators.
These techniques not only increase the efficiency
when the output is near the peak output power but
also keep it relatively constant at all signal levels. Con-
sequently, the average efficiency can be several times
that of a conventional power amplifier for signals
with large peak-to-average ratios, such as speech and
multiple tones. The increased efficiency reduces the
power costs for broadcast transmitters and reduces
size, weight, and power supply requirements for por-
table, remote-relay, and satellite-borne transmitters.

Power amplifiers. Conventional power amplifiers
(classes A, B, and C) use their active devices (tubes,
bipolar junction transistors, or field-effect transis-
tors) as variable resistors and therefore inherently
dissipate a portion of the dc input power as heat.
High-efficiency power amplifiers (classes D, E, E
and S) use their active devices as switches or em-
ploy wave-shaping circuits, allowing more of the dc
input power to be converted into radio-frequency
output. See WAVE-SHAPING CIRCUITS.

A class D power amplifier employs a pair of tran-
sistors driven to act as a switch. An output filter al-
lows only the fundamentalfrequency component of
the resultant square wave to reach the load. The ef-
ficiency is ideally 100% and does not inherently de-
crease with mismatched loads. Class D power ampli-
fiers are now practical through high frequencies and
the lower range of very high frequencies at power
levels of 1 kW or more.

A class E power amplifier employs a single tran-
sistor driven to act as a switch. The output filter is
selected so that it brings the drain voltage to zero at
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Fig. 5. Envelope-elimination-and-restoration (EER) transmitter.

the instant the transistor is switched on. The power
losses due to charging the drain capacitance are
eliminated, and the efficiency is ideally 100%. As a
result, class E power amplifiers are attractive at very
high frequencies and ultrahigh frequencies.

A class F power amplifier employs a single
transistor and a multiple-resonator output circuit,
preferably implemented from transmission lines.
The multiple resonances facilitate the formation of
approximate square waves, thus reducing the dissi-
pation of the amplifier. Class F power amplifiers can
be implemented at ultrahigh frequencies and micro-
wave frequencies where switching-mode operation
of the transistors is not possible.

High-efficiency modulators. Both class S amplification
and pulse-step modulation (PSM) are currently in use
for high-efficiency modulation. Both ideally achieve
100% efficiency.

Class S modulators are based upon pulse-width
modulation PWM) with a switching frequency sev-
eral times the highest output frequency. The pulse-
width-modulated signal is boosted to the desired
power level by switching amplifiers, after which the
desired audio output is obtained by a low-pass filter.
See PULSE MODULATION.

A pulse-step modulator is basically a high-power
digital-to-analog converter that selects the one power
supply voltage of several (8-12) that is closest to the
desired modulating voltage at any given time. See
DIGITAL-TO-ANALOG CONVERTER.

Envelope elimination and restoration. Any narrow-band
signal can be regarded as having simultaneous
amplitude (envelope) and phase modulation. The
envelope-elimination-and-restoration (EER) tech-
nique uses this principle to facilitate high-efficiency
linear radio-frequency amplification.

An EER system (Fig. 5) first detects the envelope
and hard-limits the carrier. The hard-limited carrier
is a phase-modulated signal suitable for amplification
by efficient but nonlinear radio-frequency power am-
plifiers (for example, classes C, D, E, and F). The en-
velope consists of audio-frequency and dc compo-
nents and is therefore amplified efficiently by a class

high-efficiency
rf power-amplifier chain

S modulator or power supply modulator. Amplitude
modulation of the final radio-frequency power am-
plifier restores the envelope, producing the desired
high-power single-sideband signal.

In some applications (for example, AM stereo), the
envelope and phase can be produced easily by digital
signal processing, thus simplifying the EER system.
See STEREOPHONIC RADIO TRANSMISSION.

Other techniques. Digital power addition is used to
produce amplitude-modulated signals at low fre-
quencies (If) and medium frequencies. Power am-
plifiers of various outputs are connected in series
and toggled on or off to produce the desired instan-
taneous output voltage.

In outphasing, the outputs of two power am-
plifiers are combined. However, the power ampli-
fiers are driven with signals of different phases.
The phase difference is varied dynamically so that
the vector sum of the two outputs has the desired
amplitude.

The Doherty technique combines the outputs of
two power amplifiers via a quarter-wavelength line.
At intermediate signal levels, one power amplifier
operates near its peak output power and is therefore
at its maximum efficiency. The second power ampli-
fier is used to produce peak system output power.

Transmitters for the pulsed-continuous-wave sig-
nal used in Loran C radio navigation use a half-
cycle technique. Sequential discharge of several
inductance-capacitance (L-C) networks into the an-
tenna efficiently produces the desired high-power
signal. See LORAN; RADIO. Frederick H. Raab
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Radio-wave propagation

The means by which radio signals are transported
through space from a transmitting antenna to a re-
ceiving antenna. Radio signals are electromagnetic
waves which travel with the velocity of light and can
be reflected, refracted, diffracted, scattered, and ab-
sorbed. Unlike visible light, radio frequencies cover
many octaves, from about 10 kHz to 60,000 MHz
(wavelengths from 30,000 m to 0.5 cm). Since fre-
quency is an important parameter, radio propagation
characteristics vary over a wide range. At the higher
radio frequencies the similarity with visible light is
evident. At the lower frequencies the radio waves
follow the surface of the Earth by a mechanism that
in geometrical optics is unimportant and relatively
unknown.

The power radiated from a transmitting antenna is
ordinarily spread over a relatively wide area. As a re-
sult, the power available at most receiving antennas
is only a very small fraction (10~® to 10~'¢ or less) of
the radiated power. The principal function of radio-
wave propagation analysis is to make possible esti-
mation of the expected received power in order to
predict the usefulness of a radio signal at any location
remote from the transmitter. For a discussion of an-
tenna radiation see ANTENNA (ELECTROMAGNETISM);
ELECTROMAGNETIC RADIATION.

Typical distances that can be achieved with usual
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types of equipment are shown in Fig. 1. The fre-
quencies around 20 kHz can be received reliably at
distances of thousands of miles but are limited to
telegraph-type signals and require very large trans-
mitting antennas. Higher frequencies are needed
for voice, and still higher frequencies for television
transmission. As the frequency increases, the trans-
mission range tends to decrease. Frequencies above
100 MHz can transmit wideband signals, but they are
limited to approximately line-of-sight distances with
the usual type of equipment. However, distances of
200 mi (320 km) or more are possible by the use of
high power and large antennas to provide narrow
“searchlight” beams.

Reflections from the ionosphere (ionized layers
50-250 mi or 80-400 km above the Earth’s surface)
provide a useful but variable long-distance service
at frequencies less than about 30 MHz. These reflec-
tions account for the long-range broadcast coverage
at night and for the shortwave intercontinental com-
munication. See IONOSPHERE.

The principal components of the received radio
signal are shown symbolically in Fig. 2. The vector
sum of the direct, reflected, and surface waves has
been called the space wave, ground wave, or tro-
pospheric transmission to differentiate it from the
ionospheric reflections. The ionospheric and sur-
face waves are the principal components at frequen-
cies below 10-30 MHz. The direct and reflected rays
are the principal factors at frequencies above 30-
50 MHz. Although the ionospheric, direct, and
ground-reflected waves can be easily visualized as
rays, the surface wave is more difficult to understand;
it originates at the air-Earth boundary because the
Earth is not a perfect reflector.

Line-of-sight transmission. This is the first and sim-
plest concept in radio-wave propagation. Radio trans-
mission in free space results in a decrease in energy
per unit area in accordance with the inverse-square
law. The ratio of the transmitter power to the
received power is called the radio transmission loss;



for nondirectional antennas in free space it is Py/Po =
(4 d/))?, where the distance d and wavelength A are
expressed in the same units. Here Py is the transmit-
ted power, and Py is the power received under free-
space conditions. The wavelength 1 = c¢/f, where ¢
is the velocity of light, and f’is the frequency in hertz
(cycles per second). See INVERSE-SQUARE LAW.

Ground effects. The presence of the ground may
affect the antenna impedance and efficiency, and
reflections from the ground tend to interfere with
the free-space wave. The received power near the
ground is ordinarily less than would be expected
in free space. At frequencies in the amplitude-
modulation (AM) broadcast band and lower, trans-
mission to moderate distances is primarily by the
surface wave because the direct and reflected waves
tend to cancel. For the surface wave the received
power Py is less than the free-space value by the frac-
tion shown as relation (1). The factor K is greater for
12 ~ ‘ K& [¢))
P, d

vertical polarization of the waves than for horizon-
tal polarization and is greater for vertically polarized
waves over seawater than for transmission over dry
land.

At frequencies in the television band and higher,
both the transmitting antenna and the receiving
antenna are usually several wavelengths above the
ground. In this case the surface wave and its de-
pendence on polarization becomes less important
than the direct and reflected waves. Reflections from
the ground may either cancel or reinforce the direct
wave, and the power Py received over flat ground is
given approximately by Eq. (2). Here b, and b, are
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the antenna heights in the same units as the wave-
length and distance.

At still higher frequencies, that is, in the micro-
wave region, irregularities in the surface of the Earth
are frequently large compared to wavelength, and
the magnitude of the reflection coefficient becomes
substantially less than unity. See REFLECTION AND
TRANSMISSION COEFFICIENTS.

As the reflected wave is weakened, radio propa-
gation approaches free-space transmission, as long
as there is adequate clearance over all intervening
obstacles. In free-space transmission between two
directive antennas the received power is related to
the transmitted power by Eq. (3). Here Ayand A are
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the effective aperture areas of the transmitting and re-
ceiving antennas, respectively, measured in the same
units as the wavelength and distance.

Fading. Variations in signal level with time are
caused by changing atmospheric conditions. The

Radio-wave propagation

severity of the fading usually increases as either the
frequency or path length increases. The path of a
radio wave is not a straight line, except for the ideal
case of a uniform atmosphere. The transmission path
may be refracted down or up, depending on atmo-
spheric conditions. This bending may either increase
or decrease the effective path clearance, and unfavor-
able (upward) bending may have the effect of trans-
forming a line-of-sight path into an obstructed one.
This type of fading may last for several hours at a
time. The frequency of its occurrence and its depth
can be reduced by increasing the path clearance,
particularly in the middle of the path.

Most of the fading that occurs on “rough” paths
with adequate clearance is the result of interference
between two or more rays traveling slightly different
routes in the atmosphere. This fast multipath type of
fading is relatively independent of path clearance.

Most fading is a temporary diversion of energy to
some direction other than the intended location, but
absorption effects are important in the microwave
region. At frequencies above 5000-10,000 MHz
the presence of rain, snow, or fog introduces an
absorption in the atmosphere that depends upon
the amount of moisture, the particle size, and
the frequency. At frequencies higher than 15,000-
20,000 MHz the additional attenuation caused by
heavy rain tends to limit the path length to only a
few miles, if high reliability is required. In addition
to the effect of rain, some selective absorption may
result from the oxygen and water vapor in the atmo-
sphere. The first absorption peak due to water vapor
occurs at about 23,000 MHz, and the first absorption
peak for oxygen occurs at about 60,000 MHz. See AB-
SORPTION OF ELECTROMAGNETIC RADIATION.

Radar transmission. The received radar echo is
very weak because only a small part of the trans-
mitted energy reaches the target, and only a small
fraction of the energy reflected from the target is
returned to the radar receiver. The transmission
loss under free-space conditions is given by Eq. (4),
where A’ and A7 pertain to the reflecting properties
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of the target. When accurate information on the tar-
get characteristics is unavailable, it is usually assumed
that A’ is the geometrical cross section of the target
and that A’y = A%/4m (uniform radiation in all direc-
tions).

Outer-space vehicles. Radio transmission to Earth
satellites and other outer-space vehicles is an ex-
tension of line-of-sight transmission to long-distance,
free-space conditions. Each tenfold increase in dis-
tance requires a hundredfold increase in transmitter
power, when the antenna size and other parameters
remain constant. The assigned frequency needs to
be high enough to penetrate the ionosphere and
to provide adequate directivity and bandwidth; an
upper limit is set by the limitations of rain attenua-
tion and atmospheric absorption. See SPACE COMMU-
NICATIONS.
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Passive satellites, such as Echo 1 or Echo 2, are
like radar targets or mirrors in that the transmitted
signal is reflected but not amplified. The resulting
weak echo limits their information capacity to much
less than is possible with active satellites.

Active satellites, such as the Intelsat and Molniya
communication satellites or the lunar and interplan-
etary probes, contain radio receivers and radio trans-
mitters with the necessary power supply on board.
Since the transmission loss before amplification per-
tains to a one-way rather than a round-trip path, the
resulting signal is strong enough either to carry more
information or to go farther than is possible with a
passive satellite. See COMMUNICATIONS SATELLITE.

Propagation beyond optical horizon. Radio transmis-
sion beyond the line of sight can be achieved by three
principal methods: refraction, diffraction, and reflec-
tion. When these effects are intermixed and cannot
be separated easily, the energy is said to be scattered.

Refraction. The dielectric constant of the atmo-
sphere normally decreases gradually with increasing
altitude. The result is that on the average the radio
ray is bent or refracted toward the Earth so that the
distance to the radio horizon is slightly greater than
to the optical horizon. The amount of refraction is
variable, and exceptionally long-range transmission
may occur occasionally. The corresponding pheno-
menon in optics makes it possible to see lights or
other objects that are normally below the horizon.
Conversely, when the radio energy is bent away from
the Earth (upward bending), the transmission loss is
increased. See REFRACTION OF WAVES.

Diffraction. Radio waves are also transmitted around
the Earth by the phenomenon of diffraction. When
light waves are partially blocked by an obstacle, the
transition from light to dark at the edge of a shadow
is gradual rather than infinitely sharp. The amount of
energy diffracted around an obstruction decreases
as the frequency is increased. Typical obstructions
include hills, trees, and buildings, as well as the cur-
vature of the Earth. See DIFFRACTION.

Reflection and scatter. Most of the experimental data
at points far beyond the horizon are intermediate
between the values expected for diffraction over a
smooth sphere and for diffraction over a ridgelike ob-
struction. Various theories have been advanced to ex-
plain these effects. The explanation most commonly
accepted is that energy is reflected or scattered
from atmospheric layers and turbulent air masses.
At points far beyond the horizon the median re-
ceived power, relative to free-space transmission, de-
creases as the first power of the frequency and as the
fifth or sixth power of distance. Beyond 300-400 mi
(480-640 km) the decrease in signal changes grad-
ually from a power law to an exponential decrease
of about e %924 where d is measured in miles. Al-
though useful signals can be obtained at distances
of 200 mi (320 km) or more at all frequencies up to
the 5000-10,000-MHz limit set by rain attenuation,
the optimum frequency range is below 1000 MHz for
most applications. Beyond-horizon or tropospheric-
scatter circuits require very high power and large
antennas; they are, however, economically feasible

in isolated areas and for overwater paths. Rapid fad-
ing occurs nearly all the time, but with ample fad-
ing margin and the use of diversity reception, high
quality and high reliability can be obtained. It is pos-
sible to transmit 100 or more voice channels on a
single radio carrier. It is also possible to provide an
acceptable grade of monochrome television on a sin-
gle link of approximately 150-200 mi (240-320 km).
See TROPOSPHERIC SCATTER.

lonospheric  propagation. Ionospheric reflections re-
turn to Earth useful radio energy at frequencies up
to 25 MHz, and possibly up to 60 MHz. Informa-
tion about the nature of the ionosphere has been
obtained mainly by transmitting radar-type signals di-
rectly overhead and recording the intensity and time
delay of the echoes returned from the ionized layers.
At night all frequencies below the critical frequency
of 2-4 MHz (for vertical incidence) are returned to
Earth with a received power that is close to the value
that would be expected in free space for the round-
trip distance. During the day the critical frequency
is two to three times greater than the correspond-
ing night value. This apparent increase in useful fre-
quency range is largely offset by the strong daytime
ionospheric absorption, which reaches a maximum
in the 1-2-MHz range at about noon. The difference
between day and night transmission means that most
sky-wave circuits require two or more frequencies
for reliable service covering all hours.

For oblique incidence the maximum usable fre-
quency (MUF) is greater; however, even at the longer
distances it does not exceed 3-3.5 times the critical
frequency for vertical incidence at that time, season,
and latitude.

The frequencies most suitable for transmission
over distances of 1000 mi (1600 km) or more will
ordinarily not be reflected at the high angles needed
for much shorter distances. As a result, the range of
sky-wave transmission usually does not overlap the
range of ground-wave transmission. The intermedi-
ate region of very weak or undetectable signals is
called the skip zone. At frequencies around 1-2 MHz
the ground wave and sky wave may overlap, resulting
in severe fading in the region where the two signals
are comparable in amplitude.

In addition to the diurnal variations, there are
systematic changes with season, latitude, and the
11-year sunspot cycle. For example, on a summer
night in middle latitudes during a year of low sunspot
activity, the MUF for the longest distance may be lim-
ited to less than 7-8 MHz. On the other hand, dur-
ing ayear of high sunspot activity, the corresponding
MUF for a winter afternoon may be 40 MHz or higher.

In addition to the normal daytime absorption,
there is a second type of absorption which can occur
either day or night and is particularly troublesome
on transmission paths that travel near or through the
polar regions. During periods of magnetic storms the
auroral zones expand over an area much larger than
normal, thereby disrupting ionospheric communica-
tions by introducing unexpected absorption. These
conditions of poor transmission can last for hours
and sometimes for days.



In addition to the regular ionospheric reflections,
strong signals sometimes occur at frequencies as
high as 60-70 MHz from the E layer, which is a region
of relatively high ionization located about 50-70 mi
(80-110 km) above the Earth’s surface. These reflec-
tions are known as sporadic E signals because they
are erratic in both time and space.

All ionospheric circuits are subject to rapid multi-
path fading with echo delays up to several millisec-
onds. These delays are about 10,000 times as long
for tropospheric transmission. As a result of these
relatively long delays, uncorrelated selective fading
can occur within an interval of a few hundred hertz,
and this effect produces the well-known distortion
on voice circuits characteristic of shortwave trans-
mission.

Scatter. As the frequency is increased above that
normally reflected from the ionosphere, the signal
intensity decreases rapidly, but it does not drop out
completely. Although the signal intensity is low, reli-
able transmission can be obtained at frequencies up
to 50 MHz or higher and to distances up to at least
1200-1500 mi (1900-2400 km). Such ionospheric-
scatter circuits require much higher power and
larger antennas than are ordinarily used in iono-
spheric transmission. Ionospheric-scatter transmis-
sion is suitable for continuous transmission of a few
telegraph channels or for one-voice circuit, but the
useful bandwidth is limited by the severe selective
fading that is characteristic of all ionospheric trans-
mission. Ionospheric scatter is apparently the result
of reflections from many patches of ionization which
occur in the E region.

Momentary peaks of the ionospheric-scatter sig-
nal intensity occur every few seconds and seem to
be the result of the relatively strong ionization pro-
duced by the passage and disintegration of small me-
teors. Meteor-burst communication systems transmit
information only during the peaks and are inopera-
tive when the signal intensity is significantly less than
its maximum value. The required transmitter power
is much less than for ionospheric-scatter systems,
but the intermittent meteor-burst method is limited
to discontinuous telegraph-type service of relatively
low information capacity.

Radiation belts. Beyond the E and F ionospheric
layers are the Van Allen radiation belts and other re-
gions of ionization and magnetic activity, which are
not yet clearly understood. These regions extend to
distances of several earth radii and, although they
have a negligible effect on terrestrial communica-
tions, they may affect radio communication to outer
space. The associated ionization and magnetic ac-
tivity are weaker and more variable with time and
space than is the case for the better-understood iono-
spheric layers.

All these effects are influenced strongly by parti-
cles and radiation from the Sun. A continuing explo-
ration and measurement of these variations should
improve understanding of the solar system. See VAN
ALLEN RADIATION.

Underground, underwater, and jungles. Radio waves
can be transmitted hundreds of feet underground or

Radioactive beams

through jungles and a few tens of feet to submarines
under the sea. When the usual radiation component
traveling along a straight line between transmitter
and receiver is absorbed in the lossy medium, an
alternate “up, over, and down” path becomes domi-
nant. This transmission path consists of three parts:
(1) from the transmitter up through the absorbing
medium to the open air, (2) along and above the
Earth’s surface to a point over the receiver, and
(3) from the surface down through the absorbing
medium to the receiving antenna. Under these con-
ditions unconventional antennas and antenna orien-
tations are needed to match the impedance and the
direction of the path that provides the strongest sig-
nal.

Noise. The usefulness of a radio signal is limited
by noise. The noise may be either unwanted exter-
nal interference or noise originating in the receiver
itself. Atmospheric static is caused by lightning or
other natural electrical disturbances and is propa-
gated over the Earth by ionospheric transmission. It
is generally higher at night than in the daytime and
is higher in the warm tropical areas, where storms
are frequent, than in the colder northern regions.
Atmospheric static is ordinarily predominant at fre-
quencies below a few megahertz, whereas set noise
is the primary limitation at frequencies above 200-
500 MHz. In the intermediate region the controlling
noise depends on location and time of day and may
come from human sources, such as the operation of
electric switches or automobile-ignition devices.

The very low frequency components of light-
ning discharges are propagated along lines of mag-
netic force to the antipodes, giving rise to a pheno-
menon known as whistlers. Cosmic and solar noise
are of considerable interest in the fields of radio
astronomy and satellite transmission but ordinar-
ily are not the controlling factors in terrestrial
communication. See ELECTRICAL NOISE; MICROWAVE;
RADIO ASTRONOMY; RADIO BROADCASTING; SCAT-
TERING OF ELECTROMAGNETIC RADIATION; SFERICS;
WAVEGUIDE. Kenneth Bullington
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1
Radioactive heams

Beams of radioactive (unstable) nuclei. In several
nuclear physics laboratories, a capability exists to
produce such beams and, before these nuclei spon-
taneously decay, use them to gain insight into the
reactions on and structure of nuclei never before ac-
cessible. Radioactive beams are particularly useful to
study stellar explosions such as novae, supernovae,
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and x-ray bursts. These explosions are some of the
most catastrophic events in the universe, generat-
ing enormous amounts of energy while synthesizing
the elements that make up lifeforms and the world.
These spectacular explosions involve, and in some
cases are driven by, reactions where the atomic nu-
clei of hydrogen (protons) and helium (alpha parti-
cles) fuse with (are captured by) radioactive isotopes
of heavier elements to form new elements. The capa-
bility to produce beams of radioactive nuclei allows
direct measurements of these reactions, providing
crucial information needed to theoretically model
cataclysmic stellar events and to understand the ori-
gin of many chemical elements.

Nuclear reactions in stars. Stars are born when gas
and dust in space condenses under its own gravity to
a large body with a central density and temperature
sufficiently high to ignite fusion reactions between
atomic nuclei. The carbon-nitrogen-oxygen (CNO)
cycle is a catalytic sequence of nuclear reactions that
generates energy, making massive stars shine and bal-
ancing the crushing inward pressure of gravity. Car-
bon, nitrogen, and oxygen “seed” nuclei capture four
protons (the fuel) and eject an alpha particle, liberat-
ing energy in the process (Fig. 1a). Typical tempera-
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Fig. 1. Sequences of nuclear reactions occurring in stars.
The shaded boxes represent individual stable nuclei, the
white boxes radioactive nuclei. The arrows represent
nuclear reactions leading to transforming one nucleus to
another. (a) Carbon-nitrogen-oxygen (CNO) cycle,
occurring in nonexploding stars. (b) Reactions on
radioactive isotopes occurring in stellar explosions.

tures and densities at the core of a massive star where
these nuclear reactions occur may be approximately
107 kelvins and 100 grams per cubic centimeter, re-
spectively. Under these conditions, the rates of such
nuclear fusion reactions (which have been measured
in the laboratory) are extremely slow. Some CNO
cycle reactions transform catalytic seed nuclei into
radioactive isotopes of different elements, which
then spontaneously decay to a stable nucleus in
typically a few to a few hundred seconds, well be-
fore they will undergo any additional fusion reac-
tions. See CARBON-NITROGEN-OXYGEN CYCLES; NU-
CLEOSYNTHESIS; STELLAR EVOLUTION.

Stellar explosions. During stellar explosions such
as novae or x-ray bursts, a different sequence of nu-
clear reactions occurs. Nova explosions are thought
to occur in binary star systems (two stars orbiting
each other) when one star of the pair—a cold com-
pact white dwarf star—is able to gravitationally pull
material (mainly hydrogen) off the surface of its close
binary companion in a phenomenon known as accre-
tion. This situation is not uncommon: there are ap-
proximately 40 novae in the Milky-Way Galaxy each
year. After approximately 10,000 years, enough hy-
drogen has collected, or accreted, on the white dwarf
surface to raise the temperatures and densities to
10® kelvins and 100-10,000 grams per cubic cen-
timeter, respectively. These conditions are sufficient
to ignite nuclear fusion reactions between the ac-
creted hydrogen and the carbon and oxygen (or in
some cases oxygen, neon, and magnesium) heavy
nuclei which make up the white dwarf. The fusion
reactions generate energy, which raises the temper-
ature of the accreted layer, which exponentially in-
creases the rates of all the fusion reactions. This be-
comes a runaway thermonuclear explosion where
the temperatures may reach 3-4 x 10® kelvins and
the energy generated by the nuclear reactions causes
ejection of a sizable fraction of the accreted layer off
the surface of the white dwarf. The energy released
in these enormous thermonuclear explosions can be
up to 10°'-10 joules, in a thousand seconds—10%4
times the energy released in powerful thermonuclear
explosions on Earth.

Since nuclear fusion reaction rates increase expo-
nentially with increasing temperature, they occur ap-
proximately 10'® times faster in stellar explosions
than in a normal star. This is so fast that protons
can be captured by radioactive isotopes before they
have a chance to spontaneously decay. Sequences
of nuclear reactions occurring in novae are there-
fore different from those in ordinary stars (Fig. 1b).
Heavier nuclei, perhaps as high as mass 40 (calcium)
and beyond, can be assembled in novae, ejected into
space, and eventually incorporated into new stars
and planets; even human bodies are made up of this
“stardust.” The high rate of nuclear reactions in no-
vae also means energy is generated faster, influencing
many aspects of the explosion. A similar situation is
thought to occur in x-ray bursts, where the accretion
from a companion star onto the surface of a neutron
star occurs. Here, the temperatures can peak at more
than 10° kelvins, the densities may reach as high as



10° grams per cubic centimeter, and isotopes up to
mass 100 (tin) and beyond may be synthesized. See
CATACLYSMIC VARIABLE; NOVA.

Measurements. Until recently, direct measurement
of the fusion reactions occurring in stellar explosions
was impossible. This is because beams of radioactive
nuclei were not available, and targets of these nuclei
would spontaneously decay before a measurement
could be made. Computer models of nuclear burn-
ing in stellar explosions therefore had to rely on the-
oretical estimates of many crucial reaction rates. In
some cases, these estimates have been shown to be
incorrect by many orders of magnitude. Because of
these uncertainties, critical comparisons of theory
to astrophysical observations to determine the tem-
peratures, densities, and duration of these events, as
well as the origin of the elements in the world, were
difficult to make.

The availability of beams of radioactive nuclei in
nuclear physics laboratories has enabled experimen-
tal determinations of the nuclear reactions that drive
stellar explosions. One approach to radioactive beam
production, pioneered at CERN (Switzerland), is the
isotope separator on-line (ISOL) technique, used at
Louvain-la-Neuve (Belgium) and at Oak Ridge Na-
tional Laboratory (United States) [Fig. 2a]. One ac-
celerator bombards a target with a beam of stable
nuclei, and a small number of the radioactive atoms
of interest are produced through nuclear reactions.
These atoms are transported, by various techniques,
including thermal diffusion, to an ion source where
they are jonized (removing or adding electrons to
give atoms an electrical charge) and extracted. The
radioactive jons are then mass-separated from other
ions and accelerated to energies needed for nuclear
physics experiments by a second accelerator. The
ISOL technique can produce very high beam quali-
ties, purities, and intensities; the disadvantages are
that only a few radioactive beam species can be gen-
erated from each combination of production target
and primary beam, and that beams with short life-
times (less than 1 s) are difficult to produce. See ION
SOURCES; MASS SPECTROSCOPE.

To measure the fusion rate between radioactive
heavy ions and hydrogen nuclei, a number of tech-
niques can be used once a radioactive beam is pro-
duced. First, a beam of radioactive nuclei at a spe-
cific energy is directed at a thin (gas or foil) target
containing hydrogen or helium. A direct measure-
ment technique then involves counting the prod-
ucts of the fusion reaction (nuclei and protons) in
sophisticated detection systems (Fig. 3). One effec-
tive system consists of a mass separator followed by
charged particle detectors. By varying the energy of
the radioactive beam, the probability of fusion as a
function of energy is determined. Combined with
a calculation of the relative energy distribution of
the particles at a given temperature in a star, the fu-
sion rate is determined as a function of temperature.
Indirect techniques are also used to determine reac-
tion rates, such as measuring the scattering of the
heavy-ion radioactive beam off protons or alphas to
discover resonances that may enhance the fusion re-
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Fig. 2. Techniques for producing beams of radioactive nuclei. (a) Isotope separator

on-line (ISOL) technique. (b) Projectile fragmentation technique.

action. Reactions that have been studied with ISOL
beams include the fusion of the unstable *N, '’E 18E
and Ne nuclei with protons and ®Ne with alphas.
These reactions are all important for understanding
element production in nova explosions.

A complementary radioactive beam production
technique is projectile fragmentation, used at Michi-
gan State University (United States), RIKEN (Japan),
GANIL (France), and GSI (Germany) [Fig. 2b]. When
a high-energy beam of stable heavy ions passes
through a thin target, the beam particles (projectiles)
can break up into fragments—some of which are the
radioactive isotope of interest. The desired fragments
are then mass-separated from other ions and steered
toward a target to undergo the reaction of interest.
The projectile fragmentation technique can produce
beams of very short lifetimes (10~%s or less), and the
same setup can be used to produce many different

mass separator system

radioactive beam
and reaction

accelerated products . /
radioactive ion ———> velocity ="
beam > filter reaction
hydrogen products
gas
target

radioactive beam

electric

detectors

Fig. 3. Technique to measure a thermonuclear fusion reaction occurring in stellar
explosions. A radioactive beam bombards a target with hydrogen (protons), and the
products of a fusion reaction (as well as unreacted beam particles) enter a mass
separator. The products of the thermonuclear reaction are steered onto a detector for

counting, while the unreacted beam particles are deflected away.
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beam species; the disadvantages are that high beam
quality, purity, and intensity are difficult to obtain. Re-
actions studied with projectile fragmentation beams
include the fusion of "Be and '*N with protons, both
by measuring the time-reversed reactions (for exam-
ple, 3Be breaking up to a "Be plus a proton). Both
ISOL and projectile fragmentation techniques have
also been used to measure the properties (masses,
spins, parities, energy levels, and decay properties)
of nuclei that are important in astrophysics calcu-
lations. Other techniques for producing radioactive
beams have been used at Notre Dame University and
Argonne National Laboratory in the United States. All
together, these measurements enable nuclear physi-
cists to directly measure some of the nuclear reac-
tions that power cataclysmic stellar explosions. See
NUCLEAR FUSION; NUCLEAR REACTION; PARTICLE AC-
CELERATOR. Michael S. Smith
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1
Radioactive fallout

Whenever radioactive materials become airborne, ei-
ther from a nuclear device detonation or from a nu-
clear release accident, the resultant contaminated at-
mospheric plume will ultimately return radioactivity
to the Earth’s surface. Material settling from the ra-
dioactive plume and its subsequent surface deposi-
tion is known as radioactive fallout.

Radioactivity. Radioactive materials consist of un-
stable atoms which emit gamma rays, beta parti-
cles, or alpha particles. These emissions—rays and
particles—are unique in that they cause ionizations
in neighboring atoms. The energy of the emitted ra-
diation and subsequent ionizations can be a cause
of concern if absorbed by living systems. See ALPHA
PARTICLES; BETA PARTICLES; GAMMA RAYS; RADIOAC-
TIVITY.

Nuclear bombs. Nuclear explosions (that is, atomic
bombs) depend on the very rapid uncontrolled fis-
sioning of a critical mass of uranium-235 (**U) or
plutonium-239 (**Pu). Atomic fission occurs when
a %°Pu or ?°U atom absorbs an incoming neutron,
causing the atom’s nucleus to become unstable and
to split into two or more parts, called daughters or
fission products, each usually radioactive. In addi-
tion, the fission reaction releases heat and neutrons.
The latter interacting with adjacent plutonium or ura-
nium can induce further fissions in a very short time
span (microseconds). When uncontrolled, this chain
reaction causes an explosion. The process releases
massive amounts of energy, usually measured in kilo-
tons (thousands of tons) of TNT explosive equiva-
lent. Fission bombs can release thousands of kilotons
of energy, and the larger thermonuclear or hydrogen
bombs can release millions of tons of TNT equiva-

lent (that is, megaton explosions). See NUCLEAR EX-
PLOSION; NUCLEAR FISSION.

Atomic power. At nuclear power plants, the neutron
concentration in the fuel is carefully regulated, and
the rate of nuclear fission is slowed in a controlled
chain reaction. Control is achieved by inserting rods
of neutron-absorbing material, which reduces the
flux of free neutrons available for further interac-
tion with the fuel. The fissionable uranium in fuel
is more dilute than that in a bomb, and the fissioning
rate is carefully controlled. Heat from fission is ex-
tracted by the nuclear reactor’s coolant to make the
steam which is converted to electric power, or the
coolant is used to generate electricity through direct
conversion turbines. See CHAIN REACTION (PHYSICS);
NEUTRON; NUCLEAR POWER.

Fission products. Fissioning of uranium and pluto-
nium produces isotopes of about 70 different atoms;
each atom may have several different isotopic forms.
Examples of daughter products are the isotopes of
elemental strontium, which are efficiently produced
in nuclear fission. The isotope strontium-90 (°°Sr) has
a 28-year halflife, while #Sr is produced in slightly
higher concentrations but has a halflife of only
50 days. In addition to the differing half-lives, each
isotope emits a unique radiation spectrum. The two
strontium isotopes emit beta particles of different
energies. Other isotopes such as cesium-137 (**’Cs,
half-ife 30 years) and iodine-131 (', half-life 8 days)
emit both beta particles and gamma rays. See CESIUM;
IODINE; ISOTOPE; STRONTIUM.

Other radioactive materials. Spent nuclear fuel contains
mainly its original uranium, an inventory of fission
products, and small amounts of activation products
and actinide elements. [Activation products are sta-
ble atoms made radioactive (activated) by neutron
bombardment in and near the nuclear fuel.] Atom
bomb debris also contains fission products, activa-
tion products, and unfissioned uranium or pluto-
nium, all of which are radioactive. See ATOMIC BOMB;
NUCLEAR FUELS.

Atmospheric fallout. Following a major destructive
disassembly of a nuclear reactor, such as at Cher-
nobyl, Ukraine, in April 1986, some of the fuel can
be released in the form of particles and gases. If the
accident is large enough, a fraction of the release
becomes airborne, as was the case with Chernobyl.
In this disaster, radioactivity injected high into the
atmosphere spread over and covered most of the
Northern Hemisphere. A surface or air burst of an
atomic weapon produces the infamous “mushroom
cloud” containing radioactive materials which also
can be transported for long distances. See NUCLEAR
REACTOR.

Global fallout. Soon after the end of World War II,
the United States and the Soviet Union began an
atomic weapons arms race. France, the United King-
dom, and China joined in, and many aboveground
bomb tests were executed. Within 10 years, the
amount of radioactivity lofted into the atmosphere
began to reach alarming levels, and political pres-
sure increased to halt aboveground atomic-bomb
testing. In 1962, a limited test ban treaty forbidding



atmospheric nuclear weapons testing was signed by
most nations possessing atomic weapons. Fallout lev-
els began to drop, and today are only a few percent of
their peak concentrations in 1962-1964. Most of the
atmospheric testing was halted after 1962, but be-
cause some of the smallest particles were lofted to
the highest altitudes and settle back to Earth at very
slow rates, atmospheric fallout is still present. Most
of the nuclear detonations occurred in the North-
ern Hemisphere; in Nevada and the Pacific for the
United States, in Kazakhstan for the Soviet Union, in
Lop Nor for China, and in Algeria for France. In the
Southern Hemisphere, a few tests were conducted
by the United Kingdom in Australia’s desert and by
France on some of its South Pacific islands. Track-
ing the radioactive clouds from atmospheric tests
yielded valuable information on the dispersion pat-
terns and particle size distributions of fallout. Tropo-
spheric and stratospheric concentrations generally
followed a westerly trajectory. Little Northern Hemi-
sphere fallout migrated to the Southern Hemisphere;
the traces generally stayed in the latitudes in which
they were first injected. See STRATOSPHERE; TROPO-
SPHERE.

Local fallout. Most of the fallout from early atomic
weapons testing consisted of larger, heavier parti-
cles and those smaller particles which agglomerated
onto dust particles. These particles settled out close
to their source and were at dangerous concentrations
adjacent to detonation sites. During the early tests in
Nevada, plumes of radioactivity containing mainly
fine particles and volatile materials rather than the
heavier particulate fractions, blanketed much of the
United States. Dose reconstructions of the fallout
plumes have shown that many areas of the United
States received significant radioactive iodine expo-
sures. Some exposures were high enough to have
caused an increase in thyroid cancer risk. Tests at
Semipalatinsk, Kazakhstan, produced similar fallout
clouds.

A chemical explosion in 1957 (the “Kyshtym acci-
dent” at a nuclear materials processing facility in Che-
liabinsk in the southern Ural Mountains of Russia)
ejected a large, highly radioactive plume of long-lived
radionuclides containing about 20 million curies,
mainly *Sr and *7Cs. The resultant “East Urals Ra-
dioactive Trace” (EURT) contaminated 25,000 km?
(10,000 mi® of land, exposed about a quarter mil-
lion people, and caused thousands to be relocated.
In 1993, a similar but much smaller explosion in
the Tomsk-7 nuclear materials processing facility
near Tomsk in Siberia contaminated about 250 km?
(100 mi?).

Fallout factors. Atmospheric fallout can be scav-
enged by rainfall. Wet deposition, involving wash-
ing out of atmospheric fallout, can increase local de-
position patterns. This was the case following the
Chernobyl accident, where local rainfall in Belarus,
Ukraine, and Russia washed high concentrations of
radioactive iodine and cesium out of the plume and
onto the spring pasture. Radioactive iodine and ce-
sium are relatively volatile and were more easily
“boiled” out of Chernobyl’s burning core. Cesium

Radioactive fallout

is a congener of potassium and therefore is fairly
uniformly distributed throughout the body once in-
haled or ingested. The result is a whole-body radi-
ation dose. Furthermore, the energetic gamma-ray
emission from 137Cs adds a source of external radi-
ation from surface deposits on the ground. These
factors, in addition to its long half-life and relatively
high concentration, make '3’Cs the major long-term
contamination concern from fallout. For example,
although the Chernobyl accident occurred in 1980,
precautions must still be taken against potential in-
take doses of 1*’Cs: inhalation doses can occur when
burning wood from contaminated trees, and con-
suming mushrooms grown in contaminated forests
delivers an ingestion dose.

Resuspension of surface radioactivity concentra-
tions can cause secondary local radioactive fallout.
Simple vehicle traffic over or next to a contaminated
surface causing particle resuspension is one exam-
ple. A more extreme example was produced follow-
ing a prolonged drought in the Ural Mountains of
Russia, which lowered the water level in a radioactiv-
ity storage pond. A sudden strong wind storm in 1967
resuspended fallout from the dry lake bed, which
contained over a half million curies (1.8 x 10'° bec-
querels), adding further contamination to the 1957
EURT.

Radiation risks. Levels of ' in the plumes of ra-
dioactive fallout are of particular concern. With an
8 day half-life and a strong beta- and gamma-ray emis-
sion, this radionuclide concentrates almost exclu-
sively in the thyroid gland. Recent dose reconstruc-
tions in the United States show that the 1950s and
1960s fallout radiation doses from 31 were large
enough to have increased the risk for thyroid can-
cer, especially in children.

In the 1950s, large-scale Pacific tests deposited sig-
nificant concentrations of weapons fallout on some
of the Marshall Islands. Seventeen of the nineteen
children under 10 years of age received thyroid doses
of about 1000 rads (10 grays) and were later found
to have developed thyroid lesions (one became ma-
lignant, the others were treated surgically).

Following its release into the environment dur-
ing the Chernobyl accident, radioactive iodine was
inhaled and, more importantly, incorporated into
milk following fallout onto dairy herd pasture. Sub-
sequent consumption of this milk caused signifi-
cant thyroid doses. Over a thousand children living
downwind of Chernobyl, most of whom were in-
fants at the time of the accident, have developed
thyroid cancer, when only a dozen cases might nor-
mally have been expected. This was probably caused
by the consumption of large amounts of contam-
inated milk by infants, and the small size of the
thyroid at that stage of development. See THYROID
GLAND.

In 1955, the United Nations established the Scien-
tific Committee on the Effects of Atomic Radiation,
due to concern over possible risks from fallout. It
issues comprehensive reports about every 5 years
and has collected and documented the world’s liter-
ature on radioactive fallout and, more recently, on
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possible radiation consequences. See RADIATION IN-
JURY (BIOLOGY). Marvin Goldman
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Radioactive minerals

Minerals that contain uranium (U) or thorium (Th)
as an essential component of their chemical com-
position. Examples are uraninite (UO;) or thor-
ite (ThSiOy). There are radioactive minerals in
which uranium and thorium substitute for ions of
similar size and charge. There are approximately
200 minerals in which uranium or thorium are es-
sential elements, although many of these phases are
rare and poorly described. These minerals are im-
portant, as they are found in ores mined for ura-
nium and thorium, most commonly uraninite and its
fine-grained variety, pitchblende, for uranium. Thor-
ite and thorogummite are the principal ore minerals
of thorium. Minerals in which uranium and thorium
occur in trace amounts, such as zircon (ZrSiOy), are
important because of their use in geologic age dating.
The isotope uranium-238 (**®U) decays to lead-206
(?%Pb); 235U decays to 2°7Pb; 232Th decays to 2°8Pb;
thus, the ratios of the isotopes of uranium, thorium,
and lead can be used to determine the ages of min-
erals that contain these elements. See DATING METH-
ODS; GEOCHRONOMETRY; LEAD ISOTOPES (GEOCHEM-
ISTRY); THORITE; URANINITE.

Classification. Typically, the uranium and thorium
minerals are classified according to their principal an-
ions: oxides, carbonates, sulfates, molybdates, phos-
phates, vanadates, and silicates. Thorium exists in
a single valence state (Th%"); uranium, in two va-
lences (U*+ and U°"). The U°* ion exists as the uranyl
ion (UO,21), which is soluble; the U*t jon is much
less soluble. The double oxidation state of uranium
results in the dissolution (on oxidation), transport
(under oxidizing conditions), and precipitation
(under reducing conditions), which leads to the for-
mation of uranium deposits. The roll-front deposits
in the sandstones of the Colorado Plateau are an
example. See ORE AND MINERAL DEPOSITS.

Properties. The multiple oxidation states of ura-
nium lead to great complexity in the structures of the
radioactive minerals. Those in which the principal
oxidation state is IV (U*t and Th*") are dark in color
or opaque and do not fluoresce in ultraviolet light.
The lower oxidation states are characteristic of min-
erals formed under reducing conditions, such as peg-
matites or hydrothermal deposits. The Ut minerals
comprise the uranates and the uranyls. The uranates
(M,U,%*0;5,.,1) are red, orange, or brown, with a
rare orange or red fluorescence; the uranyls contain

the (UO,)*" ion. These compounds are bright lemon
yellow, yellow, orange, or green and commonly fluo-
resce in ultraviolet radiation.

The U phases form as low-temperature alteration
products in near-surface deposits. Weathering may
lead to multicolored sequences of these minerals up
to tens of meters in thickness. The classic uranium
deposits of the Shaba District of Zaire are typical. In
addition to the uranyl ion in these highly oxidized
phases, water of hydration is common. The great
number of possible phases, the variable uranium ox-
idation states, and the water of hydration make these
phases extremely difficult to identity. Some exist in
a mixed oxidation state. An important phase in this
regard is ianthinite [(UO2)(5U03)(10H,0)], but even
apparently simple phases such as uraninite actually
have complex formulas.

Radioactive decay of 2*8U, 255U, and ?*?Th results
in the emission of alpha particles (helium nuclei),
alpha-recoil nuclei, beta particles (electrons), and
gamma radiation (x-rays). Although the beta parti-
cles and gamma radiation can cause discoloration
due to ionization, the alpha-decay event leads to ex-
tensive atomic displacements (approximately 1000
displaced atoms per decay event), until in some min-
erals the structure becomes amorphous, the metam-
ict state. Some phases such as zircon are suscepti-
ble to radiation damage and may become completely
amorphous. Other phases, such as uraninite, retain
their crystallinity by annealing, despite doses that
may be as high as 50 displacements per atom. Min-
erals with U°* are seldom metamict, as they are gen-
erally of secondary origin. Metamict minerals are
glassy in appearance, are optically isotropic, and
have a conchoidal fracture, reduced hardness (25%),
lower density (17%), and an increased susceptibil-
ity to chemical alteration. The changes in physical
and chemical properties that are due to alpha-decay
events are of interest because of potential radiation
effects on nuclear waste forms used in radioactive
waste disposal. See ALPHA PARTICLES; AMORPHOUS
SOLID; BETA PARTICLES;, GAMMA RAYS; METAMICT
STATE; PLEOCHROIC HALOS; RADIOACTIVE WASTE
MANAGEMENT; URANIUM; THORIUM. Rod Ewing
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Radioactive tracer

A radioactive isotope which, when injected into a
chemically similar substance or artificially attached
to a biological or physical system, can be traced by ra-
diation detection devices. Many problems in biology,
medicine, and industrial engineering not amenable



to other approaches can be solved by the use of
these tracers. See RADIOACTIVITY; RADIOACTIVITY
AND RADIATION APPLICATIONS; RADIOISOTOPE; RA-
DIOISOTOPE (BIOLOGY).

Uses in industry. Radioactive tracers are useful in
industrial applications, such as the testing of wear
and corrosion in mechanical components. Piston
ring wear within an engine can be determined ac-
curately by transforming some of the carbon within
the ring into carbon-14. This is done by placing the
ring in an intense neutron flux. The piston ring is
then installed in the engine and, after a period of
use, samples of the engine oil are removed and tested
for carbon-14 content. In this way amounts of wear
much smaller than could be found by weight mea-
surements and other techniques can be determined.

On a larger scale, the entire operation of an in-
dustrial plant can be tested and controlled by tracer
techniques. In one industrial survey, sulfur-35, pre-
pared in an appropriate chemical form, was intro-
duced into a batch of coke entering an iron-smelting
plant. The fate of the sulfur within the plant and
its presence in the iron were studied by taking sam-
ples and measuring the iron’s sulfur-35 content. It
is entirely possible that similar techniques could be
used in the routine operation and monitoring of
many industrial processes. Such applications have
been restricted in the past chiefly because of the
difficulty of hazard control, but with more sensitive
detectors such procedures may become common-
place.

Uses in biology. The simplest radioactive tracer
studies consist of the tagging of a biological entity
with a radioactive isotope (radioisotope). The entity
is then tracked by following the radiation from the
isotope. Such a method has been used to study the
nocturnal behavior of bats. Small sources of cobalt-
60 were attached to the legs of the bats. A radiation
detector connected to an automatic recorder regis-
tered the presence or absence of the bats from their
nests at night. In a similar manner, cockroach migra-
tion in an urban sewer system has been studied, as
well as behavior of various insects and small animals.

The operation becomes more complex when a
large number of biological particles are labeled, for
example, in the tagging of red blood cells or bacte-
ria. When the labeled substance is injected into an
animal, it is impossible to follow the individual la-
beled particles, but their average movement can be
tracked by observations of the radiation. In this way
it is possible to measure the average lifetime of a red
blood cell or the diffusion rate of bacteria.

Finally, a radioisotope of a particular element can
be used to tag that element. Phosphorus-32 can be
introduced into the soil where a plant is growing,
and the amount of phosphorus absorbed and its dis-
tribution throughout the plant can be studied.

In one of the earliest tracer studies, G. von Hevesy
used radioactive lead to trace the pathways of lead
metabolism in plants. It was essential in this study, as
in any other tracer experiments of this type, that the
chemical behavior of the radioisotope be identical to
that of the stable isotope in order for it to circulate

Radioactive tracer

normally within the biological entity being studied.
For most isotopes this is essentially true.

In most biological tracer experiments, the
radio-isotope is introduced into the system and its
radiation subsequently measured with Geiger-Miiller
counters or scintillation detectors. Extremely soft
(low-intensity) radiations can be detected by the use
of photographic film. In a typical experiment using
this technique, part of a plant containing a radioac-
tive isotope is sectioned and placed next to the
film. The radiation from the plant darkens the film,
and the pattern on the film shows the distribution
of the radioisotopes in the plant. Such pictures are
called autoradiographs. Autoradiographs can be
taken of cellular and even subcellular particles. Stud-
ies have been made of the reproduction of chro-
mosomes using such techniques. Similar studies
can be carried out in animals. See AGRICULTURAL
SCIENCE (ANIMAL); AUTORADIOGRAPHY; GEIGER-
MULLER COUNTER; PHOTOSYNTHESIS; SCINTILLATION
COUNTER. Gordon L. Brownell

Uses in medicine. A radioactive atom can be at-
tached to a molecule or more complex substance,
which can then be used to examine a chemical re-
action in a test tube, or it can be administered to a
patient by ingestion or injection and subsequently
be incorporated into a biochemical process. The ra-
dioactive emissions from the radioactive atom can
be used to track (trace) the behavior of the labeled
molecule or substance in biological processes by
means of medical imaging, utilizing techniques such
as positron emission tomography (PET) or single-
photon-emission computed tomography (SPECT).
See MEDICAL IMAGING.

The tracer principle makes it possible to charac-
terize the dynamic state of biological systems, in-
cluding the living human body. Radioactive tracers
revolutionized biochemistry and are widely used in
the practice of medicine as well as in biomedical re-
search.

The branch of medicine that uses radioactive trac-
ers in the care of patients is called nuclear medicine.
Radiotracers of practically every element can be pro-
duced in nuclear reactors or cyclotrons. See NUCLEAR
MEDICINE.

An example of an early application of the tracer
principle in medicine is the use of radioactive io-
dine (iodine-131), discovered in the late 1930s, to
detect abnormalities in thyroid gland metabolism.
The rate of accumulation of radioiodine by the thy-
roid can be measured with a radiation detector,
making it possible to detect abnormalities in iodine
metabolism, such as reduced thyroid function (hy-
pothyroidism) or increased function of the thyroid
(hyperthyroidism). Another early use of biological
tracers involved measuring the life-span of red blood
cells, platelets, and white blood cells. See THYROID
GLAND DISORDERS.

In nuclear medicine, radioactive tracers are mea-
sured within the body by using radiation detec-
tors directed at the body from the outside. Nuclear
medicine also uses measurements of radioactive trac-
ers in body fluids (such as blood and urine) in test
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tubes. The emission of gamma rays from radioactive
tracers within the human body makes possible the
measurement of regional function and biochemistry
in practically every organ.

In a nuclear medicine procedure, small amounts
of radioactive chemicals are injected into the pa-
tient’s bloodstream, typically via an arm vein. Then
the amount of radioactivity in different regions of
the body or within an organ is measured by means
of externally placed radiation detectors. The selec-
tion of a specific radioactive tracer depends on the
particular bodily function and regional biochemical
reactions that are to be studied.

Radioactive tracers provide an entirely new way
of looking at disease. They can reveal characteristic
patterns of blood flow, biochemical abnormalities,
and the location, severity, and extent of disease in
the brains of patients.

Radioactive tracers play a major role in the study
not only of the brain but of practically every
other organ, including the heart. Radioactive trac-
ers are used as part of the diagnostic process. Three
radionuclides—carbon-14, tritium (hydrogen-3), and
phosphorus-32—remain the backbone of modern
biomedical sciences, especially in the fields of bio-
chemistry, molecular biology, and genetics.

The cell remains the basic unit of biology, but
with radioactive tracers one can examine intracel-
lular chemistry as well as the means of communica-
tion among cells and organs. The exquisite sensitivity
with which radioactivity can be measured (there are
instruments sensitive enough to detect the decay of
a single radioactive atom) makes it possible to quan-
tify exceedingly low concentrations of chemical sub-
stances in the body, not only in body fluids such as
blood but also in the organs themselves.

To carry out such studies, persons are adminis-
tered radioactive tracers that take part in specific
chemical reactions in different organs of the body.
The choice of the radioactive substance is deter-
mined by the chemical or physiologic process to be
examined. The movement of the tracer is displayed
in a series of scans or images that reveal regional
biochemistry. Positron-emitting radiotracers are usu-
ally made in cyclotrons, chiefly by using carbon-11
or fluorine-18 and a PET scanner. Other radioactive
tracers are imaged with a SPECT scanner.

Images from PET or SPECT instruments are cross-
sectional pictures of the distribution of radiotracers
within the body at various times after a radioactive
tracer is injected into a vein. These cross sections,
or tomographic slices, provide information relating
to slices of the person’s body. Mathematical mod-
els are used to calculate regional concentrations of
chemical concentrations and reaction rates, which
are then compared from one region of the body to
another.

Radioactive tracers reveal abnormalities in the
chemical workings of the body, whereas computer
tomography (CT) detects abnormalities in anatomy.
PET can often reveal disease before anatomical
changes show up on a CT scan. Since biochemi-
cal problems often occur before anatomical changes,

PET can be used to diagnose certain diseases at an
earlier stage than was possible in the past.
Henry N. Wagner, Jr.

]
Radioactive waste management

The treatment and containment of radioactive
wastes. These wastes originate almost exclusively in
the nuclear fuel cycle and in the nuclear weapons
program. Their toxicity requires careful isolation
from the biosphere. Their radioactivity is commonly
measured in curies (Ci). The curies, chosen to ap-
proximate the activity of 1 gram of radium-226
(?*°Ra), is equal to 3.7 x 10'° becquerels. The bec-
querel (Bq), the SI unit of activity (radioactive disin-
tegration rate), is the activity of a radionuclide decay-
ing at the rate of one spontaneous nuclear transition
per second. Considering its toxicity, the curie is a
rather large unit of activity. A more appropriate unit is
the microcurie (1 ©Ci = 10~° Ci), but the nanocurie
(1 nCi =107 Ci) and picocurie (1 pCi = 10712 Ci) are
also frequently used. A common unit of nuclear gen-
erating capacity is the gigawatt (electric) [GW(e)],
equal to 10° watts of electric power, as opposed to
thermal power. See UNITS OF MEASUREMENT.
Radioactive wastes are classified in four major cat-
egories: spent fuel elements and high-level waste
(HLW), transuranic (TRU) waste, low-level waste
(LLW), and uranium mill tailings. Minor waste cate-
gories, such as radioactive gases produced during re-
actor operation, radioactive emissions resulting from
the burning of uranium-containing coal, or contami-
nated uranium mine water, will not be discussed.
Spent fuel elements arise when uranium is fis-
sioned in a reactor to generate energy. The fuel
elements needed for the production of 1 GW(e)-
year of electrical energy contain 40 metric tons
(44 short tons) of uranium; the spent fuel contains
1 metric ton (2200 1b) of fission-product nuclides,
and also transuranic nuclides such as plutonium and
americium produced by neutron capture in uranium
nuclei. Spent fuel elements arising in the civilian en-
ergy program will not be chemically reprocessed.
In the United States, weapons-grade plutonium for
nuclear explosives is produced in special reactors.
In order to extract this plutonium, the spent fuel
must be chemically reprocessed. The resulting high-
level waste contains most of the fission products and
transuranic elements, including residual plutonium.
Transuranic waste, arising mainly during this repro-
cessing, is now defined as solid material contami-
nated to greater than 100 nCi/g (3.7 x 10° Bq/kg)
with certain alpha-emitting radionuclides. (Prior to
1984, this limit had been set at 10 nCi/g.) Uranium
mill tailings are the residues of the chemical extrac-
tion of uranium from the ore. Finally, low-level waste
is a very broad category of wastes, covering almost
every form of radioactive waste not falling into the
other categories. Projections of the radioactivity and
the volume of the different waste categories (Figs. 1
and 2) assume no new nuclear plants will be
ordered, leading to an installed civilian nuclear



1011

N\
1010

—_

o
©
\

N high-level waste

—_

o
[+3]
\

radioactivity, curies

/ low-level waste

P

107 —
T transuranic waste

__—mill tailings

106
1980

\ \
2000 2010

year

\
1990 2020

Fig. 1. Past and expected future accumulations of the four
major waste categories: high-level waste and spent fuel,
transuranic waste from the weapons program, low-level
waste, and uranium mill tailings. The radioactivity in the mill
tailings is the sum of the radioactivity of all uranium
daughters. (After U.S. Department of Energy, Spent Fuel
and Radioactive Waste Inventories, Projections, and
Characteristics, Rep. DOE/RW-0006, Rev. 5, Nov. 1989)

e —mm—
\mill tailings

107 L

N low-level waste

volume, m3
—
(@]
o

10° <
transuranic waste
104 \ | |
1980 1990 2000 2010 2020
year

Fig. 2. Volume of the accumulated wastes shown in Fig. 1,
except for that of the high-level waste and spent fuel,
which is very small (less than 10,000 m?). 1 m® = 35 ft°.

generating capacity of 102.5 GW(e) in the year 2000,
and 51.6 GW(e) in 2020, as the plants reach the end
of their lifetimes [1989: 97.5 GW(e)]. Considerably
more radioactivity has been produced in the civil-
ian nuclear energy program than in the weapons
program. By the year 2020, the spent fuel is ex-
pected to consist of 75,000 metric tons (83,000 short
tons) of uranium containing transuranic and fission-
product nuclides. See ATOMIC BOMB; NUCLEAR FIS-
SION; NUCLEAR FUEL CYCLE; NUCLEAR FUELS REPRO-
CESSING; TRANSURANIUM ELEMENTS.

Radioactive waste management

Since no practical methods exist to detoxify ra-
dioactive nuclides, protection against their harmful
radiation must rely on their isolation from the bio-
sphere until their radioactivity has decayed. Because
each of the waste categories poses different prob-
lems, they will be discussed separately. The man-
agement of the radioactive wastes that arise during
the dismantling of nuclear facilities will also be dis-
cussed.

Spent fuel and high-level waste. Most of the exist-
ing radioactivity is contained in this waste (Fig. 1).
To identify and compare the major contributors to
the radiotoxicity of the different nuclides, the water
dilution volume is defined as the volume of water
required to dilute these nuclides to acceptable con-
centrations, according to guidelines for occupational
exposure, as specified by the International Commis-
sion of Radiological Protection (1979). The water di-
lution volumes for the most important isotopes con-
tained in spent nuclear fuel have been calculated
(Fig. 3; for high-level wastes, the results would be
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qualitatively similar, except for a reduced contribu-
tion by transuranics.) For the first 100 years, the tox-
icity is dominated by the beta- and gamma-emitting
fission products [such as strontium-90 (°°Sr) and
cesium-137 (1¥7137), with halflives of approximately
30 years]; thereafter, the long-lived, alpha-emitting
transuranium elements [for example, plutonium-239
(®°Pu), with a halflife of 24,000 years] and their ra-
dioactive decay daughters [for example, americium-
241 (**'Am), with a halflife of 432 years, a daugh-
ter of plutonium-241 (*'Pu), with a halflife of
13 years] are important. Burial in geologic formations
at a depth of 500-1000 m (1600-3200 ft) appears
at present the most practical and attractive disposal
method, although as of 1994 none of this waste had
been disposed of in this way anywhere in the world.
Most of the commercial spent fuel is stored in water-
cooled basins at the reactor sites. Construction of
some interim or emergency storage facilities above-
ground for spent fuel has been considered. Such stor-
age would further increase the risks of transportation
accidents. The military reprocessed high-level waste
is stored in tanks in liquid or solid form. Incorpora-
tion of high-level waste into glass blocks suitable for
burial was expected to start in the United States in
1996. It is expected that by 2020 only 36% of the
existing high-level waste, as measured by its radioac-
tivity, will have been prepared in this form.

Geology as a predictive science is still in its infancy,
and many of the parameters entering into model cal-
culations of the long-term retention of the waste in
geologic media are questionable. The major single
problem is the heating of the waste and its surround-
ing rock by the radioactive decay heat. This heating
can accelerate the penetration of groundwater into
the repository, the dissolution of the waste, and its
transport to the biosphere. Much effort has been de-
voted to the development of canisters to encapsulate
the spent fuel elements or the glass blocks containing
high-level waste, and of improved waste forms and
overpacks that promise better resistance to attack
by groundwater. The suitability of rock salt, which
for 30 years had been widely considered the pre-
ferred host rock because of its superior heat dissipa-
tive properties and because of its plasticity (which
would help to seal cracks), is now questioned be-
cause of several shortcomings. The major drawback
is that rock salt is a natural resource with a large num-
ber of uses. It is impossible to assure that drilling into
or through a salt formation housing a nuclear waste
repository will never happen. The consequences of
such drilling activities add so much to the complex-
ity of predicting the safe containment of the nuclear
waste that they seem to outweigh the geophysical
advantages that salt might have over other rocks that
are not natural resources and not water-soluble.

In the United States, the suitability of a disposal
site in tuff, adjacent to the Nevada Nuclear Test Site
(Yucca Mountain), is being studied. As planned, this
repository could accept all the spent fuel elements,
70,000 metric tons (77,000 short tons), produced
up to the year 2020 [used to generate approximately
2000 GW(e)-year of electrical energy]. If approved,

the site would not be operational until 2010 at the
earliest. See TUFF.

Transuranic waste. Although the radioactivity of
the transuranic wastes is considerably smaller than
that of high-level waste or spent fuel (Fig. 1), the
high radiotoxicity and long lifetime of these wastes
also require disposal in a geologic repository. Pres-
ent plans call for disposal in bedded salt at the Waste
Isolation Pilot Project (WIPP) in Carlsbad, New Mex-
ico. Suitability for permanent disposal is to be tested
over a period of approximately 5 years. During its ex-
pected subsequent period of operation, until 2018,
the WIPP would accept all transuranic wastes gener-
ated up to that time. Waste with less than 100 nCi/g
(3.78 Bq/kg) of transuranic elements will be treated
as low-level waste.

Uranium mill tailings. Uranium is naturally radioac-
tive, decaying in a series of steps to stable lead. It is
currently a rare element, averaging between 0.1 and
0.2% in the mined ore. At the mill, the rock is crushed
to fine sand, and the uranium is chemically extracted.
The residues, several hundred thousand cubic me-
ters for the annual fuel requirements of a 1-GW(e)
reactor, are discharged to the tailings pile (Fig. 4).
The tailings contain the radioactive daughters of the
uranium. The long-lived isotope thorium-230 (**°Th,
half-life 80,000 years) decays into radium-226 (**°Ra,
half-life 1600 years), which in turn decays to radon-
222 (Rn, halflife 3.8 days). Radium and radon are
known to cause cancer, the former by ingestion, the
latter by inhalation. Radon is an inert gas and thus
can diffuse out of the mill tailings pile and into the
air. It has been estimated by the Environmental Pro-
tection Agency that a person living 500 m (1600 ft)
away from an unprotected tailings pile containing
280 pCi/g (1 x 10* Bq/kg) of 2°R would have a 30%
higher chance of lung cancer from the radon gas it
produces than the average person. (The average ra-
dium concentration in the existing tailings piles is
twice as high, and hence, for these piles, the esti-
mate should be doubled.) Ground-water pollution by
radium that has leached from the pile has also been

Fig. 4. Partial view of an operating mill tailings pile
(Homestake Mining Company, Milan, New Mexico). The pile
measures approximately 1000 m x 1000 m (3000 ft x

3000 ft), is 13 m (42 ft) high on average, and is entirely
unprotected. In its 1.7 x 10’ m® (6 x 108 ft%), it contains
8000 Ci (2.9 x 10™ Bq) of *°Ra. The extracted uranium was
enough to generate 100 GW(e)-year of electric energy in a
reactor.



observed around tailings piles, but its health effects
are more difficult to estimate, since the migration in
the ground water is difficult to assess and also highly
site-specific. See RADIOACTIVITY; RADIUM; RADON;
URANIUM.

Although the radioactivity contained in the mill
tailings is very small relative to that of the high-level
waste and spent fuel, it is comparable to that of the
transuranic waste (Fig. 1). It is mainly the dilution
of the thorium and its daughters in the large vol-
ume of the mill tailings (Fig. 2) that reduces the
health risks to individuals relative to those posed by
the transuranium elements in the transuranic wastes.
However, this advantage is offset by the great mobil-
ity of the chemically inert radon gas, which emanates
into the atmosphere from the unprotected tailings.
New mill tailings piles will be built with liners to pro-
tect the ground water, and will be covered with earth
and rock to reduce atmospheric release of the radon
gas. None of these measures provides protection on
the time scales required for the 2*°Th to decay. Perma-
nent disposal methods, like chemical extraction of
the thorium for disposal in a geologic repository, or
burial of the tailings in deep mines, are not planned
at this time. Because of the enormous volume of the
tailings, a permanent disposal—should this be con-
sidered necessary—would present serious technical
as well as economic problems.

Low-level wastes. By definition, practically every-
thing that does not belong to one of the three
categories discussed above is considered low-level
waste. This name is misleading because some wastes,
though low in transuranic content, may contain very
high beta and gamma activity. For example, ion-
exchange resins or activated components from reac-
tors, which have radioactivities of hundreds of curies
per cubic meter, may even require biological shield-
ing during handling and transport. Of the 130,000 m?
(4.6 x 10° ft3) of low-level waste generated in 1988,
about 70% originated in the weapons program, 20%
in the commercial nuclear fuel cycle, 7% in indus-
try, and 3% for research and medical purposes. The
radioactivity contained in the last category was very
small, less than 1% of the total radioactivity contained
in the low-level waste, and is also mostly short-lived.
The radioactivity of the wastes generated for medical
purposes alone was less than 0.1%.

The current method of low-level waste disposal is
shallow-land burial, which is relatively inexpensive
but provides less protection than a geologic reposi-
tory. [Prior to 1970, a total of 10> Ci (3.7 x 10'°> Bq)
of low-level waste generated in the United States
weapons program was also disposed of by ocean
dumping and prior to 1983, 1.3 x 10° Ci (4.8 x
10'° Bq) was also injected with grout into hydrofrac-
tured shale formations underlying the Oak Ridge
National Laboratory. These practices have since been
stopped.] At present, there are six major Department
of Energy shallow-land burial sites and six commer-
cial sites (only two of which are now operating).
While sites in arid environments have generally per-
formed in an acceptable manner, those located in hu-
mid environments have commonly not performed as

Radioactive waste management

hoped, and the fact that three of the four commer-
cial sites in the eastern United States are no longer
operating illustrates the problems they have encoun-
tered. It also points to the difficulties to be expected
in developing new regional low-level waste disposal
sites, which are to be located in the humid northeast-
ern United States, as required by law. Besides the
very large volume, the nonuniformity of the waste
presents formidable problems for low-level waste dis-
posal. Current programs focus on improved waste
forms, better site selection criteria, and engineering
improvements to the site in order to restrict releases.

Decommissioning of nuclear facilities. At the end of
their lifetime, nuclear facilities have to be dismantled
(decommissioned) and the accumulated radioactiv-
ity disposed of. Nuclear power plants represent the
most important category of nuclear facilities, con-
taining the largest amounts of radioactive wastes,
and will therefore be discussed here. These wastes
can be grouped in three classes: neutron-activated
wastes, surface-contaminated wastes, and miscel-
laneous wastes. See NUCLEAR POWER; NUCLEAR
REACTOR.

The neutron-activated wastes are mainly confined
to the reactor pressure vessel and its internal com-
ponents, which have been exposed to large neu-
tron fluences during reactor operation. These com-
ponents contain significant amounts of long-lived
nontransuranic radioactive isotopes such as niobium-
94 (*iINb, an impurity in the stainless steel), which
emits highly penetrating gamma rays and has a half-
life of 20,000 years. These wastes are unacceptable
for shallow-land disposal as low-level wastes. Dis-
posal in a geologic repository is envisioned. Surface-
contaminated and miscellaneous radioactive wastes
derive mainly from faulty fuel pin claddings, which
allow radioactive material to escape from the fuel.
While the surface contamination can be effectively
removed from smooth surfaces, such decontamina-
tion will inevitably increase the amount of the mis-
cellaneous wastes (solvents, filters, and so forth). See
DECONTAMINATION OF RADIOACTIVE MATERIALS.

Delaying the dismantling of the facility, in a proce-
dure called safe storage or entombment, allows much
of the radioactivity to decay. While this reduces the
dismantling cost, it will shift the burden to future
generations. For a decommissioning scenario assum-
ing a 2-year wait after shutdown before dismantling
and decontaminating the facility, the cumulative vol-
ume and radioactivity for the 68 reactors expected
to be shut down between 1989 and 2020 has been
estimated to be 8.4 x 10° m? (3.0 x 107 ft’) and 3.3 x
107 Ci (1.2 x 108 BQ), respectively. Of this volume,
0.6% will contain 97% of the radioactivity (mainly
the neutron-activated reactor internals). The remain-
der, containing 1 x 10° Ci (3.7 x 10'° Bq), will be
buried in shallow-land disposal sites, where it will
constitute by the year 2020 approximately 10% of
the accumulated volume and 3% of the accumulated
radioactivity (Figs. 1 and 2). Robert 0. Pohl
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1
Radioactivity

A phenomenon resulting from an instability of the
atomic nucleus in certain atoms whereby the nucleus
experiences a spontaneous but measurably delayed
nuclear transition or transformation with the result-
ing emission of radiation. The discovery of radioac-
tivity by Henri Becquerel in 1896 was an indirect
consequence of the discovery of x-rays a few months
earlier by Wilhelm Roentgen, and marked the birth
of nuclear physics. See X-RAYS.

On the other hand, nuclear physics can also
be said to begin with the proposal by Ernest
Rutherford in 1911 that atoms have a nucleus. On the
basis of the scattering of alpha particles (emitted in
radioactive decay) by gold foils, Rutherford proposed
a solar model of atoms, where negatively charged
electrons orbit the tiny nucleus, which contains all
the positive charge and essentially all the mass of the
atom, as planets orbit around the Sun. The attractive
Coulomb electrical force holds the electrons in orbit
about the nucleus. Atoms have radii of about 107 '*m
and the nuclei of atoms have radii about 2 x 10~ m,
so atoms are mostly empty space, like the solar sys-
tem. Niels Bohr proposed a theoretical model for the
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Fig. 1. Decay modes of ''*Cs based on Q values from the droplet-model formula for
nuclear masses. (After J. H. Hamilton et al., eds., Future Directions in Studies of Nuclei

Far from Stability, 1980)

atom that removed certain difficulties of the Ruther-
ford model. See ATOMIC STRUCTURE AND SPECTRA.

However, it was only after the discovery of the
neutron in 1932 that a proper understanding was
achieved of the particles that compose the nucleus
of the atom. The nucleus contains protons that carry
positive charge and neutrons with slightly higher
mass and zero net electrical charge. These protons
and neutrons (called nucleons) are held inside the
nucleus by the nuclear force between these parti-
cles. This force gives rise to the binding energy of
the nucleus, which is the energy required to pull all
the protons and neutrons apart. The binding energy
makes the mass of a nucleus less than the masses of
the Z protons and N neutrons that make up the nu-
cleus. In all radioactive decays the total number of
nucleons, A = Z + N, before and after the decay
is a constant; that is, the number of nucleons
is conserved. Differences in binding energies pro-
duce differences in masses which in turn determine
what type of radioactive decay can occur. Radioac-
tive decay occurs when the masses of all the particles
after the decay are less than the mass of the ori-
ginal radioactive nucleus. See NEUTRON; NUCLEAR
BINDING ENERGY; NUCLEAR STRUCTURE; NUCLEON;
PROTON.

In 1934, Irere Curie and Frédéric Joliot demon-
strated that radioactive nuclei can be made in the
laboratory. All chemical elements may be rendered
radioactive by adding or by subtracting (except for
hydrogen and helium) neutrons from the nucleus
of the stable ones. Studies of the radioactive decays
of new isotopes far from the stable ones in nature
continue as a major frontier in nuclear research.
The availability of this wide variety of radioactive
isotopes has stimulated their use in many different
fields, including chemistry, biology, medicine, indus-
try, artifact dating, agriculture, and space explo-
ration. See ALPHA PARTICLES; BETA PARTICLES;
GAMMA RAYS; ISOTOPE; RADIOACTIVITY AND RADIA-
TION APPLICATIONS.

A particular radioactive transition may be delayed
by less than a microsecond or by more than a bil-
lion years, but the existence of a measurable delay
or lifetime distinguishes a radioactive nuclear transi-
tion from a so-called prompt nuclear transition, such
as is involved in the emission of most gamma
rays. The delay is expressed quantitatively by the ra-
dioactive decay constant, or by the mean life, or by
the half-period for each type of radioactive atom.

The most commonly found types of radioactivity
are alpha, beta negatron, beta positron, electron cap-
ture, and isomeric transition (Table 1). Each is char-
acterized by the particular type of nuclear radiation
which is emitted by the transforming parent nucleus.
In addition, there are several other decay modes that
are observed more rarely in specific regions of the
periodic table (Table 1). Several of these rarer pro-
cesses are in fact two-step processes (Figs. 1 and 2).
In addition, there are several other processes pre-
dicted theoretically that remain to be verified.

In alpha radioactivity (Table 1) the parent nucleus
spontaneously emits an alpha particle. Since the
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TABLE 1. Types of radioactivity

Change in Change in
atomic atomic mass
Type Symbol Particles emitted number, AZ number, AA Example
Alpha a Helium nucleus -2 —4 220Ra— 232Rn + o
Beta negatron B8~ Negative electron and +1 0 24Na >2Mg +e” +v
antineutrino?
Beta positron Bt Positive electron and neutrino? -1 0 2Na—22Ne +e" + v
Electron capture EC Neutrino® =9l 0 Bet+e —>ILi+v
Isomeric transition® IT Gamma rays or conversion 0 0 187mBa —27Ba + v or
electrons or both (and conversion electrons
positive-negative
electron pair)®
Proton p Proton =9l =9l Blla -180Yb +p
Spontaneous fission (hot) SF Two intermediate-mass nuclei and Various Various 28U —"33sn +'%Mo +2n
1-10 neutrons
Spontaneous fission (cold) SF Two intermediate-mass nuclei Various Various %zcf —-1% Mo + '¢8Ba
(zero neutrons)
Ternary spontaneous fission (hot) TSF Two intermediate-mass nuclei, a Various Various 2550t —10Zr + '¥Ba + a+2n
light particle (°H, o, up to 12C),
and neutrons
Ternary spontaneous fission (cold) ~ TSF Twointermediate-mass nuclei and a Various Various 220f —%sr + '€Ba + 9Be
light particle
Isomeric spontaneous fission ISF Heavy fragments and neutrons Various Various 244 Am 1341 +197Mo + 3n
Beta-delayed spontaneous fission (EC + B8T)SF Positive electron, neutrino, heavy Various Various CISESE> gt +v+ 24§£Cf -
fragments, and neutrons 138Xe +1%7Ru +n
B~ SF Negative electron, antineutrino, Various Various 2%Pa > 47+ v+ 29U >
heavy fragments, and neutrons 89494y + 3n
Beta-delayed neutron 67n Negative electron, and +1 —1 iLi—> g~ +v+"}Be" -
antineutrino, neutron 1gBe +n
Beta-delayed two-neutron 672n(3n, 4n) Negative electron, antineutrino, +1 -2 (-3, -4 1;Li - [ tv +1lBe* s
(three-, four-neutron) and two (three, four) 9(83 Be + 2n(3n)
neutrons
Beta-delayed proton (*p or Positive electron, neutrino, —2 -1 MCs - g+ +v +114Xe" —
(8* + EC)p and proton 1;§| +p
Beta-delayed two-proton B* 2p Positive electron, neutrino, -3 -2 ZAl—= g* + v +22Mg” -
and two protons 2Ne + 2p
Beta-delayed deuteron B2H Negative electron, antineutrino, 0 =2 SHe - g~ +5Li—> iH+ 4He
and deuteron
Beta-delayed triton B3H Negative electron, antineutrino, 0 -3 li— g~ +v +11B" -
and triton 8Li+3H
Beta-delayed alpha Bt Positive electron, neutrino, =3 —4 iCs = g + v +1lixe" >
and alpha Te +a
B Negative electron, antineutrino, =7 —4 214Bi > 3+ v +'14 Po'—
and alpha 210Pp + o
Beta-delayed alpha-neutron B a,n Negative electron, antineutrino, -1 -5 Mli—-p"+v +‘1B* =
alpha, and neutron SHe + @ +n
Double beta decay BB~ Two negative electrons and two +2 0 82Se >82Kr+ 25~ +2v
antineutrinos
BBt Two positive electrons and two -2 0 d1%Ba —30Xe + 267" +2v
neutrinos
Double electron capture? EC EC Two neutrinos -2 0 d1%9Ba + 2e” — 2¥Xe + 2v
Neutrinoless double beta decay® BB~ Two negative electrons +2 0 °82Se — 82Kr + 26~
Two-proton 2p Two protons -2 =2 33Fe —33Cr+2p
Neutron n Neutron 0 -1

(cont.)
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TABLE 1. Types of radioactivity (cont.)

Change in Change in
atomic atomic mass
Type Symbol Particles emitted number, AZ number, AA Example

Two-neutron? 2n Two neutrons 0 -2

Heavy clusters’ (o] '8C nucleus -6 —-14 223Ra — 2Pb + '¢C
20 230 nucleus -8 —-20 281 Ac — 2071+ 200
24 24 _ _ 232 208 24
ToNe ToNe nucleus 10 24 0sU 2 Pb+ 5 Ne

2The neutrinos and antineutrinos emitted in beta decay are electron neutrinos and antineutrinos.

bExcited states with relatively long measured half-lives are called
with essentially prompt decay are identified by asterisks, as in 11Be™.

©Pair emission occurs as an additional competing decay mode when the decay energy exceeds 1.022 MeV.
dTheoreticaIIy predicted but not established experimentally.

©Theoretically possible and predicted in some grand unified theories.

There are other possible clusters in addition to those shown. Cold SF is also a type of cluster radioactivity.

lsomeric and are identified by placing the symbol m for metastable after the mass number, as in 137mBa, Excited states

alpha particle is the nucleus of the helium-4 atom,
it contains two protons and two neutrons. Thus, the
atomic number, or nuclear charge Z, of the decay
product is 2 units less than that of the parent, and
the nuclear mass A of the product is 4 atomic mass
units less than that of the parent, because the emit-
ted alpha particle carries away this amount of nu-
clear charge and mass. This decrease of 2 units of
atomic number or nuclear charge between parent
and product means that the decay product will be a
different chemical element, displaced by 2 units to
the left in a periodic table of the elements. For ex-
ample, radium has atomic number 88 and is found
in column 2 of the periodic table. Its decay product
after the emission of an alpha particle is a different
chemical element, radon, whose atomic number is
86 and whose position is in column 0 of the periodic
table.

9Be + 2n
\ 7.315
525 Y E
3.96 .\ £
380 Do
269
1.785 Ee
0.320 B o
0 ———— 12+ 10Be+n
11Be 0.503

Fig. 2. Observed decay modes of ''Li. Energies in
megaelectronvolts. (After J. H. Hamilton et al., eds., Future
Directions in Studies of Nuclei Far from Stability, 1980)

Transition Rates and Decay Laws

This section covers radioactive decay constant, dual
decay, exponential decay law, mean life, and half-
period.

Radioactive decay constant. The rate of radioactive
transformation, or the activity, of a source equals the
number A4 of identical radioactive atoms present in
the source, multiplied by their characteristic radioac-
tive decay constant A. Thus Eq. (1) holds, where the

Activity = AX disintegrations per second (€))

decay constant A has dimensions of s~!. The numer-
ical value of A expresses the statistical probability of
decay of each radioactive atom in a group of iden-
tical atoms, per time. For example, if A = 0.01 s~
for a particular radioactive species, then each atom
has a chance of 0.01 (1%) of decaying in 1 s, and a
chance of 0.99 (99%) of not decaying in any given
1-s interval. The constant A is one of the most impor-
tant characteristics of each radioactive nuclide: A is
essentially independent of all physical and chemical
conditions such as temperature, pressure, concen-
tration, chemical combination, or age of the radioac-
tive atoms. There are a few cases where measurable
effects are observed for different chemical combina-
tions. One of the largest observed is a 3.2% change
in A for the 24-s isomer in °*Nb. The half-period is
inversely proportional to A.

The identification of some radioactive samples can
be made simply by measuring A, which then serves
as an equivalent of qualitative chemical analysis. For
the most common radioactive nuclides, the range of
A extends from 3 x 10° s~! (for thorium C") to 1.6 x
10718 s~ (for thorium).

Dual decay. Many radioactive nuclides have two
or more independent and alternative modes of
decay. For example, 2*8U can decay either by alpha-
particle emission or by spontaneous fission. A single
atom of ®/Cu can decay in any of three competing
independent ways: negatron beta-particle emission,
positron beta-particle emission, or electron capture.
‘When two or more independent modes of decay are
possible, the nuclide is said to exhibit dual decay.



The competing modes of decay of any nuclide
have independent partial decay constants given by
the probabilities Ay, A;, As,... per second, and the
total probability of decay is represented by the total
decay constant A, defined by Eq. (2). If there are A4

A=Mtira+Ars+--- @

identical atoms present, the partial activities, as mea-
sured by the different modes of decay, are A\, AA,,
AAs, ..., and the total activity AX is given by Eq. (3).

AN =AM +Ads + Ads + - - )

The partial activities, AAq, ..., such as positron beta
particles from ®*Cu, are proportional to the total ac-
tivity, AX, at all times.

The branching ratio is the fraction of the decaying
atoms which follow a particular mode of decay, and
equals A\1/AA or Ai/A. For example, in the case of
%4Cu the measured branching ratios are A,;/A = 0.40
for negatron beta decay, A,/A = 0.20 for positron beta
decay, and X3/A = 0.40 for electron capture. The sum
of all the branching ratios for a particular nuclide is
unity.

Exponential decay law. The total activity, A), equals
the rate of decrease —dA/dt in the number of ra-
dioactive atoms A present. Because A is independent
of the age ¢ of an atom, integration of the differ-
ential equation of radioactive decay, —dA/dt = AAX,
gives Eq. (4), where In represents the natural log-

In i = —A{ —ty) “@
A()

arithm to the base e, and A atoms remain at time

t if there were A, atoms initially present at time #,.

If ty, = 0, then Eq. (4) can be rewritten as the expo-

nential law of radioactive decay in its most common

form, Eq. (5). The initial activity at = 0 was AyA, and

A =A™ ©)

the activity at £, when only A atoms remain untrans-
formed, is A)\. Because A is a constant, the fractional
activity AA/AoA at time ¢ and the fractional amount of
radioactive atoms A/A, are given by Eq. (6). In cases
DA ©)
Aor Ao
of dual decay, the partial activities AX,, AX,, ... also
decrease with time as e not as e ! ... because
AM/Agh = A/Ay = e~ where A is the total decay
constant. This is because the decrease of each par-
tial activity with time is due to the depletion of the
total stock of atoms A4, and this depletion is accom-
plished by the combined action of all the competing
modes of decay.

Mean life. The actual life of any particular atom
can have any value between zero and infinity. The
average or mean life of a large number of identical
radioactive atoms is, however, a definite and impor-
tant quantity.

If there are A, atoms present initially at £ = 0, then
the number remaining undecayed at a later time # is
A = Age ™, by Eq. (5). Each of these A atoms has

a life longer than ¢. In an additional infinitesimally
short time interval dt, between time ¢ and ¢ + dt, the
absolute number of atoms which will decay on the
average is AAdt, and these atoms had a life-span ¢.
The total L of the life-spans of all the Ay atoms is the
sum or integral of A\ dt from ¢ = 0 to ¢t = 0o, which
is given by Eq. (7). Then the average lifetime L/A,,
which is called the mean life 7, is given by Eq. (8),

o] o A
AL 0
L:/ LAM dt:/ tAghe Mdt === ()

0 0
T=2 ®

where A is the total radioactive decay constant of
Eq. (2). Substitution of t = T = 1/A into Eq. (6) shows
that the mean life is the time required for the number
of atoms, or their activity, to fall to e~! = 0.368 of any
initial value.

Half-period (half-life). The time interval over which
the chance of survival of a particular radioactive atom
is exactly one-half is called the half-period T (also
called half-life, written 71,). From Eq. (4), Eq. (9) is

nd i _m2=063=a1 ©

—InNnN—=In— =1n = U. =

Ao A

obtained. Then the half-period T'is related to the total

radioactive decay constant A, and to the mean life 7,

by Eq. (10). For mnemonic reasons, the half-period
_0.693

T=—"=0.693t

7 aom

T is much more frequently employed than the total
decay constant A or the mean life . For example, it
is more common to speak of 2*2Th as having a half-
period of 1.4 x 10'° years than to speak of its mean
life of 2.0 x 10'° years or its total decay constant
of 1.6 x 1078 57! although all three are equivalent
statements of the average longevity of 2>*Th atoms.
Any initial activity 4yA is reduced to '/, in 1 half-
period T, to 1/e in 1 mean life 7, to '/ in 2 half-
periods 27, and so on (Fig. 3). The slope of the

77777777777777777777777 Mo
area=A,
s activity = Ajhe—t
I\ slope=(AM)/t =
\\ >
W\ Aho/2 %
\ ©
***************** Ako/e
S — Mho/h
I
I e Aho/8
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| \ | 0
o T

\
t 2T 3T 4T 5T 6T
time, t

Fig. 3. Graphical representation of relationships in decay of
a single radioactive nuclide.
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activity curve, or rate of decrease of activity, is
d(A\)/dt = —LdA/dt = —A(AL). Thus the initial slope
is —A(ApA) = —(A4pA)/T. The area under the activity
curve, if integrated to ¢ = 0o, is simply A, the total
initial number of radioactive atoms. Also, the initial
activity AgA, if it could continue at a constant value
for one mean life T, would exactly destroy all the
atoms because (ApA\)T = A,.

Radioactive Series Decay

In a number of cases a radioactive nuclide A decays
into a nuclide B which is also radioactive; the nu-
clide B decays into C which is also radioactive, and
so on. For example, 233Th decays into a series of 10
successive radioactive nuclides. Substantially all the
primary products of nuclear fission are negatron
beta-particle emitters which decay through a chain
or series of two to six successive beta-particle emit-
ters before a stable nuclide is reached as an end prod-
uct. See NUCLEAR FISSION.
Let the initial part of such a series be represented
by reaction (11), where radioactive atoms of types 4,
A gl ol plo . an
B, C, D, ... have radioactive decay constants given by
A4, Ap, Acy Ap, . ... Then if there are initially present,
at time £ = 0, Ay atoms of type A, the numbers A,
B, C, ... of atoms of types 4, B, C, ..., which will
be present at a later time £, are given by Eqgs. (12)-

(14), and the activities of A, B, C, ... are Al4, BAg,
A = Age 4! 12
)"A . _
B=A)—— (e — e 1
0)»13 — )»A( ) a3
A A
C =4, _ A B hat
Ac—Agdp— Ay
Ag — A Ac — Ap
A A
+ 7A739—Kcl (14)
Aa — Ac A —Ac

Che, ... (Fig. 4). General equations describing the
amounts and activities of any number of radioactive
decay products are more complicated and are given
in standard texts.

Radioactive equilibrium. In Fig. 4 the ratio BAg/AA,
of the activities of the parent A and the daughter
product B change with time. The activity BAg is zero
initially and also after a very long time, when all the
atoms have decayed. Thus BA g passes through a max-
imum value, and it can be shown that this occurs at
a time ¢, given by Eq. (15). The situation in which
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the activities AL, and By are exactly equal to each
other is called ideal equilibrium, and exists only at
the moment ,,,.

If the parent A4 is longer-lived than the daughter
B, as occurs in many cases, then at a time which
is long compared with the mean life 7z of B, the

activity ratio approaches a constant value given by
Eq. (16), where T, and Ty are the half-periods of A
B)\'B )"B TA

Ahs  hp—a Ta—Tg

16)

and of B. When the activity ratio BAz/A) 4 is constant,
a particular type of radioactive equilibrium exists.
This is spoken of as secular equilibrium if the activity
ratio is experimentally indistinguishable from unity,
as occurs when 7, is very much greater than 7p.

Equilibrium concepts are applied also between a
long-lived parent and any of its decay products in a
long series. For example, in a sufficiently old uranium
ore, radium (7' = 1620 years) is in secular equilib-
rium with its ultimate parent uranium (7'= 4.5 x 10°
years) although there are four intermediate radioac-
tive substances intervening in the series between ura-
nium and radium. Here, secular equilibrium shows
that activities of radium and uranium continue to be
equal to each other even though the activity of the
parent uranium is decreasing with time.

When Tp is comparable with T, Eq. (16) shows
that the equilibrium ratio will clearly exceed unity;
this situation is spoken of as transient equilibrium.
For example, in fission-product decay series (17) the

140G, _y MOp, o 140q

an

half-period of Ba is 307 h and that of '©La is
40 h. In an initially pure source of “°Ba the activ-
ity of '4°La starts at zero, rises to a maximum at £,, =
135 h [Eq. (15)], then decreases, and after a few hun-
dred hours is in transient equilibrium with its parent,
when the '“La activity [by Eq. (16)] is 307/(307-
40) = 1.15 times the activity of its parent '“°Ba.
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Fig. 4. Growth and decay of the activity BAg of the
daughter product, and C)\¢ of the granddaughter product,
in an initially pure source of a radioactive parent whose
activity at t = 0 is Ap\a.



TABLE 2. Parent radioactive nuclides found in nature
Nuclide
Percent Radioactive

Atomic Mass abundance Half-period, transitions Disintegration
number, Z number, A in nature years observed” energy, MeV”

19K 40 0.0117 1.3 X 10° 8-, 5%, EC B~ 13-EC1.5

34 Se 82 9.19 1.1 x 102 BB~ 3.0

37 Rb 87 27.83 4.8 x 10'° B~ 0.3

48 Cd 113 12.2 9 x 10" 8- 0.3

49 In 115 95.77 5.1 x 10" B~ 0.5

52 Te 130 34.49 2 x 10% Growth of ‘ggXeT 1.6

57 La 138 0.089 1.1 x 10" B, EC B~ 1.0-EC1.75

60 Nd 144 23.8 2.1 X 10'® @ 1.9

62 Sm 147 15.07 1.1 x 10" @ 2.3

62 Sm 148 113 8 x 10" @ 1.99

64 Gd 162 0.20 1.1 x 10™ @ 2.2

71 Lu 176 2.6 3.6 x 10'° B,y 0.6

72 Hf 174 0.16 2 x 10" @ 2.5

75 Re 187 62.6 4 x 1010 B~ 0.003

78 Pt 190 0.013 6 x 10" @ 3.24

90 Th 232 100 1.4 x 10" @ 4.08

92U 235 0.715 7.0 x 108 a, SF @ 4.68

92U 238 99.28 4.5 x 10° a, SF 427

“EC = electron capture. The EC energy is between ground states, but, in '*¢La decay, 1.44 MeV of the EC energy goes to a gamma ray that feeds
the ground state.

fIndirect evidence for 3~ 3~ decay.

Radioactivity in the Earth. A number of isotopes
of elements found in the Earth are radioactive
(Table 2). All known or theoretically predicted iso-
topes of elements above bismuth are radioactive.
Because the Earth is composed of atoms which
were believed to have been created more than 3 x
10° years ago, the naturally occurring parent ra-
dioactive isotopes are those which have such long
half-periods that detectable residual activity is still
observable today. As a general rule, one can detect
the presence of a radioactive substance for about
10 halflives. Therefore activities with 7" < 0.3 x
10? years should not be found in the Earth. For ex-
ample, present-day uranium is an isotopic mixture
containing 99.3% 238U, whose half-period is 4.5 x
10? years, and only 0.7% of the shorter-lived uranium
isotope 2*°U, whose half-period is 0.7 x 10° years,
whereas these isotopes presumably were produced
in roughly equal amounts in the Earth a few billion
years ago. Geophysical evidence indicates that orig-
inally some 23°U was present also, but none is found
in nature now as expected with its half-period of
0.02 x 10° years. The elements technetium (Z =
43) and promethium (Z = 61) are not found in the
Earth’s crust because all their isotopes are radioactive
with much shorter half-periods (their longest-lived
are T = 2.6 x 10° years for *’Tc and T = 17.7 years
for >Pm).

Uranium-238 decays through a long series of 14
radioactive decay products before ending as a stable
isotope of lead, 2°°Pb. Some of these members of
the 23U decay chain have very short half-periods,
so their existence in nature is entirely dependent on
the presence of their long-lived parent, and thus is a
genealogical accident. For example, radium occurs
in nature only in the minerals of its parent, uranium.
The decay series of 23U supports 14, and the decay

series of 2*?Th supports 10, short-lived radioactive
substances found in nature.

A few of the common elements contain long-lived,
naturally radioactive isotopes. For example, all ter-
restrial potassium contains 0.012% of the radioac-
tive isotope “°K, which has a half-period of 1.3 x
10° years, and emits negatron or positron beta parti-
cles (plus decay via electron capture) and gamma
rays in a dual decay to stable “°Ca and “’Ar. This
isotope is the principal source of radioactivity in a
normal human being; each human contains about
0.1 microcurie (3.7 x 10° becquerels) of the radioac-
tive potassium isotope °K.

Geological age measurements are based on the ac-
cumulation of decay products of long-lived isotopes,
especially in the cases of “°K, ’Rb, *?Th, #°U, and
28U, See GEOCHRONOMETRY.

Laboratory-produced radioactive nuclei. With parti-
cle accelerators and nuclear reactors, the order of
2000 radioactive isotopes not found in detectable
quantities in the Earth’s crust have been produced
in the laboratory since 1935, including those of 26
new chemical elements up to element 118 (as of
2004), with element 117 not known. Earlier titles of
induced or artificial radioactivities for these isotopes
are misnomers. Many of these now have been iden-
tified in meteorites and in stars, and others are pro-
duced in the atmosphere by cosmic rays. There are
over 5000 isotopes theoretically predicted to exist.
As one approaches the place where a proton or neu-
tron is no longer bound in a nucleus of an element
(the limits of the existence of that element), the half-
periods become extremely short. See TRANSURANIUM
ELEMENTS.

For example, carbon-14 is a negatron beta-particle
emitter, with a half-period of about 5600 years,
which can be produced in the laboratory as the
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product of a variety of different nuclear transmuta-
tion experiments. Nuclear bombardment of ''B nu-
clei by alpha particles (helium nuclei) can produce
excited compound nuclei of N which promptly
emit a proton (hydrogen nucleus), leaving '“C as the
end product of the transmutation. The same end-
product '“C can be produced by bombarding ‘N
with neutrons, resulting in nuclear reaction (18).

4N + neutron — N* — C + proton

as

This reaction is easily carried out by using neutrons
from nuclear accelerators or a nuclear reactor. This
particular transmutation reaction is one which oc-
curs in nature also, because the nitrogen in the
Earth’s atmosphere is continually bombarded by neu-
trons which are produced by cosmic rays, thus pro-
ducing radioactive '“C. Mixing of '“C with stable
carbon provides the basis for radiocarbon dating of
systems that absorb carbon for times up to about
50,000 years ago (10 half-lives). See COSMIC RAYS; NU-
CLEAR REACTION; NUCLEAR REACTOR; PARTICLE AC-
CELERATOR; RADIOCARBON DATING.

Radioactive hydrogen, *H, is also formed in the

chemical symbol

At Rn  Fr Ra Ac Th Pa u
atomic number

81 8 83 8 8 8 87 8 8 90 91 9‘2
238
uranium
(radium)
series UII|— 234
o |— 230
Ra 226
§
Rn 222 =
0.02% <
0.1% 3
/ =
99.98% RaA*E 218 o
©
0,
1 99.98% g9 9% £
RaBr>RaC>RaC’ 214
o.oz§~1o\0%
RaC” RaF (Po) 210
1.3 x10-4%
Tl #RaG 206
81 8 83 8 8 8 87 8 8 90 91 92

atomic number

Fig. 5. Main line of decay of uranium series, or 4n + 2 series, of heavy radioactive
nuclides, headed in nature by uranium-238. Each member has a mass number given by

4n + 2, where n is an integer.

atmosphere from the '“N + neutron — '?C + 3H
reaction. Also, H is produced in the Sun, and the
Earth’s water as well as satelleites show an additional
concentration of *H from the Sun. Over two dozen
radioactive products, ranging in half-life from a few
days to millions of years, have been identified in
meteorites that have fallen to Earth. The carbon and
hydrogen burning cycles that produce energy for
stars produce radioactive >N, 130, 3H. At higher tem-
peratures the radioactivities "Be and even ®*Be (T' ~
1071 s) help burn hydrogen and helium. In addition
to the production of radioactive as well as stable
isotopes prior to the formation of the solar system,
nucleosynthesis continues to go on in stars with the
production of many short-lived radioactive atoms
by different processes. See CARBON-NITROGEN-
OXYGEN CYCLES; NUCLEOSYNTHESIS; PROTON-
PROTON CHAIN.

The yield of any radioactivity produced in the lab-
oratory is the initial rate of the activity under the par-
ticular conditions of nuclear bombardment. When a
target material A is bombarded to produce a radioac-
tive product B whose radioactive decay constant is
Ap, the number of atoms B which are present after
a bombardment of duration £, and their activity BAg,
are given by Eq. (19), where the yield Y has dimen-

— Z _ e B!
BAg ad—-e ") a9
Ap

sions equivalent to curies of activity produced per
second of bombardment. The yield Y depends on
the number of atoms A present in the target, the
intensity of the beam of bombarding particles, and
the cross section, or probability of the reaction per
bombarding particle under the conditions of bom-
bardment.

Radioactive transformation series. As noted in
Eqgs. (12)-(14), many radioactive substances have
decay products which are also radioactive. Thus
many long chains or series of radioactive transfor-
mations are known. The three naturally occurring
transformation series are headed by #**Th, 2*°U, and
B8V (Fig. 5 and Table 3).

Each of the naturally occurring radioactive iso-
topes in these transformation series has two syn-
onymous names. For example, the commercially
important radioisotope whose classical name is
mesothorium-1 is now known to be an isotope of ra-
dium with mass number of 228 and is designated as
radium-228 (*?®Ra). Table 3 summarizes the names,
symbols, and some radioactive properties of these
three transformation series. However, these chains
are not complete, and their uniqueness or impor-
tance as chains is an accident of the very long half-
lives of #3*Th, 2*°U, and #*8U. For example, element
105 of mass 260 has a succession of seven alpha de-
cays and one electron capture and positron decay
to 2%2Th. The special importance of the chains in
Table 3 is related to the fact that they were essen-
tially the only early sources of radioactive materials,
and they also play a role in nuclear power. See NU-
CLEAR POWER.



TABLE 3. Names, symbols, and radioactive properties of members of the three naturally occurring radioactive
transformation series™

Early Early Atomic Mass Isotopic Half- Type of

name’ symbol ¥ number number symbol period decay

Uranium (4n + 2) series
Uranium | ul 92 238 2381l 45x10%y a, SF
Uranium X4 UX4 90 234 234Th 24d 8-
Uranium X UX; 91 234 2%4mpgy 12m IT, 3~
Uranium Z uz 91 234 284pg 6.7 h 8-
Uranium Il ull 92 234 =21l 25X 10%y @
lonium lo 90 230 230Th 8 X 10%y a
Radium Ra 88 226 226Ra 1600y @
Radon Rn 86 222 222Rn 3.8d a
Radium A RaA 84 218 218pg 3.0m o, B
Astatine At 85 218 218 At 15s B, a
Radon Rn 86 218 218Rn 3.5ms a
Radium B RaB 82 214 214pp 27m 8-
Radium C RaC 83 214 214pj 20 m B, a
Radium C’ RaC’ 84 214 214po 16X 107%s @
Radium C” RaC” 81 210 2} 1.3m 8-
Radium D RaD 82 210 210py, 2y 8~
Radium E RaE 83 210 210p; 5.0d 87, a
Radium F RaF 84 210 210pg 138d @
Thallium Tl 81 206 2067 42m 8~
Radium G RaG 82 206 206 pp Stable Stable
Thorium (4n) series
Thorium Th 90 232 2%2Th 1.4 X100y @
Mesothoriums MsTh4 88 228 228Rg 58y 8-
Mesothoriums MsThs, 89 228 228 ¢ 6.1h B8
Radiothorium RdTh 90 228 25Ty 19y @
Thorium X ThX 88 224 224Ra 3.7d @
Thoron Tn 86 220 220Rn 56s a
Thorium A ThA 84 216 216pg 0.15s a
Thorium B ThB 82 212 2l2ply 10.6 h 8-
Thorium C ThC 83 212 212Bj 1.0h 8, o
Thorium C’ ThC’ 84 212 212pg 3Xx1077s @
Thorium C” ThC” 81 208 U] 3.1m 8-
Thorium D ThD 82 208 208pp Stable Stable
Actinium (4n + 3) series
Actinouranium AcU 92 235 235y 7.0x 108y «, SF
Uranium Y (0)% 920 231 2SIy 26 h 8-
Protactinium Pa 91 231 281pg 3.3 x10%y a
Actinium Ac 89 227 227 Ag 22y 8,
Radioactinium RdAc 920 227 220 19d @
Actinium K AcK 87 223 223 22 m 87, a
Actinium X AcX 88 223 223Ra 11d @
Astatine At 85 219 219t 09m a,f”
Actinon An 86 219 219Rn 40s a
Bismuth Bi 83 215 215gj 7.6m B8~
Actinium A AcA 84 215 215pg 1.8 X107 %s a
Actinium B AcB 82 211 211pp 36 m 8-
Actinium C AcC 83 211 211gj 22m a, 3
Actinium C’ AcC’ 84 211 211pg 05s a
Actinium C” AcC” 81 207 207 4.8m Jé]
Actinium D AcD 82 207 207pp Stable Stable
‘Radon-223 has been shown to have a very weak radioactive '4C decay branch to 209Pb. Several of the isotopes in these chains, such as 234:235.238,
226Ra, and others are predicted to have such very weak, heavy cluster decay branches.
fThese were the names and symbols used before the different isotopes of these elements were known.

Transformation series are now known for every
clement in the periodic table except hydrogen.
Chains of neutron-rich isotopes have been produced
and studied among the products of nuclear fission.
Heavy-ion-induced reactions and high-flux reactors
have been used to extend knowledge of the ele-
ments beyond uranium. The elements from number
93 (neptunium) to 118 (as yet unnamed except for
element 117), which have so far not been found on
Earth, were made in the laboratory. Both proton- and
heavy-ion-induced reactions have extended knowl-

edge of chains and neutron-deficient isotopes of the
stable elements.

Alpha-Particle Decay

Alpha-particle decay is that type of radioactivity in
which the parent nucleus expels an alpha particle (a
helium nucleus). The alpha particle is emitted with
a speed of the order of 1 to 2 x 107 m/s (10* mi/s),
that is, about 1/20 of the velocity of light.

In the simplest case of alpha decay, every alpha
particle would be emitted with exactly the same
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Fig. 6. Alpha groups in the decay of ' TI (T = 11 s) and
183Hg and weak groups from '8Hg and ®®Hg, very far off
stability (17 neutrons less than the lightest stable thallium
isotope). Energies in megaelectronvolts. (After K. S. Toth
et al., Observation of a-decay in thallium nuclei, including
the new isotopes 84Tl and '®°Tl, Phys. Lett., 63B:150-153,
1976)

velocity and hence the same kinetic energy. How-
ever, in most cases there are two or more discrete en-
ergy groups called lines (Fig. 6). For example, in the
alpha decay of a large group of 38U atoms, 77% of the
alpha decays will be by emission of alpha particles
whose kinetic energy is 4.20 MeV, while 23% will be
by emission of 4.15-MeV alpha particles. When the
4.20-MeV alpha particle is emitted, the decay prod-
uct nucleus is formed in its ground (lowest energy)
level. When a 4.15-MeV alpha particle is emitted,
the decay product is produced in an excited level,
0.05 MeV above the ground level. This nucleus
promptly transforms to its ground level by the emis-
sion of a 0.05-MeV gamma ray or alternatively by the
emission of the same amount of energy in the form of
a conversion electron and the associated spectrum of
characteristic x-rays. Thus in all alpha-particle spec-
tra, the alpha particles are emitted in one or more
discrete and homogeneous energy groups, and alpha-
particle spectra are accompanied by gamma-ray and
conversion electron spectra whenever there are two
or more alpha-particle groups in the spectrum.
Geiger-Nuttall rule. Among all the known alpha-
particle emitters, most alpha-particle energy spectra
lie in the domain of 4-6 MeV, although a few ex-
tend as low as 2 MeV ('¢}Sm) and as high as 10 MeV
22Po or ThC). There is a systematic relationship
between the kinetic energy of the emitted alpha par-
ticles and the half-period of the alpha emitter. The
highest-energy alpha particles are emitted by short-
lived nuclides, and the lowest-energy alpha particles
are emitted by the very long lived alpha-particle emit-
ters. H. Geiger and J. M. Nuttall showed that there is
a linear relationship between log A and the energy
of the alpha particle.
The Geiger-Nuttall rule is inexplicable by classical
physics but emerges clearly from quantum, or wave,

mechanics. In 1928 the hypothesis of transmission
through nuclear potential barriers, as introduced by
G. Gamow and independently by R. W. Gurney and
E. U. Condon, was shown to give a satisfactory ac-
count of the alpha-decay data, and it has been altered
subsequently only in details. The form of the barrier-
penetration equations is such that correlation plots
of log A against 1/E give nearly straight lines.

Nuclear potential barrier. At distances » which are
large compared with the nuclear radius, the poten-
tial energy of an alpha particle, whose charge is 2e,
in the field of a residual nucleus, whose charge is
(Z — 2)e, is 2(Z — 2)é*/r. At very close distances this
electrostatic repulsion is opposed and overcome by
short-range, nuclear, attractive forces. The net po-
tential energy U as a function of the separation »
between the alpha particle and its residual nucleus
is the nuclear potential barrier.

One of several operating definitions of the nuclear
radius R is the distance » = R at which the attractive
nuclear forces just balance the repulsive electrostatic
forces. At this distance, called the top of the nuclear
barrier, the potential energy is about 25-30 MeV for
typical cases of heavy, alpha-emitting nuclei (Fig. 7).

Inside the nucleus the alpha particle is represented
as a de Broglie matter wave. According to wave me-
chanics, this wave has a very small but finite probabil-
ity of being transmitted through the nuclear poten-
tial energy barrier and thus of emerging as an alpha
particle emitted from the nucleus. The transmission
of a particle through such an energy barrier is com-
pletely forbidden in classical electrodynamics but is
possible according to wave mechanics. This trans-
mission of a matter wave through an energy barrier
is analogous to the familiar case of the transmission
of ordinary visible light through an opaque metal
such as gold: if the gold is thin enough, some light
does get through, as in the case of the thin gold leaf
which is sometimes used for lettering signs on store
windows. See QUANTUM MECHANICS.

The wave-mechanical probability of the trans-
mission of an alpha particle through the nuclear

30 T T 1
o Coulomb barrier
= — 2Z-2)e?/r
S 20— —
@
(] .
S outgoing
= a-particle
210~ | wave |
b =<
a
0 \ \ \ \ \ \ \
1 2 3 4 5 6 7 8
? separation (r), 10-12 cm
nuclear
radius R

Fig. 7. Schematic of nuclear potential barrier, illustrating
emission of an alpha particle as a wave which can be
transmitted through the barrier.



potential barrier is very strongly dependent upon the
energy of the emitted alpha particle. Analytically the
probability of transmission T depends exponentially
upon a barrier transmission exponent y according to
Eq. (20). To a good approximation, Eq. (21) holds,

T=e7

<4n2> Z — 2)2¢?
y=(—) 22—

20)

b |4

- (%) [2(Z — 2)2¢*MR1Y? (21

where h = 6.626 x 10734 joule-second is Planck’s
constant, and M is the so-called reduced mass of the
alpha particle. For the alpha decay of *?°Ra, the nu-
merical value of y is about 71: hence T = ¢! =
10731, The first term on the right side of Eq. (21) is
about 154 and is therefore the dominant term. When
this term is taken alone, e~@*/PZ=22¢/V s called
the Gamow factor for barrier penetration.

Inspection of Eq. (21) shows that the barrier trans-
mission decreases with increasing nuclear charge
(Z — 2)e, increases with increasing velocity V of emis-
sion of the alpha particle, and increases with increas-
ing radius R of the nucleus. When the experimentally
known values of alpha-decay energy are substituted
into Eq. (21), with R about 10~!2 cm and Z about
90, the transmission coefficient T'= e~ is found to
extend over a domain of about 1072° to 107, This
range of about 10% is just what is needed to relate
the alpha-disintegration energy to the broad domain
of known alpha-decay half-periods. Equation (21)
thus explains the Geiger-Nuttall rule very success-
fully (Fig. 8). From Eq. (20), one can derive the re-
lationship between the mean life T in seconds and
the alpha-particle energy E, in MeV, In T = AE,~"/? +
B, where A and B are constants for different parent
nuclei.

Since 1970, knowledge of alpha-emitting isotopes
has been greatly enlarged through the identification
of many isotopes far off stability in the region just
above tin and in the broad region from neodymium
all the way to uranium. For example, fusion reactions
between 290-MeV **Ni ions and 3®Ni and ®*Cu targets
have been used to produce and study very neutron
deficient radioactive isotopes, including 12 alpha
emitters between tin and cesium. These results pro-
vide important data on the atomic masses of nuclei
far from the stable ones in nature. These data test
understanding of nuclear mass formulas and their
validity in new regions of the periodic table.

Beta-Particle Decay

Beta-particle decay is a type of radioactivity in which
the parent nucleus emits a beta particle. There are
two types of beta decay established: in negatron beta
decay (87) the emitted beta particle is a negatively
charged electron (negatron); in positron beta decay
(B the emitted beta particle is a positively charged
electron (positron). In beta decay the atomic num-
ber shifts by one unit of charge, while the mass
number remains unchanged (Table 1). In contrast to
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Fig. 8. Systematics of the broad range of half-periods for alpha-particle decay and their
strong dependence on alpha-decay energy and weaker dependence on nuclear charge.
Numbers beside experimental points are mass numbers of parent alpha-particle emitters.
Lines connect parent isotopes and are drawn using wave-mechanical theory of

alpha-particle transmission through nuclear potential barriers.

alpha decay, when beta decay takes place between
two nuclei which have a definite energy difference,
the beta particles from a large number of atoms will
have a continuous distribution of energy (Fig. 9). See
POSITRON.

For each beta-particle emitter, there is a definite
maximum or upper limit to the energy spectrum of
beta particles. This maximum energy, Ep.x, corre-
sponds to the change in nuclear energy in the beta
decay. Thus Ep.x = 0.57 MeV for - decay of **Cu,
and En. = 0.66 MeV for B+ decay of ®*Cu. For
positron decay to occur, the total decay energy must
exceed 1.022 MeV (twice the rest energy of the elec-
tron). The total decay energy for B decay is then
Enax(B) plus 1.022 MeV. As in the case of alpha
decay, most beta-particle spectra are not this sim-
ple, but include additional continuous spectra which
have less maximum energy and which leave the prod-
uct nucleus in an excited level from which gamma
rays are then emitted.

For nuclei very far from stability, the energies of
these excited states populated in beta decay are so
large that the excited states may decay by proton,
two-proton, neutron, two-neutron, three-neutron or
alpha emission, or spontaneous fission. In some
cases, the energies are so great that the number of
excited states to which beta decay can occur is so
large that only the gross strength of the beta decays
to many states can be studied.

Neutrinos. The continuous spectrum of beta-
particle energies (Fig. 9) implies the simultaneous
emission of a second particle besides the beta par-
ticle, in order to conserve energy and angular mo-
mentum for each decaying nucleus. This particle is
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Fig. 9. Spectra of beta particles. The quantity W is the total
beta-particle energy in units of the electron rest energy.

(a) B~ decay of ®Cu. (b) 3" decay of ®*Cu. (After L. M.
Langer, R. D. Moffat, and H. C. Price, The beta-spectrum of
54Cu, Phys. Rev., 76:1725-1726, 1949)

the neutrino. The sum of the kinetic energy of the
neutrino and the beta particle equals Ey,, for the
particular transition involved except in the rare cases
where internal bremsstrahlung or shake-off electrons
are emitted along with the beta particle and neutrino.
The neutrino has zero charge and nearly zero rest
mass, travels at essentially the same speed as light
(3 x 108 m/s or 1.86 x 10° mi/s), and is emitted as a
companion particle with each beta particle.

Earlier careful measurements of the beta spectra
of 3H established an upper limit for the neutrino rest
mass as less than 0.0005 times the rest energy of
the electron (Fig. 10). In 1980, however, some in-
direct evidence and a new *H beta spectra measure-
ment yielded evidence for a rest mass much smaller
than this limit, but finite. If the neutrino does
have a nonzero rest mass, this will have many con-
sequences, such as the size of the total mass of the
universe but will not radically change the general
features of the beta decay as presented here.

Two forms of neutrinos are distinguished in beta
decay. In positron beta decay, a proton p in the nu-
cleus transforms into a neutron n in the nucleus,
thus reducing the nuclear charge by 1 unit. At the

time of this transition, two particles, the positron
BT and the neutrino v, are created and emitted. The
emitted 1 and v together carry away the energy
Enax Of the transition and provide for conservation of
energy, momentum, angular momentum, charge,
and statistics. Thus positron beta decay is repre-
sented by decay (22). Negatron beta decay is a closely

p—on+pr4v 22)

related process, except that a neutron n changes
to a proton p in the nucleus, and a negatron beta
particle B~ and its characteristic companion par-
ticle, the antineutrino v, are emitted, as in decay
(23). The antineutrino is the antiparticle of the neu-

p—-n+p +v 23

trino as the 8% is the antiparticle of the 8~. The v
and v have the same properties of zero charge and
essentially zero rest mass, and differ only with re-
spect to the direction of alignment of their intrinsic
spin along their direction of motion. In most beta-
decay contexts, the term “neutrino” includes both its
forms, neutrino and antineutrino. See ANTIMATTER.

There are, in fact, three classes of neutrinos. The
neutrinos emitted in the two types of beta decay [de-
cays (22) and (23)] are called electron neutrinos. In
addition, there is a neutrino and antineutrino asso-
ciated with the mu meson («=4) and neutrinos and
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Fig. 10. Kurie plots. The quantity W is the total beta-
particle energy in units of the electron rest energy; other
quantities are defined in text. (a) Allowed decay of 3H (after
L. M. Langer and R. J. D. Moffat, The beta-spectrum of
tritium and the mass of the neutrino, Phys. Rev., 88:689-
694, 1952). (b) Once-forbidden decay of '4’Pm (after J. H.
Hamilton, L. M. Langer, and W. G. Smith, The shape of the
193pr spectrum, Phys. Rev., 112: 2010-2019, 1958).



antineutrinos associated with the tau (r%). The mu
neutrinos are well established. The first evidence for
a tau neutrino was reported in 1998. These three
particles, electron, mu, and tau, together with their
neutrinos, v, v,, and v, and their respective antipar-
ticles, make up a class of particles called leptons. The
number of leptons in a decay or reaction is consid-
ered to be conserved,; this rule is called lepton num-
ber conservation. There are separate conservation
numbers for e, i, and t. There must be the same net
number of each type of lepton on each side of a decay
or reaction. For example, since there are no leptons
on the left sides of decay (22) and (23), there must
be no net leptons on the right sides. Thus decay (22)
has on the right side an antielectron (positron) with
lepton number L = —1 and a neutrino with lepton
number L = 1. Decay (23) has an electron with L = 1
and an antineutrino with L = —1, and so the lepton
number is L = 1 —1 = 0 leptons on the right side
as well. Decays (22) and (23) also conserve nucleon
number. See LEPTON.

Because of the fact that the neutron rest mass is
greater than the proton rest mass, free neutrons can
undergo beta decay [decay (23)], but protons must
use part of the nuclear binding energy available in-
side a nucleus to make up the rest mass difference
in decay (22).

The interaction of neutrinos with matter is exceed-
ingly feeble. A neutrino can pass all the way through
the Sun with little chance of collision. The thickness
of lead required to attenuate neutrinos by the factor
1/, is about 10'® m (10" mi), or 100 light-years of
lead!

Neutrinos play critical roles in understanding
other fundamental questions. One question con-
cerns the rest mass of the neutrino. The current
upper limit on the rest-mass energy of the electron
neutrino is 2 €V (the rest energy of an electron is
511,000 eV). However, since there are so many neu-
trinos in the universe (every second every square
centimeter of a person’s body is bombarded by
10'° neutrinos from the Sun), even this small mass
can influence the total mass in the universe and
whether there is sufficient mass to cause the expan-
sion of the universe to stop and contract. The nature
of the neutrino is also important in grand unified the-
ories as outlined below. See COSMOLOGY; NEUTRINO;
UNIVERSE.

Average beta energy. Charged particles, such as
beta particles or alpha particles, are easily absorbed
in matter, and their kinetic energy is thereby con-
verted into heat. In beta decay the average energy
E,y of the beta particles is far less than the maximum
energy Ep,y of the particular beta-particle spectrum.
The detailed shape of beta-particle spectra and hence
the exact value of the ratio E,/En.x varies some-
what with Z, E, ., the degree of forbiddenness of
the transition, and the sign of charge of the emitted
beta particle. A rough rule of thumb which covers
many practical cases is E;y = (0.40 &= 0.05)E ,,x, With
slightly higher values for positron beta-particle spec-
tra than for negatron beta-particle spectra. The re-
maining disintegration energy is emitted as kinetic

energy of neutrinos and is not recoverable in finite
absorbers.

There are other processes that carry off part of
the energy of beta decay, including internal bre-
msstrahlung (gamma rays) and shake-off electrons
(atomic electrons). The total probabilities for these
additional two processes are on the order of 1% or
much less per beta decay, and the probability of
their emission decreases rapidly with increasing en-
ergy so they are mainly low-energy (less than about
50 keV) radiations. In internal bremsstrahlung,
through an interaction of the beta particle and the
emitting nucleus, part of the decay energy is emit-
ted as a gamma ray. In the shake-off process, part of
the beta-decay energy is given to one of the atomic
electrons. The gamma rays are not absorbed in mat-
ter as easily as the beta particles. In addition, if one
tries to absorb the beta particles in matter, the beta
particles can interact with the atoms and give off
external bremsstrahlung (gamma rays). The number
of these gamma rays again is a strongly decreasing
function of energy, but their emission extends up
to the maximum energies of the beta particles. See
BREMSSTRAHLUNG.

Fermi theory. By postulating the simultaneous
emission of a beta particle and a neutrino, as in reac-
tion (22), E. Fermi developed in 1934 a quantum-
mechanical theory which satisfactorily gives the
shape of beta-particle spectra (Fig. 9), and the rela-
tive half-periods of beta-particle emitters for allowed
beta decays. The energy distribution of beta particles
in allowed transitions is then given by Eq. (24). Here

NW)YdwW
2
= ll;—F(Z, WHW? — DV2(Wy — W*W AW  (24)
0

N(W) dW = number of beta particles in energy range
Wto W+ dW:; W = 1 + E/(myc? = total energy of
beta particle in units of rest energy m,c* = 0.51 MeV
for an electron (7, = electron mass, ¢ = velocity of
light); Wy = 1 + Epay/(moc?) = maximum energy of
the beta-particle spectrum; |P|* = squared matrix el-
ement for the transition, and is of the order of unity
for allowed transitions; 7, = time constant = 7000 s;
F(Z,W) = complex, dimensionless function involv-
ing the nuclear radius, nuclear charge, beta-particle
energy, and whether the decay is 8~ or 7.

Physically this distribution function involves
the product of the energy W and momentum
(W? — 12 of the beta particle times the energy
(W, — W) and the momentum (W, — W)/c of the
neutrino. The product of these factors gives a “sta-
tistical” distribution for the number of beta particles
as a function of energy (Fig. 9). The observed spectra
show an excess of low-energy - and a deficiency of
low-energy B+ particles. This arises because of the
Coulomb attraction and repulsion of the nucleus for
B~ and BT. The statistical spectrum is corrected by
the Fermi function, F(Z, W), and the new distribution
agrees with experiments (Fig. 9).

Equation (24) essentially matches the energy spec-
tra of allowed beta-particle transitions and therefore
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furnishes one type of experimental verification of the
properties of neutrinos. Its counterpart in terms of
the beta-particle momentum spectrum is often used
for the analysis of spectra, and is given by Eq. (25).

|P?

Ny = ——F(Z, m(Wo — Wy'n’dn  (25)
0

The momentum distribution is much more nearly
symmetric than its corresponding energy spectrum.
Here N(n)dn = number of beta particles in the mo-
mentum interval from n to n +dn; n = (W? — D2 =
momentum of the beta particle in units of m,c; and
F(Zn) = F(Z,W) of Eq. 24).

Konopinski-Uhlenbeck theory. After the work of
Fermi which explained allowed decay, E. J.
Konopinski and G. E. Uhlenbeck in 1941 developed
the theory of forbidden beta decay. Allowed decays
occur between nuclear states which differ in spin by
0 or 1 unit and which have the same parity. Konopin-
ski and Uhlenbeck developed a theory to describe
beta decays where energy is available for decay but
the allowed selection rules on spin or parity or both
are violated. These beta transitions occur at a slower
rate and are called forbidden transitions. In 1949
the theory of forbidden beta decay was confirmed
by L. M. Langer and H. C. Price. The orders of for-
biddenness, which retard the rate of decay, are the
following: once-forbidden decay when the change
in nuclear spin AJ is again O or 1 as in allowed
decay, but a parity change Am occurs; once-
forbidden unique decay when Am changes and AJ =
2; n-times forbidden decay when AJ=n, Awr = ()",
where Ar = — indicates a parity change; and n-times
forbiddenunique decay when AJ=n+1, Amr =(—)"
[Table 4]. In forbidden decays the first-order allowed
matrix elements of the Fermi theory in Eq. (24)
vanish because of the selection rules on angular
momentum and spin. Then the much smaller higher-
order matrix elements that can be neglected com-
pared to the large allowed matrix elements come
into play. See PARITY (QUANTUM MECHANICS); SELEC-
TION RULES (PHYSICS).

Comparative half-lives, fT. The half-period T of
beta decay can be derived from Eq. (24) because
the radioactive decay constant 1 = 0.693/7'is simply

TABLE 4. Selectionrules for beta decay and logf T values
Type AJ Arm  LogfT Examples

Allowed (favored) Oor1 No 3 n, °H
Allowed (normal) Oor1 No 4to7 35g, 30p
Allowed (/-forbidden) 1 No 6to9 32p B5Njj
Once-forbidden Oor1 Yes 6to8 M1 Ag, 3Pr
Once-forbidden

(unique) 2 Yes 8to9 A, Ny
Twice-forbidden 2 No 11to14 36C| 9Fe
Twice-forbidden

(unique) 3 No 12to14 22Na, ®°Co
Third-forbidden 3 Yes 17to19 &7Rb, 138La
Third-forbidden

(unique) 4 Yes (~18) 40K
Fourth-forbidden 4 No ~24 5)n
Fourth-forbidden

(unique) 5) No

the total probability of decay, or N(W) dW integrated
over all possible values of the beta-particle energy
from W=1to W=W,.

For allowed decays, the matrix elements are not
functions of the beta energy and can be factored out
of Eq. (24), so Eq. (206) is valid, where f is given by
Eq. (27), and the constants include |P|? of Eq. (24).
Equation (26) can be rearranged as Eq. (28).

0,693

A 26)

= constants x f

w
f= / FZ, WY(W?* = D'*(Wy — W>*Wdw (27)
1

0.693

fIT=———
constants

= comparative half-life (28)

For different beta decays, T’ varies over a range
greater than 10'® and inversely depends on the beta-
decay energy in analogy to the Geiger-Nuttall rule for
alpha decay. However, Eq. (28) says that the compar-
ative half-life should be a constant. Indeed it is found
experimentally that different classes of beta decay
do have very similar f7 values. It is generally eas-
ier to give the log;, {7 for comparison. The groups
(Table 4) include, in addition to the forbidden de-
cays, three classes of allowed decays: the favored or
superallowed decays of nuclei whose structures are
very similar so that the matrix element in the de-
nominator of Eq. (28) is large and log {7 is small;
normal allowed; and allowed I-forbidden where the
total angular momentum selection rule holds, but the
individual particle that is undergoing beta decay has
a change of 2 units of orbital angular momentum.
The matrix elements for each degree of forbidden-
ness get progressively smaller and so log T values
increase sharply with each degree of forbiddenness.
The ranges of these {7 values for each degree of for-
biddenness are in general so well established that
measurements of f7 values can be used to establish
changes in spins and parities between nuclear states
in beta decay.

Kurie plots. For allowed transitions, the transition
matrix element |P|? is independent of the momen-
tum 1. Then Eq. (25) can be put in the form of
Eq. (29).

( NG

1/2
m) = const(W, — W) 29

Therefore a straight line results when the quantity
(N/m?*F)V? is plotted against beta-particle energy, ei-
ther as W or as E, on a linear scale. Such graphs
are called Kurie plots, Fermi plots, or Fermi-Kurie
plots. These are especially useful for revealing devia-
tions from the allowed theory and for obtaining the
upper energy limit E,,. as the extrapolated intercept
of N/n*F on the energy axis. Practically all of the re-
sults on the shapes of beta-particle spectra are pub-
lished as Kurie plots, rather than as actual momen-
tum or energy spectra.

When spectral data give a straight line (Fig. 10),
then N(n) is in agreement with the Fermi momentum
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Fig. 11. Once-forbidden spectrum of °'Y: conventional
Kurie plot and Kurie plot corrected by the unique shape
factor, a; = W2 — 1 + (W, — W)?, given by Konopinski and
Uhlenbeck, which linearizes the data. The quantity W is the
total beta-particle energy in units of the electron rest
energy; other quantities are defined in text. (After L. M.
Langer and H. C. Price, Shape of the beta spectrum of the
forbidden transition of yttrium 91, Phys. Rev., 75:1109,
76:641, 1949)

distribution, Eq. (25); and the intercept of this
straight line, on the energy axis, gives the disintegra-
tion energy Ep.x. For 7 decay the total decay energy
iS Emax (B plus 1.022 MeV. In Fig. 10a, theoretical
curves are given for various values of the neutrino
rest mass, and the data points, which are experimen-
tal values, lie on the curve corresponding to zero
mass.

In addition to allowed decays, all but one known
once-forbidden decays have Kurie plots that are
essentially linear in energy (Fig. 10b). The once-
forbidden unique decays have a pronounced char-
acteristic energy dependence for their matrix ele-
ments, and thus the conventional Kurie plot has a
characteristic shape that differs from a straight line
(Fig. 11). When the data are corrected by the unique
shape factor, given by Konopinski and Uhlenbeck,
a linear Kurie plot is again obtained. This unique
shape was the key to the discovery of forbidden beta
decay by Langer and Price (Fig. 11). The higher-order
forbidden spectra each show different strong energy
dependences in their Kurie plots, each characteristic
of their degree of forbiddenness.

Double beta decay. When the ground state of a nu-
cleus differing by two units of charge from nucleus 4
has lower energy than A4, then it is theoretically pos-
sible for A to emit two beta particles, either 878"
or BB~ as the case may be, and two neutrinos or
antineutrinos, and go from Z to Z 4+ 2. Here two
protons decay into two neutrons, or vice versa. This
is a second-order process and so should go much
slower than beta decay. There are a number of cases
where such decays should occur, but their half-lives
are of the order of 10% years or greater. Such decay
processes are obviously very difficult to detect.

The first direct evidence for two-neutrino double-
beta-minus decay of selenium, reaction (30), was

5iSe — $Kr+2e +2p [€V)

found only in 1987, some 40 years after the first

attempt to observe this rare process. The trajecto-
ries of the electrons from this decay have been de-
tected in a time-projection chamber. A half-period of
1.08133 x 10?° y has been obtained. Previous geo-
chemical and cosmochemical evidence of double
beta decay had been only indirect because it con-
sisted of observations of buildup of the noble gases
82Kr and '3)Xe in the §iSe and '3)Te samples, respec-
tively. See TIME-PROJECTION CHAMBER.

Some unifications of the electroweak and strong
forces suggest that the electron neutrino and antineu-
trino are identical (v, = v,), that is, that the neutrino
is a Majorana particle. There is no experimental evi-
dence at present for this. If true, this allows double
beta decay to proceed without the emission of neu-
trinos. In this neutrinoless double beta decay, the
first neutrino absorbs the second one so the decay is
decay (31).

5S¢ — %Kr + 2e” 3D

Searches have shown that the half-period of this
decay is greater than 2.7 x 10%2 y, which is over
200 times larger than the half-period of the 2Se dou-
ble beta decay with two-neutrino emission. Lepton
number is not conserved in decay (31). This pro-
cess is predicted to occur in some grand unified
theories. The experimentally established lower lim-
its of half-lives for neutrinoless double beta decays
have been used to derive upper limits for the mass
of the Majorana neutrino (M < 2 €V) and for
the right-handedness of the weak interaction (less
than 2 x 107% of the left-handed strength). See
GRAND UNIFICATION THEORIES.

Electron-capture transitions. Whenever it is ener-
getically allowed by the mass difference between
neighboring isobars, a nucleus Z may capture one
of its own atomic electrons and transform to the
isobar of atomic number Z — 1 (Table 1). Usually
the electron-capture (EC) transition involves an elec-
tron from the K shell of atomic electrons, because
these innermost electrons have the greatest proba-
bility density of being in or near the nucleus. See
ELECTRON CAPTURE.

In EC transitions, a proton p bound in the par-
ent nucleus absorbs an electron e~ and changes to
a bound neutron 7. The disintegration energy is
carried away by an emitted neutrino v as in tran-
sition (32). The residual nucleus may be left either

pt+e —n+v (32)

in its ground level or in an excited level from which
gamma-ray emission follows.

EC transitions compete with all cases of positron
beta-particle decay. EC has an energetic advantage
over B decay equivalent to the mass of two elec-
trons, or 1.02 MeV, because in transition (32) one
electron mass e~ enters on the left and is avail-
able, whereas in decay (22) one electron mass 7
must be produced as a product of the positron beta-
particle decay. For example, in the radioactive decay
of $iCu, twice as many transitions go by EC to $iNi
as go by positron beta decay to the same decay
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product. In the heavy, high-Z elements, EC is greatly
favored over the competing B+ decay, and examples
of measurable 81 decay are practically unknown for
Z greater than 80, although there are a large number
of examples of electron capture. As the energy for
decay increases beyond 1.02 MeV, the probability of
BT decay increases relative to EC and dominates at
several megaelectronvolts of energy.

Several examples are known of completely pure
EC radioactivity in which there is insufficient nu-
clear energy to allow any positron beta-particle
decay (total decay energy is less than 1.022 MeV).
For example, ZzFe emits no positron beta particles,
but transforms with a half-period of 2.6 years entirely
by EC to the ground level of 32Mn. This radioactiv-
ity is detectable through the K-series x-rays which
are emitted from >*Mn when the atomic electron va-
cancy, produced by nuclear capture of a K electron,
refills from the L shell of atomic electrons. Also, dou-
ble electron capture, analogous to double beta decay,
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Fig. 12. Theoretical values of half-lives for decay of nuclear levels by emission of gamma
rays and conversion electrons, for electric multipoles. (After A. H. Wapstra, G. J. Nijgh,
and R. van Lieshout, Nuclear Spectroscopy Tables, North-Holland, 1959)

is theoretically predicted to exist. Here two atomic
electrons are captured and two neutrinos emitted.

Gamma-Ray Decay

Gamma-ray decay involves a transition between two
excited levels of a nucleus, or between an excited
level and the ground level. A nucleus in its ground
level cannot emit any gamma radiation. Therefore
gamma-ray decay occurs only as a sequel of one of
the processes in Table 1 or of some other process
whereby the product nucleus is left in an excited
state. Such additional processes include gamma rays
observed following the fusion of two nuclei, as oc-
curs in bombarding **Ni with '°O to form an ex-
cited compound nucleus of 7Kr. This compound
nucleus first promptly gives off a few particles like
two neutrons to leave "?Kr* or two protons to leave
728e*, both of which will be in excited states which
will emit gamma rays. Or one may excite states in
a nucleus by the Coulomb force between two nu-
clei when they pass close to each other but do not
touch (their separation is greater than the sum of the
radii of the two nuclei). There are also other nuclear
reactions such as induced nuclear fission that leave
nuclei in excited states to undergo gamma decay. See
COULOMB EXCITATION.

A gamma ray is high-frequency electromagnetic
radiation (a photon) in the same family with radio
waves, visible light, and x-rays. The energy of a
gamma ray is given by hv, where b is Planck’s con-
stant and v is the frequency of oscillation of the wave
in hertz. The gamma-ray or photon energy bv lies be-
tween 0.05 and 3 MeV for the majority of known nu-
clear transitions. Higher-energy gamma rays are seen
in neutron capture and some reactions. See ELECTRO-
MAGNETIC RADIATION.

Gamma rays carry away energy, linear momentum,
and angular momentum, and account for changes of
angular momentum, parity, and energy between ex-
cited levels in a given nucleus. This leads to a set
of gamma-ray selection rules for nuclear decay and a
classification of gamma-ray transitions as “electric”
or as “magnetic” multipole radiation of multipole
order 2/ where [ = 1 is called dipole radiation,
! = 2 is quadrupole radiation, and / = 3 is oc-
tupole, / being the vector change in nuclear angu-
lar momentum. The most common type of gamma-
ray transition in nuclei is the electric quadrupole
(E2). There are cases where several hundred gamma
rays with different energies are emitted in the de-
cays of atoms of only one isotope. See MULTIPOLE
RADIATION.

Mean life for transitions. A reasonably successful
approximate theory of the mean life for gamma-ray
decay was developed by V. E Weisskopf in 1951,
using the single-particle shell model of nuclei
(Fig. 12). An E2 transition of about 1 MeV is expected
to take place with a mean life, 7, or mean delay in
the upper level, of about 107! s. Thus most gamma-
ray transitions are prompt transitions, in which the
mean life of the excited level is too short to be mea-
sured easily. The mean life 7, for magnetic multi-
poles is of the order of 30 (for A = 20) to 150 (for



A = 200) times longer than 7 for electric multipole
transitions (Fig. 12).

At low energies or high Z, or both, the internal
conversion process becomes a very important ad-
ditional mode of decay that markedly shortens the
mean lives of the nuclear levels. In addition, in many
cases the structure of the nucleus comes into play
and alters the observed mean lives considerably com-
pared to those predicted by the Weisskopf theory
(Fig. 12). Electric dipole (E1) transitions are generally
retarded (longer mean lives) by factors of 10° over
the Weisskopf estimates (Fig. 12). On the other hand,
A. Bohr and B. Mottelson developed a model of col-
lective nuclear motions where E2 transitions are en-
hanced by factors of 100 or more (shorter 7) over the
Weisskopf single-particle estimates, and these predic-
tions are confirmed by experiments. The magnetic
dipole (M1) transitions are also often hindered by
factors of 100 or more. Measurements of the mean
lives for gamma-ray decay provide important tests of
nuclear models.

Internal conversion. An alternative type of deexci-
tation which always competes with gamma-ray emis-
sion is known as internal conversion. Instead of the
emission of a gamma ray, the nuclear excitation en-
ergy can be transferred directly to a bound electron
of the same atom. Then the nuclear energy differ-
ence is converted to energy of an atomic electron,
which is ejected from the atom with a kinetic energy
E; given by Eq. (33). Here B, is the original atomic

33

binding energy of the particular electron, which is
ejected, and Wis the nuclear transition energy which
would otherwise have been emitted as a gamma-ray
photon having energy hv = W.

The spectrum of internal conversion electrons is
then a series of discrete energies, or “lines,” each
corresponding to an individual value of B,, for the K,
L (Ly, Ly, L3), M, . .. electrons in each shell and sub-
shell of the atom. Thus conversion electron spec-
tra are much more complex than gamma spectra
(Fig. 13). From the spacing of the E; values in this
conversion electron spectrum, it is possible to as-
sign definitely the atomic number Z of the atom in
which the nuclear transition W took place. In this
way it is known that the conversion electron and the
competing gamma-ray emission are sequels and not
antecedents of alpha decay, beta decay, and electron-
capture transitions.

The total internal conversion coefficient ay is the
ratio of the number of transitions proceeding by
internal conversion, N, to the number going by
gamma-ray emission, N,, for any particular nuclear
transformation from an excited level to a lower-lying
level, as in Eq. (34). The total internal conversion co-

—r 34

or =
NV

efficient is a sum of the conversion coefficients for
each shell [K, L(L, + L, + L3), M(M, + - --), and so

forth], and is given by Eq. (35), where ax = Nx/N,,
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op = NeL/Ny =op + o+ A3 (aLl = Nell/N ey
and N, Ney (Nefq, --.), and so forth are the num-
bers of electrons ejected from the K, L (Ly, L, L3),

. shells, respectively. In general, this probability of
internal conversion relative to gamma-ray emission
increases with increasing atomic number Z, with in-
creasing multipole order 2/, and with decreasing nu-
clear deexcitation energy W. In middle-weight ele-
ments, for W = 1 MeV, « is of the order of 1072 to
10~% while for W = 0.2 MeV, « is of the order of
0.1 for electric / = 2 transitions, and 10 or larger
for electric / = 5 transitions. When internal conver-
sion electron decay occurs, this process is always
followed by the emission of characteristic x-rays of
the element and Auger electrons from outer shells
when the inner shell vacancy is filled. This emission
can include K x-rays, L x-rays and x-rays from higher
shells, and K Auger electrons, L Auger electrons, and
so forth. See AUGER EFFECT.

Radiationless transitions. There are cases where
gamma-ray emission is strictly forbidden and con-
version electron emission allowed (Fig. 13). This
occurs when both nuclear states have zero spin and
the same parity. The conversion electrons are called
electric monopole radiations, EO. These transitions
occur because of the penetration of the atomic elec-
trons into the nuclear volume where they interact
directly with the nucleus. EO radiation can occur
in principle whenever two states have the same
spin and same parity, but in practice, EO decays are
found to be very, very small in these cases. There
are some exceptions in well-deformed nuclei and in
nuclei which have states with quite different shapes.
In these cases, EO decays can totally dominate the
electron emission for transitions that have no change
in spin and that involve decays between states with
large differences in their nuclear shapes (Fig. 13).

The EO decays which arise because of the pene-
tration of the atomic electrons into the nuclear vol-
ume are thus sensitive measures of changes in shape
between two nuclear states, and have played impor-
tant roles in establishing vibrations of the nuclear
shape and the coexistence of states with quite differ-
ent deformation in the same nucleus. There also are
other circumstances where the penetration of the
atomic electron into the nuclear volume gives rise to
additional contributions to the conversion-electron
decay. Again these penetration effects probe details
of the structure of the nucleus.

Internal pair formation. When the energy between
two states in the same nucleus exceeds 1.022 MeV,
twice the rest mass energy of an electron, it is possi-
ble for the nucleus to give up its excess energy to an
electron-positron pair—a pair creation process. This
is a third alternative mode to gamma decay and con-
version electron decay. This process becomes more
important as the gamma-ray energy increases. It is
relatively unimportant below 2-3 MeV of decay en-
ergy. See ELECTRON-POSITRON PAIR PRODUCTION.
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Fig. 13. Spectra from the decay of 30-s half-life 186T| far off stability (15 neutrons less than the lightest stable thallium
isotope). Nuclear transition energies are given in kiloelectronvolts. (a) Internal conversion electrons. (b) Gamma rays. The
strong 522-keV electron transition has no gamma ray associated with it. The strong 511-keV gamma ray is from annihilation
of positrons and is not a nuclear transition. (After J. H. Hamilton et al., Shape coexistence in '®Hg and the decay of %71,

Phys. Rev., C16: 2010-2018, 1977)

Isomeric transitions. Measurably delayed radioac-
tive transitions from an excited level of a nucleus
are known as isomeric transitions. The measurably
long-lived excited level is called an isomeric or
metastable level or an isomer of the ground level.
What constitutes an isomer is not well defined. The
terminology arose when it was difficult to mea-
sure mean lives shorter than 1077 s. States with
longer mean lives were isomers. Now mean lives
down to 107!* s can be measured for many tran-
sitions in different nuclei, but these are not gener-
ally called isomers. The break point is simply not
defined.

Figure 12 shows that if the excitation energy is
small (say, 0.5 MeV or less) and the angular momen-
tum difference / is large (say, / = 3 or more), then

the mean life of an excited level for gamma-ray or
conversion-electron emission can be of the order of
1 s up to several years.

Most of the long-lived isomers occur in nuclei
which have odd mass number A. Then either the
number of protons Z in the nucleus is odd, or the
number of neutrons N in the nucleus is odd. The fre-
quency distribution of odd-A isomeric pairs, excited
level and ground level, displays so-called islands of
isomerism in which the odd-proton or odd-neutron
number is less than 50 or less than 82. The distri-
bution is one of several lines of evidence for closed
shells of identical nucleons at N or Z = 50 or 82 in
nuclei, and it plays an important role in the so-called
shell model of nuclei. See MAGIC NUMBERS; NUCLEAR
ISOMERISM.



Spontaneous Fission

This involves the spontaneous breakup of a nu-
cleus into two heavy fragments (two intermedi-
ate atomic number elements, for example, with
Z = 42 and 50) and neutrons (Table 1). Sponta-
neous fission can occur when the sum of the masses
of the two heavy fragments and the neutrons is less
than the mass of the parent undergoing decay. After
the discovery of fission in 1939, it was discovered
that isotopes like 238U had very weak decay branches
for spontaneous fission, with branching ratios on the
order of 107°. Some isotopes with relatively long half-
lives such as 2>2Cf have large (3.1%) spontaneous fis-
sion branching. In these cases, the nucleus can go to
alower energy state by spontaneously splitting apart
into two heavy fragments of rather similar mass plus
afew neutrons. This process liberates a large amount
of energy compared to any other decay mode. Thus,
352Cf has become important in many applications in
medicine and industry as a compact energy source,
a source of neutrons or as a source of nuclear ra-
diation, since the fragments themselves are left in
excited states and so emit gamma rays.

An important isomeric decay mode was discov-
ered in the early 1960s in the very heavy elements,
spontaneous fission isomers. Here the nucleus in an
excited state, rather than emit a gamma ray or conver-
sion electron, spontaneously breaks apart into two
heavy fragments plus neutrons exactly as in sponta-
neous fission. To identify these isomers, the symbol f
is often placed after their atomic mass, for example,
24;{ Am. Their halflives are generally short, 1072 to
107 s. It is now understood that these fission iso-
mers are states with much larger deformation than
the ground states of these isotopes. The Coulomb
barrier against fission is in fact a double-hump bar-
rier with the fission isomers in the valley at large
deformation (Fig. 14). The study of these fission iso-
mers has provided important tests of understanding
of the behavior and structure of nuclei with very
large deformation.

Fission with the emission of neutrons is called
hot fission because the fragments have high exci-
tation energy that is carried away by the neutron

structure in fission cross sections
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Fig. 14. Observable consequences of a double-humped
nuclear potential barrier against fission. The potential well
at the larger deformation gives rise to isomeric
spontaneous fission.

emission. In 1994 cold spontaneous fission was ob-
served for 2>2Cf and, subsequently, 24*Pu, in which
no neutrons are emitted, in contrast to hot sponta-
neous fission, where one to ten neutrons are emit-
ted. Cold ternary spontaneous fission and hot ternary
spontaneous fission have also been observed. In
ternary spontaneous fission, in addition to the two
intermediate-mass nuclei, one light nucleus such as
an alpha particle, *H, or °Li up to '“C, has been ob-
served. In cold ternary spontaneous fission no neu-
trons are emitted, while in hot ternary spontaneous
fission one or more neutrons are emitted. These rare
decay modes provide new insight into the fission pro-
cess, clustering in nuclei, and the theory of multifrag-
mentation, as discussed below. See NUCLEAR FISSION.

Joseph H. Hamilton

Heavy Cluster Decays

Alpha-particle decay and spontaneous fission are
two natural phenomena in which an atomic nucleus
spontaneously breaks into two fragments, but the
fragments are of very different size in one case and
almost equal size in the other. On the basis of frag-
mentation theory and the two-center shell model,
new kinds of radioactivities that are intermediate
between alpha particle decay and fission were pre-
dicted in 1980. Subsequently, it was shown theoret-
ically that the new processes should occur through-
out a very broad region of the nuclear chart, includ-
ing elements with atomic numbers higher than 40.
However, experimentally observable emission rates
could be expected only for nuclei heavier than lead,
in a breakup leading to a very stable heavy frag-
ment with proton and neutron numbers equal or
very close to Z = 82, N = 126 (P%Pb or its neigh-
borhood).

For more than 150 kinds of cluster emission,
the predicted half-periods of the parent nuclei are
shorter than 10?* years. The main competitor is al-
ways alpha-particle decay. The predicted branching
ratios relative to this alpha-particle decay are smaller
than 107, with a maximum value for 1éC radioactiv-
ity of %23Ra, the first experimentally observed case.
Clusters are emitted through fission processes in
which the fragments retain compact shape configu-
rations, with a relatively high kinetic energy of about
2 MeV per nucleon.

In 1984, a series of experimental confirmations
began with the discovery of léC radioactivity of
*ZRa. Initially a semiconductor telescope identifica-
tion technique was used. In subsequent experiments
on 12C emission from other radium isotopes, mag-
netic spectrometers (a superconducting solenoid
and an Enge split pole) allowed suppression of the
strong background of alpha particles.

A very promising technique uses solid-state track-
recording detectors with special plastic films and
glasses that are sensitive to heavier clusters but not
to alpha particles. This technique has been applied
to the entire range of cluster emissions measured
previously and has yielded results in good agreement
with theoretically predicted half-lives in the emis-
sion of léC from radium isotopes with mass numbers
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222-224 and 226; %30 from %sTh; *F from %[ Pa;
24Ne from %35Th, %1 Pa, and ***~%3U; 26Mg from %33 U;
and many others. See PARTICLE TRACK ETCHING.

Cluster radioactive decay to excited states of the
daughter nucleus or involving excited clusters has
been predicted, and experimentally verified.

In cold fission, the fragments are not very de-
formed or excited, just as in cluster radioactivity.
Cold fission has been interpreted, according to the
two-center shell model, as cluster emission. As noted
above, cold fission has been clearly established in
the spontaneous fission of 2>2Cf and ?#?Pu, and cold
ternary spontaneous fission has also been observed.
These decay modes provide tests of a unified theory
that includes cold fission, light cluster radioactivity,
and alpha decay.

While quite rare, these modes also provide inter-
esting tests of the understanding of the structure
of heavy nuclei, including shell and pairing effects,
deformation, large-amplitude collective motion, and
clustering, with particular emphasis on very heavy
clusters like '32Sn and 25Pb. Because of its particu-
larly strong shell effects, the 233Pb cluster is involved
not only in cluster decays but also in the asymmet-
ric cold fusion process, which has been used in the
synthesis of the heaviest elements. See ELEMENT 112.

Walter Greiner; Joseph H. Hamilton

Proton Radioactivity

Proton radioactivity is a mode of radioactive decay
that is generally expected to arise in proton-rich nu-
clei far from the stable isotopes, in which the par-
ent nucleus changes its chemical identity by emis-
sion of a proton in a single-step process. Its physical
interpretation parallels almost exactly the quantum-
mechanical treatment of alpha-particle decay. It is
also theoretically predicted that one can have the
simultaneous emission of two protons—two-proton
radioactivity. Although proton radioactivity has been
of considerable theoretical interest since 1951 and
is expected to be a general phenomenon, for many
years only a few examples of this decay mode were
observed, because of the narrow range of half-lives
and decay energies where this mode can compete
with other modes. However, in the late 1990s, ex-
perimental techniques using new recoil mass spec-
trometers, which can separate rare reaction prod-
ucts, and new double-sided silicon strip detectors
became available and opened up the discovery of
many new proton radioactivities.

The first nuclide found, in 1970, to decay by pro-
ton radioactivity was SSZ@CO (Fig. 15), where the
m (metastate) denotes a (relatively) long-lived iso-
meric state. Because of its very high angular mo-
mentum of 19/2 and odd parity, gamma decay is
highly forbidden. This mode of decay is essentially
the same as that of g-delayed proton emission dis-
cussed below, except that the energy of the excited
nuclear level is low, and angular momentum selec-
tion rules highly forbid gamma-ray decay so the state
lives a relatively long time in comparison to those
states populated in beta decay. It was produced in
the laboratory by the compound nucleus reactions

10 +19Ca— »2Co+p+2nand 3iF + p — >*2Co +
2n. This 247-ms isomer exhibits two different decay
modes: though it predominantly decays by positron
(B emission to a similar 19/2~ level in ;ZFe, al15%
branch in its decay occurs via direct emission of a
1.59-MeV proton to the ;éFe ground state. The cal-
culated halflife that >*%2Co would possess if proton
radioactivity were the only decay mode (its partial
half-life for this decay branch) is the surprisingly long
time of 17 s.

The first two cases of ground-state proton radioac-
tivities were reported in 1982. These were *'Lu —
20Yb + p (Ty2 = 85 ms) and 'GTm — "&Er + p
(T2 = 0.56 s) produced in the reactions *®Ni + “°Ru
and >®Ni + *>Mo. Others have now been found as
heavy-ion experiments have reached isotopes still
further off stability, for example, IQCSA Nevertheless,
the windows for the observation of direct proton de-
cays are small and, therefore, such decays are very
difficult to identify.

As one continues to remove neutrons from the nu-
cleus of a given element with atomic number Z, one
reaches a point, called the proton drip line, where
for that Z and N a single proton becomes unbound
and can drip off the nucleus. The Coulomb barrier
(discussed earlier for alpha decay) and the centrifu-
gal (angular momentum) barrier can hold the pro-
ton in for a limited time, so the nucleus undergoes
radioactive decay with a certain half-life for the emis-
sion of a proton. Studies of proton radioactivities
probe the limits of stability of proton-rich nuclei.
Beyond the proton drip line, proton radioactivity is
100% of the decay. As one moves inside the line to
more stable nuclei, proton radioactivity competes
with positron decay, and, with the addition of more
neutrons, positron beta decay becomes 100% of the
radioactivity.

There are numerous examples of proton radioac-
tivities with half-lives from hundreds of milliseconds
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Fig. 15. Decay scheme of *37Co. Numbers to left of levels

represent energies in megaelectronvolts, relative to ground
state of 3¢Fe,;. Symbols to right of levels are spin and
parity. (After J. Cerny et al., Further results on the proton
radioactivity of %iCo, Nucl. Phys., A188:666-672, 1972)



down to microseconds. The shortest-lived case is
Tm (T}, = 3.5 us), discovered in 1998. Most of
the newer proton radioactivities have Z between 63
and 82, and most of these proton-radioactive nuclei
are spherical. However, an example of proton ra-
dioactivity has been found for well-deformed *'Eu,
which decays by proton emission to '*°Sm, which
is likewise well deformed. Fine structure in the pro-
ton spectrum is observed with decays to the ground
and first excited states of '3°Sm to establish the large
deformation of this nucleus. Proton fine-structure ra-
dioactivities have been observed both in the “°Tm
ground state and from an isomeric state 4¢”Tm.
(Fig. 16).

Proton radioactivities make it possible to probe
the structure of nuclei at the limits and beyond the
limits of stability. The half-lives for proton decays are
strongly dependent on the energies of the proton
and on the angular momentum carried away by the
proton. Proton emitters are odd-Z nuclei because in
such nuclei the energy to break apart a proton pair
in the nucleus is not needed for proton emission
to occur. The angular momentum carried away by
the proton gives insight into which orbit the proton
occupied prior to emission. Moreover, studies in
which the proton emission has been used to tag the
recoils of a heavy-ion reaction after mass separation
have allowed the observation of the gamma rays emit-
ted by the recoil nucleus prior to proton emission
(Fig. 16). Thus, it is possible to study excited states
in nuclei beyond the limits of proton stability. Both
such data test theories of nuclear structure under
new extreme conditions. In addition, the energies
of the protons provide information about the mass
differences of nuclei at the drip lines and so probe
mass formulas out to new limits as well.

Two-proton radioactivities from ground states of
nuclei are now observed. The first example was the
two-proton decay of “°Fe, 2Fe — 4Cr + 2p. Two-
proton decay of an excited state in '®Ne to '°O was
observed earlier.

Neutron Radioactivity

In very neutron rich nuclei near the boundary line
of nucleus stability, one may find nuclei with ground
or excited states which are unstable to the emission
of one or two neutrons. Here there is no Coulomb
barrier to hold the neutron in the nucleus, but one
can have a centrifugal barrier that may give rise to
one- or even two-neutron radioactivity. These pro-
cesses for ground states would be very near the limits
where nuclei become totally unstable to the addition
of a neutron, the neutron drip line, and very difficult
to even make much less measure. However, there
may be neutron-rich nuclei with high spin isomeric
states where the high spin analogous to the one in
3mCo gives rise to a large centrifugal barrier. Such
isomeric states may undergo one- or two-neutron
radioactivity.

Delayed Particle Emissions

Thirteen types of beta-delayed particle emissions
have been observed (Table 1). Over 100 beta-delayed
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Fig. 16. Proposed decay scheme of the '¢Tm ground state and of the isomeric state

14€mTm. Symbols at left of levels are spin and parity. Numbers above '¢Tm levels are half-
lives. Numbers to right of levels are energies relative to ground state in megaelectonvolts.
Decays are labeled with their energies in magelectronvolts. (After K. P. Rykaczewski et al.,
Proceedings, Conference on Nuclei at the Limits, Argonne, IL, July 2004)

particle radioactivities are now known. Theoreti-
cally, the number of isotopes which can undergo
beta-delayed particle emission could exceed 1000.
Thus, this mode, which was observed in only a few
cases prior to 1965, is among the important ones in
nuclei very far from the stable ones in nature. Studies
of these decays can provide insights into the nucleus
which can be gained in no other way.

Beta-delayed alpha radioactivity. The 8~ decay of
214Bi to 2'“Po leaves the nucleus in such a high-energy
excited state that it can emit an alpha particle and go
to 219Pb as an alternative to gamma-ray decay to lower
levels in 2'“Po. This is a two-step process with beta
decay the first step. After beta decay the nucleus is
in such a highly excited state that it can emit either
an alpha particle or gamma ray.

The B~ delayed alpha emission has been found
relatively rarely, but in many cases beta (8", EC) de-
layed alpha emission has been discovered. In proton-
rich nuclei far from stability, the conditions are more
favorable for beta (8, EC) delayed alpha emission
because of the excess of nuclear charge, and
a number of such beta-delayed alpha emitters are
now known.

Beta-delayed neutron radioactivity. In 1939, shortly
after the discovery of nuclear fission, it was proposed
that the delayed neutrons observed following fission
were in fact beta-delayed neutrons. That is, after the
nucleus fissioned, the beta decay of the neutron-
rich fission fragments populated high-energy excited
states that could promptly undergo dual decay, emit-
ting either a gamma ray or neutron (Fig. 2). The pro-
cesses of beta-delayed two- (Fig. 2) and three-neutron
emission were discovered in 1979 and 1980 in the
decay of ''Li, and B~2n to 4n decays were subse-
quently observed in other nuclei.

The process of beta-delayed neutron emission is
essential for the control of nuclear fission reactors.
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When neutrons absorbed by 2*5U cause the %°U nu-
cleus formed to fission, many of the fission products
undergo beta-delayed neutron emission. These neu-
trons are important in producing more fission events.
In a nuclear reactor, the rate of neutron-induced fis-
sion must be controlled to prevent the fission reac-
tions from running away and destroying the reac-
tor. The rate of fission depends on the number of
neutrons available. The numbers of neutrons can
be controlled by moving in and out of the reactor
control rods, which contain material with very high
neutron absorption rates. Since many of the neutrons
emitted in fission are delayed by beta-decay half-lives,
these half-lives allow time for the control rods to be
mechanically inserted and removed to control the
rate of fission. See DELAYED NEUTRON.

Beta-delayed proton radioactivities. In addition to
proton radioactivity, one can have beta-delayed
proton and beta-delayed two-proton radioactivities
which again ultimately result in emission of protons
from the nucleus. These latter processes also occur
in quite proton-rich nuclei with very high decay en-
ergies; however, they are complex two-step decay
modes whose fundamental first step is beta decay.

Over 40 nuclei ranging from {C to '§3Hg have been
identified to decay by the two-step mode of beta-
delayed proton radioactivity. Typical is the decay
of 33 Ar (Fig. 17), with a halflife of 173 ms; it was
produced by the 728 + 3He — j2Ar + 2n reaction.
This isotope decays by superallowed and allowed
BT decay to a number of levels in its daughter nu-
cleus 33Cl, which immediately (in less than 10~ s)
breaks up into °zS and a proton. More than 30 proton
groups arising from the decay of 33Ar are observed,
ranging in energy from 1 to approximately 6 MeV
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5.0 6.0 7.0

-~

4.0
\ \ \ \

100

200
channel

300 400

Fig. 17. Spectrum of 3"-delayed protons from the decay of 33Ar as observed in a counter

and varying in intensity over four orders of magni-
tude. Although it is normally very difficult to study
many pB-decay branches in the decay of a particular
nuclide—because of the continuous nature of the
energy spectrum of the emitted beta particles—it
is possible to do so when investigating beta-delayed
proton emitters. The observed proton group ener-
gies and intensities can be correlated with the lev-
els fed in the preceding beta decay and their transi-
tion rates, thereby permitting sensitive tests via beta
decay of nuclear wave functions arising from differ-
ent models of the nucleus. S*-delayed two-proton
decay has also been discovered, as well as f~-delayed
deuteron and triton decay.

Beta-delayed spontaneous fission. There are also
observed beta-decay processes where the excited
nucleus following beta decay has a probability of
undergoing spontaneous fission rather than gamma-
ray decay. This is the same process as in sponta-
neous or isomeric spontaneous fission. The excita-
tion energy of the nuclear level provides the extra
energy to make fission possible. The nucleus splits
into two nearly equal fragments plus some neutrons.
This process is like isomeric spontaneous fission ex-
cept that the lifetime of the nuclear level is so short
that the level would not normally be called an
isomer. Joseph H. Hamilton

Bibliography. D. A. Bromley (ed.), Nuclei Far from
Stability, vol. 8 of Treatise on Heavy-Ion Science,
Plenum, 1989; J. M. Eisenberg and W. Greiner, Nu-
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D. N. Poenaru (ed.), Nuclear Decay Modes, Institute
of Physics, 1996; A. Sandulescu and W. Greiner, New
radioactivities, Sci. Amer, 262(3):58, March 1990;
E Yang and J. H. Hamilton, Modern Atomic and Nu-
clear Physics, McGraw-Hill, 1996.
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Radioactivity and radiation applications

The field in which the subatomic fragments emit-
ted in radioactive decay (alpha particles, beta parti-
cles, gamma rays) or produced by high-voltage ac-
celerators (electrons, protons, x-rays) are applied to
the problems of science, engineering, industry, and
medicine. The techniques are extraordinarily versa-
tile and sensitive and are basically inexpensive. A dis-
advantage that limits the range and extent of these ap-
plications is the health hazard that may be involved.
See RADIOACTIVITY; RADIOISOTOPE.

Tracer applications. These techniques are based on
two principles. First is the chemical similarity of ra-
dioactive atoms and other atoms of the same ele-
ment. Periodically a few of the radioactive atoms
decay, emitting some penetrating subatomic frag-
ments that can be detected one by one, usually
through their ability to cause ionization. Thus the
movement of a particular element can be followed
through various chemical, physical, and biological

telescope; the proton laboratory energy is indicated at the top. Proton groups are
numbered 1 through 35. (After J. C. Hardy et al., Isospin purity and delayed-proton decay:
7Ne and *3Ar, Phys. Rev., C3:700-718, 1971)

steps. The second principle involves the characteris-
tic half-life and nature of the emitted fragments. This



makes a radioactive species unique and thereby de-
tectable above a background of radioactive emitters
associated with elements.

The use of tracers in pure and applied research,
process control, and medical diagnosis is one of the
triumphs of modern science. Examples include the
following: (1) A small amount of radioactive additive
injected into an opening in a piping system can be
used to measure the flow rate throughout the system
and to detect the leaks in buried portions of the pipe.
(2) In the metals industry, wear studies have been
successfully performed using radioactively tagged
tool bits and piston rings; radioactivity buildup in the
lubricant, on the metal being shaped, or on the wall
of the cylinder makes possible a simple and rapid
measure of the durability of the tagged component.
(3) Tracers added to the bloodstream have been used
to monitor the movement of biochemical compo-
nents throughout the body. (4) Addition of short-
lived tracers to industrial waste streams have been
used to determine their flow patterns. (5) A good way
to determine when mixing is complete in a 50,000-
bbl (8000 m?) tank at an oil refinery is to add a small
amount of radioactivity and find out when the activ-
ity level in random samples is constant. (6) Important
contributions in understanding the mechanism of
combustion have been obtained by means of tracer
studies. (7) Diffusion in a high-viscosity medium or in
a crystal is a slow process whose measurement is te-
dious and difficult by any technique except the tracer
method. For discussions of radioisotope techniques
relating to tracer methodology see ACTIVATION
ANALYSIS; ISOTOPE DILUTION TECHNIQUES; NONDE-
STRUCTIVE EVALUATION; RADIOACTIVE TRACER; RA-
DIOECOLOGY; RADIOISOTOPE (BIOLOGY).

Penetration and scattering applications. These ap-
plications arise from the fact that subatomic frag-
ments can penetrate a thick section of a material,
and yet a small fraction of the incident particles can
be backscattered by a relatively thin section.

The oldest application of the penetrating proper-
ties of energetic ionizing photons is radiography. A
more recent extension of this technique is autoradio-
graphy. See AUTORADIOGRAPHY; RADIOGRAPHY.

Since World War II the penetration and scatter-
ing properties of beta particles and gamma rays have
been applied in industry in the form of thickness
gages, particularly for process control in the contin-
uous production of paper and metal films. In the
usual application of a penetration-thickness gage, a
beta source is placed on one side of the continuous
sheet, and a beta detector is mounted on the other
side. The basic absorption law is given by the no-
tation below. Because the number of beta particles

N oce™*

penetrating the sheet N is an exponential function
of the thickness x, small changes in thickness can be
detected when a beta source with optimum pene-
tration properties is used. The optimum condition is
one in which the thickness of the sheet equals the ap-
parent mean free path of the beta particle, X, which
varies directly with the energy of the beta particle.

Radioactivity and radiation applications

A related application is the use of the amount of
beta backscatter to measure the thickness of a thin
coating on a thick backing of different composition.
A backscatter gage using thallium-204 beta particles
can easily monitor changes of 4 x 107> in. (10™% cm)
in the thickness of a tin coating on a steel backing.

An important application of the scattering and
penetration of neutrons and gammas is in the field
of well logging. See WELL LOGGING.

Initiation of chemical reactions. The absorption of
small amounts of energy from ionizing particles and
ionizing photons have chemical effects that have
been the basis of several practical applications. A
dose of 1 rad (0.01 gray) is equivalent to the deposi-
tion in each gram of the absorber of 100 erg (1 erg =
1077 joule = 7.4 x 1078 feIbf) from a source of ra-
diation. An absorbed whole body dose of 500 rads
(5 gray) may be sufficient to cause death in a human,
but the same amount of energy in the form of heat
would do no more than raise the body temperature
by 0.002°F (0.001°C).

The oldest application of this principle is radiation
therapy. For example, in cancer therapy the local af-
fected areas are irradiated by external beams of gam-
mas from cobalt-60 or of radiation from accelerators.
Radioactive sources have also been administered in-
ternally to induce beneficial biochemical reactions
in patients with various ailments. Injection of gold-
198 in colloidal form into tumor tissue is a com-
mon therapeutic procedure. An iodine-131 “cock-
tail” is useful in the treatment of an overactive thyroid
gland. The intravenous injection of phosphorus-32
is a standard method of treating leukemia and other
blood diseases. See ISOTOPIC IRRADIATION; RADIOL-
OGY.

A related area is the radiation sterilization of
biomedical supplies. There are about 50 installations
throughout the world employing ionizing radiation
(usually in the form of cobalt-60 gamma rays) to
give sterilizing doses (2.5-4 megarads or 25-40 kilo-
grays) to disposable medical supplies. The advan-
tages to this method of biochemical destruction of
microscopic life are that (1) unlike steam steriliza-
tion, it can be performed at low temperatures on
plastics and other thermally unstable materials, and
(2) unlike germicidal gases, ionizing radiation can
reach every point in the treated product. Radiation-
sterilized objects are not radioactive.

The radiation preservation of food is an area of con-
siderable promise. Small doses can inhibit sprouting
in potatoes (10,000 rads or 100 Gy), kill insects in
wheat (50,000 rads or 500 Gy), and sterilize pork
products (3 x 10° rads or 30,000 Gy) but practical
applications have been sharply limited due to a cau-
tious role by regulatory authorities in approving such
procedures. There is also industrial concern over
the possibility of consumer rejection of foods pre-
served by treatment with ionizing radiation. Despite
the short-term problems, there are grounds for opti-
mism in the long run. The energy requirements for
radiation preservation of food are far less than those
of a preservation technology based on steam steril-
ization and refrigeration. Rising energy costs as well
as increasing laboratory and marketing experience
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with irradiated foods should lead to a more favorable
attitude.

Although ionizing radiation has not yet proved to
be an attractive alternative to nonradiation methods
of chemical synthesis, it has assumed a signifi-
cant role in the modification of plastics. Electron-
beam irradiation of wire insulated by polyethylene
or poly(vinyl chloride) formulations is an impor-
tant means of upgrading the properties of the in-
sulation at higher temperatures. The ionizing radi-
ation induces chemical reactions that lead to the
cross-linking of polymer chains to form a network
called a gel, which, in effect, does not melt and
does not dissolve in solvents. Electron-beam irradi-
ations of polyethylene packaging is used to manufac-
ture heat-shrinkable form-fitting pouches for turkeys,
hams, electronic parts, and so on. The principle
behind the application is as follows. Polyethylene
is highly cross-linked by irradiation; when heated
above its normal melting point, it behaves like a
rubber. Thus a pouch made of cross-linked polyethy-
lene, which is then heated and stretched, retains the
stretched configuration when cooled. When a ham
is placed in this pouch and the entire package is
heated, the now-rubbery pouch shrinks to form a
skin-tight covering that retains its shape after cool-
ing. The same principle has been successfully ap-
plied to produce heat-shrinkable electrical-insulation
components that have widespread industrial use.

Another important application of electron irradia-
tion is the curing of paint applied to plastic or metal
backings. Some automobile dashboards are coated
with paint that is “cold-cured” by exposure to accel-
erated electrons. A variety of automobile parts are
treated in a similar manner. The process replaces one
involving long-heating ovens with high thermal en-
ergy losses and with the liberation to the atmosphere
of volatile paint components.

Electron machines are used for a radiation process
that produces an estimated 2 x 10° ft*> (2 x 10® m?)
per year of a permanent-press polyester-cotton blend
with excellent soil-release properties. The process
involves irradiation of the fabric, which has been
soaked with a reagent that ultimately provides the
permanent-press characteristics. The irradiation pro-
vides reactive sites on the fabric to which the reagent
molecules attach themselves. The fabric is then ex-
posed to the soil-release agent, which then hooks on
to some long-lived reactive sites that persist after the
irradiation.

The role of ionizing radiation in sterilization and
chemically oriented applications is significant, but
it is not a major factor in modern technology. A
major motivating force behind the research lead-
ing to radiation processes is the potential availabil-
ity of large inventories of fission products. Nev-
ertheless, the only successful industrial irradiators
involve either cobalt-60 or electron accelerators. The
fission product, cesium-137, has some potential fu-
ture value as a gamma source. See RADIATION CHE-
MISTRY.

Radioactive power sources. Kinetic energy of emis-
sions in radioactive decay can be converted to useful
forms of light, heat, and electricity.

A mixture of a phosphor and radionuclide pro-
duces a luminous paint that has been used for watch
and instrument dials. Such a light source in combina-
tion with a photovoltaic cell can provide electricity
at a power level up to a microwatt. See LUMINOUS
PAINT.

The heat produced by betas from strontium-90 on
their absorption in a thermoelectric converter has
been used to power buoys and remote arctic radio-
transmitters. Similar converters of heat to electricity
using promethium-147 and plutonium-238 are the
microwatt power sources for pacemakers that regu-
late heart action. Larger versions of the plutonium-
238 battery have been proposed for use in an artifi-
cial heart.

Although direct conversion to electricity of the
energy of alphas and betas has been accomplished,
the most efficient and practical converters are based
on the conversion to heat in an intermediate step.
See NUCLEAR BATTERY. Joseph Silverman

Bibliography. G. Foldiak (ed.), Industrial Applica-
tions of Radioisotopes, 1986; M. E L’'Annunziata,
Radionuclide Tracers, 1987; E. Reichmanis, C. W.
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meric Materials, 1993; J. W. Spinks and R. J. Woods,
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1990; W. M. Urbain, Food Irradiation, 1986; P. Von
der Hardt and H. Rottger (eds.), Irradiation Tech-
nology, 1983; R. R. Wolfe, Radioactive and Stable
Isotope Tracers in Biomedicine, 1992.
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Radioactivity standards

Calibrated standard sources of radioactive sub-
stances used to determine, by comparison, the
strength or activity of samples of the same substances
in terms of the number of radioactive atoms they
contain or in terms of some figure proportional to
this number. The calibration of the standard source
in terms of the number of radioactive atoms is usu-
ally an elaborate procedure but need only be carried
out once, and the calibration may be made at a stan-
dardizing laboratory, such as the National Institute
of Standards and Technology, having special equip-
ment for the work. Comparison between a sample
and the standard is usually made by finding the ratio
of the response of an ionization chamber, or other
detector of radiation, to the radiation from a sam-
ple and from the standard. In each case the intensity
of the radiation, and therefore the response of the
detector under identical conditions, is proportional
to the number of radioactive atoms in the source,
because this number is also proportional to the ac-
tivity or disintegration rate of a source. See HALF-LIFE;
RADIOACTIVITY.

The situations in which standards of radioactivity
can be used are limited by anumber of factors. For ex-
ample, the radioactive species involved must have a
half-life long enough that the standards will continue
to have sufficient activity for the period of time in
which they are to be used. Thus standards of radium,
in which the halflife is about 1620 years, have an
almost permanent value. Standards of radioisotopes



with very much shorter half-lives, of the order of a
day, require preparation and calibration immediately
prior to their use. Leon F. Curtiss; Karl Z. Morgan

Bibliography. American Institute of Physics Hand-
book, 3d ed., 1972; H. Etherington (ed.), Nuclear
Engineering Handbook, 1958; W. B. Mann, The
preparation and maintenance of standards of radioac-
tivity, Int. J. Appl. Radiat. Isotop., 1:3-23, 1956; Na-
tional Council on Radiation Protection and Measure-
ment, Handbook of Radioactivity Measurements
Procedures, NCRP Rep. 58, 2d ed., 1985; J. Shapiro,
Radiation Protection: A Guide for Scientists and
Physicians, 3d ed., 1990.
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Radiocarbon dating

A method of obtaining age estimates on organic ma-
terials which has been used to date samples as old as
75,000 years. The method was developed immedi-
ately following World War II by Willard E Libby and
coworkers, and has provided age determinations in
archeology, geology, geophysics, and other branches
of science.

Radiocarbon (*“C) determinations can be obtained
on wood; charcoal; marine and fresh-water shell;
bone and antler; peat and organic-bearing sediments;
carbonate deposits such as tufa, caliche, and marl;
and dissolved carbon dioxide (CO;) and carbonates
in ocean, lake, and ground-water sources. Each sam-
ple type has specific problems associated with its use
for dating purposes, including contamination and
special environmental effects. While the impact of
14C dating has been most profound in archeologi-
cal research and particularly in prehistoric studies,
extremely significant contributions have also been
made in hydrology and oceanography. In addition,
beginning in the 1950s the testing of thermonu-
clear weapons injected large amounts of artificial '4C
(“bomb '“C”) into the atmosphere, permitting it to
be used as a geochemical tracer.

Basis of the Method

Carbon (C) has three naturally occurring isotopes.
Both '2C and '3C are stable, but “C decays by very
weak beta decay (electron emission) to nitrogen-14
("N) with a halflife of approximately 5700 years.
Naturally occurring *C is produced as a secondary
effect of cosmic-ray bombardment of the upper at-
mosphere (Fig. 1). As 14CO,, it is distributed on
a worldwide basis into various atmospheric, bio-
spheric, and hydrospheric reservoirs on a time scale
much shorter than its half-life. Metabolic processes
in living organisms and relatively rapid turnover of
carbonates in surface ocean waters maintain '4C
levels at approximately constant levels in most of
the biosphere. The natural “C activity in the geo-
logically recent contemporary “prebomb” biosphere
was approximately 13.5 disintegrations per minute
per gram of carbon. See COSMOGENIC NUCLIDE; ISO-
TOPE.

To the degree that '“C production has proceeded
long enough without significant variation to produce
an equilibrium or steady-state condition, '“C levels
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Fig. 1. Generation, distribution, and decay of C.

observed in contemporary materials may be used
to characterize the original '*C activity in the corre-
sponding carbon reservoirs. Once a sample has been
removed from exchange with its reservoir, as at the
death of an organism, the amount of '“C begins to
decrease as a function of its halflife. A '“C age de-
termination is based on a measurement of the resid-
ual '“C activity in a sample compared to the activity
of a sample of assumed zero age (a contemporary
standard) from the same reservoir. The relationship
between the '“C age and the '“C activity of a sample
is given by the equation below, where ¢ is radiocar-
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As
bon years B.P. (before the present), A is the decay
constant of '“C (related to the halflife #, 2 by the ex-
pression t,,, = 0.693/1), A, is the activity of the con-
temporary standards, and A4 is the activity of the un-
known age samples. Conventional radiocarbon dates
are calculated by using this formula, an internation-
ally agreed half-life value of 5568 + 30 years, and
a specific contemporary standard. Most laboratories
define the contemporary standard value by using one
of the standards prepared by the U.S. National Bureau
of Standards [NBS; now known as the U.S. National
Institute of Standards and Technology (NIST)], or a
standard with a known relationship to the NBS/NIST
oxalic acid preparations.
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Measurement of Radiocarbon

The naturally occurring isotopes of carbon occur in
the proportion of approximately 98.9% 2C, 1.1% 1°C,
and 107'°% '4C. The extremely small amount of radio-
carbon in natural materials was one reason why e
was one of the isotopes which had been produced
artificially in the laboratory before being detected in
natural concentrations. The routine development of
the radiocarbon method was made possible by the
development by Libby of a practical method of low-
level counting. To detect the very weak beta-decay
characteristic of '“C, a means had to be devised to
introduce the sample directly into the sensitive vol-
ume of a detector. In all of Libby’s early work, the
sample was converted to solid carbon (amorphous
elemental carbon) and deposited on a sleeve which
fitted inside a screen-wall type of Geiger counter. The
counting rate of an unshielded screen-wall counter
was on the order of 500 counts per minute.

Since the activity from “C decay of a modern sam-
ple was expected to be about six or seven counts per
minute, the total background counting rate had to be
radically reduced. This was accomplished initially by
placing the instrument in an iron shield with 20-cm
(8-in.) walls. This reduced the activity in the detec-
tor to 120 counts per minute, still unacceptably high.
The final reduction was made possible by enclosing
the sample counter in a ring of smaller Geiger coun-
ters. The sample counter and the outer guard ring
were connected together electronically so that any
pulse from any of the outer Geiger tubes would in-
activate the sample counter for about 1073 s. This
anticoincidence system reduced the background

7 e smeldx
7 boric acid tanksi

/ radiation counter

~_—mercury shield

ring of Geiger counters
(partially hidden below
steel plate)

in the center detector to about five counts per
minute.

With this system, the maximum age that could be
measured was about 23,000 years and required the
use of 10-12 g (0.35-0.42 0z) of carbon from sam-
ple materials. Because of self-absorption of the weak
betas in the sample, the efficiency of the detector
was only about 5%. Because of this and the suscepti-
bility of the carbon black to contamination from air-
borne radioactive fallout, the solid carbon technique
was replaced by either gas counters or liquid scin-
tillation systems. See LOW-LEVEL COUNTING; RADIO-
ACTIVITY.

Gas counters. In the early 1950s, both proportional
(Fig. 2) and Geiger gas counters were employed in
14C work, using carbon dioxide, carbon disulfide,
acetylene, methane, or ethane as counting gases. As
in the case of the solid carbon system, the center
counter containing the sample was surrounded by
individual Geiger tubes or an annular or continuous
ring guard, all housed within an iron or lead shield
assembly. Efforts to reduce the background values
in gas detectors have resulted in various types of
experimental arrangements, including the location
of counters in underground vaults. In such under-
ground facilities, the contribution of the meson flux,
the major contributor to the background rate, can
be significantly reduced. Because of the 90-95% effi-
ciency in most gas detector systems, the typical max-
imum age limits were extended to 40,000-60,000
years, depending on the experimental configuration,
including the volume of the detectors and the level of
the background count rates in specific detectors. Iso-
topic enrichment of sample gases permits the maxi-
mum age attainable to be extended several additional
half-lives. In general, sample-size requirements with
gas detectors were reduced from that required with
the solid carbon method—special systems being de-
signed to permit the measurement of a sample with
aslittle as 0.1 g (3.5 x 1073 0z) of carbon. See GEIGER-
MULLER COUNTER; IONIZATION CHAMBER; MESON.

Liquid scintillation systems. Current liquid scintil-
lation systems involve the conversion of samples to
benzene. The addition of a scintillator chemical al-
lows beta-decay events to be monitored by photo-
multiplier tubes. Earlier liquid scintillation systems
used for '“C measurements generally required larger
samples. However, currently the amounts required
are comparable to gas counting systems. Continuing
developments in liquid scintillation technology for
low-level measurement have provided the ability to
monitor counter performance in much greater detail
than typically is possible in gas counting, and have
also resulted in reduced background values. In these
systems, the maximum ages that can be measured
can be extended beyond that possible with typical
gas systems.

Direct detection. Both of the conventional decay
counting methods share a common problem in
that they employ an inherently inefficient means of

Fig. 2. Large-volume proportional counter, which is used for carbon-14 measurements.
The outer shield is closed by rolling doors. The sample is introduced into the radiation
counter in the form of carbon dioxide gas. (Geochemical Laboratory, Lamont-Doherty
Geological Observatory, Columbia University)

monitoring 14C concentrations in samples. In 1 g of
modern carbon, for every decay per minute there are
about 4 x 10° atoms of '“C. Counting methods have
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Fig. 3. Accelerator mass spectrometry system for the direct detection of 14C atoms. (Center for Mass Spectrometry,

Lawrence Livermore National Laboratory)

been developed which employ particle accelerators
as very sensitive mass spectrometers, thus counting
the '“C atoms directly.

It has long been recognized that if the '“C atoms
could be detected directly, rather than by waiting
for their decay, smaller samples could be used for
dating and older dates could be measured. A simple
hypothetical example to illustrate this point is a sam-
ple containing only one atom of '“C. To measure the
age (that is, the abundance of “C), the sample can
be placed into a mass spectrometer and that atom
counted, or the sample can be placed into a Geiger
counter and counted, requiring a wait on the aver-
age of 8000 years (the mean life of “C) for the decay.
In practice, neither the atoms nor the decays can be
counted with 100% efficiency, but the huge advan-
tage for atom counting remains.

Until 1977, attempts at direct atom counting for
14C and other natural radioisotopes failed, because
of the extremely low concentration of '“C. Ordinary
mass spectrometers could not see the tiny '“C signal
in the background of other atoms and molecules in
the sample. Even trace amounts of nitrogen would
swamp the '“C signal, since '“N forms ions with
nearly identical mass and identical charge to that of
the '“C atoms.

The technique for detecting 14C atoms [and other
natural radioisotopes such as tritium, beryllium-
10 (*°Be), and chlorine-36 (3°CD)] is a combination
of mass spectrometry and accelerator technology,
called accelerator mass spectrometry (AMS). The ap-
proach was first demonstrated using a cyclotron.
This accelerator, which sent particles along a spi-
ral trajectory, was used as an ultrasensitive mass
spectrometer to distinguish ionized carbon isotopes
by their charge-to-mass ratio. Detecting '“C by this
means was possible, but consistent results proved
difficult to achieve despite years of effort. See MASS
SPECTROMETRY.

Another type of AMS technology uses a tandem
electrostatic accelerator (Fig. 3). The device em-
ploys two stages. First, a negative ion beam is accel-
erated and passed through a stripper, which removes
the electrons, converting the beam to positive ions.
Then the particles are further accelerated. The strip-
ping process breaks up molecules of mass 14, which
would otherwise interfere with the detection of '“C,
and the negative ion beam eliminates '“N since there
are no known stable negative nitrogen ions. Almost
all AMS 'C applications currently use tandem ac-
celerators to accomplish routine measurements. See
PARTICLE ACCELERATOR.

The advent of AMS technology in the late 1970s
brought about an enormous boost in detection effi-
ciency that promised three important advantages for
14C dating. First the amount of carbon required was
reduced from grams to milligrams. Second, count-
ing times were reduced from days, weeks, or even
months to minutes. Finally, it was initially thought
that the detection sensitivity would increase so
that the maximum age datable with '*C might be
extended to 100,000 years. However, sensitivity is
limited by very small amounts of contamination in-
troduced during sample preparation. Much of this
contamination stems from the requirement in most
laboratories that samples be converted to graphitic
carbon for measurement. In routine operation, cur-
rent AMS technology can measure between 40,000
and 50,000 years, and rarely, 60,000 years.

The ability to use milligram (rather than gram) sam-
ples is very important for dating. Certain irreplace-
able objects (for example, parchments, cloth, and
chips of wood) would have had to be destroyed in
order to extract the gram of carbon required for a
date; for the accelerator method, only a small piece
of the artifact is required. In addition, the ability to
date by using only milligrams of carbon allows careful
selection of the sample used. Any part of the object
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which may have been contaminated by modern car-
bon can be ignored; small seeds trapped in the ob-
ject, or even specific amino acid compounds which
are less likely to come from modern carbon contam-
ination, can be selected.

Despite the sensitivity of the accelerator tech-
nique, decay dating will probably continue to be
used for “C dating when gram amounts of carbon
are available. However, the technology of atomic
mass spectrometry continues to be developed and
will increasingly be used for routine “C analysis. The
accuracy of “C values based on atomic mass spec-
trometry has become essentially comparable to that
obtained with decay counting.

Accuracy of Radiocarbon Determinations

A measurement of the '“C content of an organic sam-
ple will provide an accurate determination of the
sample’s age if it is assumed that (1) the production
of “C by cosmic rays has remained essentially con-
stant long enough to establish a steady state in the
14C/12C ratio in the atmosphere, (2) there has been a
complete and rapid mixing of '“C throughout the
various carbon reservoirs, (3) the carbon isotope
ratio in the sample has not been altered except by
liC decay, and (4) the total amount of carbon in any
reservoir has not been altered. In addition, the half-
life of '“C must be known with sufficient accuracy,
and it must be possible to measure natural levels
of 'C to appropriate levels of accuracy and preci-
sion. Studies have shown that the primary assump-
tions on which the method rests have been violated
both systematically and to varying degrees for par-
ticular sample types. Several approaches have been
developed to provide calibration and corrections of
conventional C values. The basis of the calibration
and correction procedures will be discussed in the
context of a brief review of the assumptions of the
method.

Constancy in radiocarbon production rates. Carbon-
14 determinations on known-age samples have re-
vealed systematic discrepancies in the '“C time scale.
The first hint of such anomalies came from early
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Fig. 4. Secular variation/major trend; relationship between radiocarbon and
dendrochronological age of wood samples. (After J. Klein et al., Calibration of
radiocarbon dates, Radiocarbon, 24(2):103-150, 1982)

4C measurements on Egyptian archeological mate-
rials. Samples which, on historical grounds, should
have dated to the early part of the third millen-
nium B.C. yielded '“C values some 700-800 years too
young. Carbon-14 determinations carried out on den-
drochronologically dated wood, periglacial varves,
and lake sediments confirmed the fact that there have
been systematic variations in 14C values over time.
The data which first contributed most directly to
the study of these anomalies was the dendrochrono-
logical time scale provided by the bristlecone pine
(Pinus longaeva), from the White Mountains of east-
central California, developed by C. W. Fergusson. His
data provide an unbroken tree-ring series back to al-
most 6700 B.c. An independently developed bristle-
cone tree-ring chronology from a different locality in
the southern portion of the White Mountains, devel-
oped by V. C. La Marche and T. P. Harlan, supports
the accuracy of the Fergusson chronology at least as
far back as about 3500 B.c. Carbon-14 determinations
on bristlecone pine as well as tree-ring-dated samples
from the sequoia (Sequoia gigantea) and European
oaks (Quercus spp.) have been undertaken by a num-
ber of laboratories, and '“C determinations on these
samples provide data over the last 10,000 years. See
DENDROCHRONOLOGY; VARVE.

Main trend. Upon examination of the data in Fig. 4
and other similar plots, it becomes apparent that ra-
diocarbon years and calendar years are not necessar-
ily equivalent. If such had been the case, all of the
data points plotted on Fig. 4 would lie along the hor-
izontal O line. In fact, some of the points lie above
the line, indicating that '“C values in these periods
are too old. Conversely, those below the 0 line are
too young when compared to the tree-ring data. This
plot indicates that there are two major components
to the deviations. The first is a general main-trend
secular variation phenomenon (the curved line) ex-
hibiting during the Holocene, a sine-wave function
with an apparent period of about 8500-9000 years,
with a maximum deviation of about 800 years, ap-
proximately 8000 years ago.

The characteristic of the secular variation anoma-
lies in the period before about 10,000 years ago can-
not, at present, be documented by tree-ring/'#C data.
It has been argued, however, that the major part of
the effect may be estimated by examining the record
of the Earth’s dipole geomagnetic field over time.
Variations in the intensity of the dipole field modu-
late the cosmic-ray flux in the vicinity of the Earth.
An increase in the field strength, for example, di-
verts more of the cosmic-ray particles away from
the Earth, resulting in a decrease in the production
of "C.

Geophysicists have collected data which docu-
ment changes in the intensity of the Earth’s dipole
field for the last few hundred thousand years. Be-
cause of the apparent inverse relationship between
the intensity of the field and the "“C production rate,
it would, in theory, be possible to extrapolate the
maximum and minimum secular variation deviations
back to the limit of the '“C method. Unfortunately,
such data are not yet as precise as might be wished.



However, comparisons of e ages with uranium-
thorium (U-Th) ages obtained on cores from coral
deposits support conclusions based on the “C/tree-
ring data up to the limit of the current dendrochrono-
logical data. Uranium-thorium values can be used
to continue to examine the '“C deviations over the
last 30,000 years. Such data indicate that radiocar-
bon ages earlier than 10,000 years B.r continue to be
systematically younger than U-Th ages, with a maxi-
mum difference of about 3500 years approximately
20,000 years ago. See PALEOMAGNETISM; ROCK MAG-
NETISM.

De Vries effect. In addition to the long-term secu-
lar variation phenomenon, the bristlecone pine data
have revealed the presence of high-frequency com-
ponents to the variation in '“C activity. These short-
term oscillations or wiggles have sometimes been
called the De Vries effect after the pioneering Dutch
researcher, Hessel de Vries, who was one of the first
to call attention to the existence of systematic anoma-
lies in '“C values. Although almost all investigators
concerned with the issue have agreed that the tree-
ring/"“C data definitely reveal the presence of a num-
ber of short-term perturbations, the frequency and
magnitude of earlier episodes during the Pleistocene,
(that is, > 10,000 years B.r) have not been resolved.
Likewise, there are uncertainties as to the causes of
the De Vries effect, although variation in solar ac-
tivity (heliomagnetic effects) has been seen as an
important factor.

Calibration of radiocarbon dates. The existence of main
trend and De Vries deviations has important im-
plications in the interpretation of '“C determina-
tions. The long-term variations result in the neces-
sity to calibrate conventional “C dates in terms
of the known variation between radiocarbon time
and real or calendar time as documented by the
dendrochronological/'#C values. The magnitude of
the calibration varies depending on from what time
period a sample is derived. For the period back to
about 1000 B.c., corrections required by virtue of
the secular-variation deviations do not exceed about
150 years. Prior to 1000 B.c., the magnitude of the
correction steadily increases. By using data such as
those presented in Fig. 4, various approaches have
been developed to “calibrate” radiocarbon values.
In this context, calibration involves taking a '“C age
value expressed as a conventional radiocarbon date
and adding or subtracting the number of years re-
quired to bring the conventional age into conformity
with the "“C determinations on known-age tree-ring-
dated samples.

The documentation of the presence of the De
Vries or short-term anomalies has introduced a sec-
ond problem in the calibration of '“C values. Periods
of rapid change in the “C content of the atmosphere
result in situations where a single '“C value may re-
flect two or more points in real time. The character-
istics of the short-term anomalies are illustrated in
Fig. 5. During periods of particularly rapid change
in "C activity, it is usually not possible to use '‘C
data to document temporal intervals in units of less
than a few hundred years. Thus the dendrochrono-
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logically based calibration data can be used to iden-
tify the general degree of deviation of '“C values
from real time and also the degree of maximum
precision which is possible for specific temporal
intervals.

The impact of the De Vries effects on the precision
of '“C values, as applied to archeological and histori-
cal problems, must be considered. The need to take
into account these shorter-term variations have, for
example, been demonstrated in the evaluation of '“C
values on twelfth- and fourteenth-century European
medieval archeological materials. See ARCHEOLOGI-
CAL CHRONOLOGY.

Lack of geographical and altitude variations. Concern has
been expressed as to whether variation in the '“C
content of wood samples taken from a small num-
ber of localities in the Northern Hemisphere can be
used to document worldwide secular variation ef-
fects. This question has been specifically answered as
a result of studies of '“C concentrations in tree rings
from Patagonia, Canada, and Europe. The maximum
deviations noted in contemporaneous woods were
between those grown in the Southern and Northern
hemispheres. However, even in this case, the varia-
tion did not exceed 0.5% or about the equivalent of
40 years.

Studies have also shown the lack of any signifi-
cant altitude effect on “C concentrations in wood.
A concern had been expressed that solar protons of
appropriate energies would interact with nitrogen
to form 'C directly in wood samples growing at
high elevations. The projected effect would be to in-
flate the '“C content of a sample so that the '“C age
would appear to be significantly younger than its true
age. However, calculations indicate that the max-
imum effect that could be obtained, assuming the
most advantageous parameters, would not exceed
40 years. Other evidence suggests the actual ef-
fect is much less. The bristlecone pine wood of
the White Mountains grows at about the 3350-m
(11,000-ft) level. That there is no measurable '4C
produced as a function of altitude is indicated by the
essential agreement in age between the high-altitude
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bristlecone and low-altitude European and American
sequoia samples of the same dendrochronological
age.

Variability in radiocarbon distribution. An important
feature of the '“C method is its potential to provide
directly comparable age determinations on a world-
wide basis for a wide variety of organic samples.
For this potential to be realized, e, following its
production, has to be mixed rapidly and completely
throughout all of the carbon-containing reservoirs on
a time scale not exceeding a few tens of years. To the
degree that such conditions prevail, the contempo-
rary "“C content of all organic samples will be essen-
tially identical. It was quickly determined that such is
not the case. The initial '“C content of samples could
be significantly affected as a result of environmental
conditions. A classic illustration of the problem was
the discovery of living organisms from a fresh-water
lake exhibiting '“C ages of approximately 2000 years.
In this case a large percentage of the carbon used by
the organisms was derived from dissolved CO, from
the limestone bed of the lake. The fictional age of the
modern samples had been produced as a result of the
dilution of contemporary '“C activity by “dead” car-
bon (that is, containing no 14C) from the limestone.
Another example is provided from trees growing in
active volcanic areas. The CO, emitted during vol-
canic discharges is characteristically depleted of its
14C. Living trees exhibiting apparent ages as much
as 1000 years from such environments have been
reported.

One effect of the recognition that the geochem-
ical environment of a sample can affect its initial
¢ concentration has been to cast doubt on the re-
liability of particular types of samples. The use of
shells in 'C studies has been affected, since a tra-
dition arose that their use should be discouraged.
Terrestrial shells (gastropods) from most fresh-water
environments generally merit this negative evalua-
tion, since they typically take up carbonate which is
not in equilibrium with atmospheric '“C. The reputa-
tion of marine shells was adversely affected primar-
ily as a result of early experiences with shells taken
from several archeological sites along the Peruvian
coast. Marine shell samples were found to have '“C
values that exhibited an apparent age as much as
900 years greater than that of charcoal samples as-
sumed to have been deposited contemporaneously.
It was therefore assumed that marine shells would
consistently yield anomalous values.

Subsequent studies showed that marine shells can
yield generally acceptable values if the conventional
4C values can be corrected for upwelling effects.
By examining '“C concentrations in shells collected
alive in the period before nuclear testing contributed
bomb '¥C, it was determined that many marine
shells exhibited apparent ages ranging as high as
1200 years. Part of the reason has to do with the fact
that ocean water depleted of '“C by long residence
times in the deeper parts of the ocean is periodi-
cally upwelled or brought to the surface and mixed
with surface ocean water. The effect is to dilute the
contemporary 'C activity of the surface ocean near

the westward-facing continental margins, resulting
in a spurious apparent age for the organisms utiliz-
ing surface-ocean-water carbonates. Shells growing
in locations adjacent to the outlets of major river sys-
tems whose water is depleted of 1“C as a result of ex-
change with limestone or other carbonate-bearing
rocks can also give spurious apparent ages. This is
probably the explanation for the false ages exhibited
by shells growing in the Gulf of California (Colorado
River discharge) and the northern part of the Gulf of
Mexico (Mississippi River discharge). See CONTINEN-
TAL MARGIN; UPWELLING.

Upwelling and other reservoir effects are highly
variable depending on location and specific environ-
mental conditions. For the western coasts of North
and South America, for example, the magnitude of
the upwelling effects can range from about 80 to
1000 years. It is most severe along the Peruvian coast,
contributing to an explanation for the problematical
14C values on marine shells from that region. Unfor-
tunately, it is possible for shells from highly localized
regions to exhibit a sizable range in apparent ages.
Samples from the Galapagos Islands show a variation
of about 350 years. Such a fluctuation in such a rel-
atively small area emphasizes the fact that the mag-
nitude of upwelling effects for any region must be
carefully established by multiple sampling of closely
spaced areas.

Problems similar to those associated with marine
shells arise for a number of sample types and geo-
chemical environments where contemporary sam-
ples may not be in equilibrium with the atmosphere.
In each case, empirically derived values for the con-
temporary standard must be obtained for each sam-
ple type or locality, or both. In practice, this is ac-
complished by determining the degree of deviation
from whatever contemporary standard is used to de-
fine modern or “zero '“C age” samples. For example,
specific values are required for marine shells from
different oceanic regions, for fresh-water shells in
specific terrestrial environments, and for Arctic and
Antarctic specimens.

Variability in carbon isotope ratios. For the '“C
method, the basic physical measurement used to
index time is the *C/'2C ratio. However, carbon has
three naturally occurring isotopes. Variation in this
ratio can be effected by influences other than the
decay of '“C. The most common problem occurs
when carbon-containing compounds not indigenous
to the original samples are physically or chemically
introduced into the sample matrix resulting in the
contamination of the sample. Usually less difficult to
deal with are fractionation effects in which a varia-
tion in the stable carbon ratio translates into a change
in the *C/'2C ratio.

Contamination. The sources and effects of the intro-
duction of foreign organics into samples are com-
plex; they depend on the nature and condition of the
sample materials, the characteristics of the environ-
ment to which the samples were exposed, and the
period of time over which the exposure occurred.
Precautions exercised to avoid contamination effects
are unique to each sample type and source locality.



A series of procedures to remove potential contami-
nants in samples has been established by research
laboratories. Most sample preparation techniques
are concerned with completely removing what is
assumed to have not been present when the orig-
inal sample died or was removed from exchange
with its carbon reservoir. Samples such as wood and
charcoal, which can be subjected to treatment with
strong acids and bases to facilitate the removal of
absorbed carbonates and soil humic and fulvic acids
and other soluble soil organic matter, are preferred.
Less desirable are cases where it is difficult to distin-
guish between contamination and the original sam-
ple as with various types of carbonate samples, such
as tufa and caliche.

It is usually possible to infer the effect of known
contamination effects on a given sample in terms
of the direction that the age change will take for a
given type of contamination, but the magnitude of
the errors can be calculated only if the true age of
the original sample, the age of the contaminant, and
the percentage contribution of the contaminant are
all known. Usually this is difficult to determine. How-
ever, with few exceptions, problems of contamina-
tion for samples with ages of less than about 10,000
years can be solved, usually by applying standard pre-
treatment approaches developed by '“C laboratories.
For materials with expected ages in excess of 10,000
years, sample contamination problems typically be-
come more serious, and laboratories must exercise
even more rigorous care in the pretreatment pro-
cesses.

Fractionation effects. While all the isotopes of carbon
follow the same chemical or physical pathway, the
rate at which this occurs varies as a function of their
difference in mass. The pioneering studies of Har-
mon Craig pointed to the need to consider varia-
tions in the stable isotope ratio (}*C/!2C) of samples
to obtain precise “C values. Variations equivalent to
up to several hundred years can result if '“C values
are not standardized in light of *C/'2C ratios. For-
tunately, no significant fractionation effects are usu-
ally observed in standard sample materials such as
charcoal or wood. Problems arise, however, when
it is necessary to compare '“C values from a variety
of sample types such as grasses, grains, seeds, suc-
culents, and marine carbonates, as well as standard
terrestrial organics. In such cases, it is necessary to
use the stable isotope ratios to correct the '“C values
onto a common scale.

Variability in amount of carbon. In addition to the
variation in production and distribution of '“C over
time and within portions of various carbon reser-
voirs, variations may result from situations where
carbon not in equilibrium with the contemporary
standard values is added or removed from any reser-
voir. Two instances are well documented since they
occurred within the last century as a result of human
intervention in the carbon cycle. The first, beginning
in the middle of the nineteenth century, is known as
the industrial or Suess effect. The combustion of fos-
sil fuels added enough “dead” '#C to the atmosphere
to result in the reduction by about 3% in biospheric
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14C activity. In the more recent atomic bomb or Libby
effect, relating to the detonation of thermonuclear
devices in the atmosphere in the early 1950s, large
amounts of artificial “C were produced, almost dou-
bling the amount of '“C in the terrestrial biosphere.
When combined with the late-eighteenth-century De
Vries excurses, the Suess effect makes it difficult to
distinguish '“C concentrations within the last two
centuries. This is one of the reasons why laborato-
ries generally use 100 or 150 years as the minimum
age which can be cited. It also explains why labora-
tories cannot use modern wood as a contemporary
reference.

Half-life of radiocarbon. The fundamental constant
which permits the conversion of a '“C/!2C ratio into
an age value is the half-life or decay constant of '“C.
Initially in the development of the method, Libby
and collaborators used the value 5720 + 47 as the
half-life figure, but soon adopted the weighted aver-
age of three independently obtained measurements.
The average value was 5568 + 30 and this became
identified as the Libby half-life. In 1962, at the 5th Ra-
diocarbon Dating Conference at Cambridge, it was
decided that 5730 £ 40 probably represented a more
accurate approximation of the actual half-life. It was
agreed, however, that the Libby half-life would be
used in the calculation of conventional “C determi-
nations. The stated reason was that any changes in
the value would introduce unneeded confusion in
the radiocarbon literature.

The issue of the correct halflife for YC has
lost a considerable amount of its significance be-
cause of the discovery and documentation of sim-
iliar variation and De Vries effects. The existence
of dendrochronologically documented relationships
between '“C age and calendar age, for samples
up to about 10,000 years old, enables researchers
to circumvent the problem of the actual '*C half-
life and proceed to calibrate these '“C age values
directly.

Statistical and contextual uncertainties. Most '“C de-
terminations are expressed in the form: age value (in
14C years B.P) = statistical uncertainty. The age value
is calculated by using the equation previously pre-
sented. The measurement uncertainty results from
statistical considerations inherent in the random
decay process characteristic of all radioactive iso-
topes. A date, for example, of 5600 4 80 '“C years B.P.
reflects the fact that the count rate of the sample is
about 50% of the modern reference standard (that is,
it has decayed for a period of about one Libby half-
life) and the age value is known to about 1% or 80
years. Statistical uncertainties in 4C work are usu-
ally cited in terms of one standard deviation errors.
The expression 5600 =+ 80 is a shorthand manner of
stating that there are two chances out of three that
the age equivalent of the counting rate for this sam-
ple will be contained within the range 5520 to 5680.
An accurate statement of the results of a '“C deter-
mination must include a listing of the measurement
uncertainty. In addition, some laboratories increase
this value to take into consideration changes that af-
fect counting conditions, such as drift of electronic
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equipment and changes in barometric pressure. Sta-
tistical errors are not cited only when the counting
rate of a sample is statistically indistinguishable from
the background counting rate for the counter being
used. The result is expressed as a minimum or infi-
nite value by stating that the age is “greater than” a
limit imposed by the characteristics of the counting
system being employed (for example, >40,000).

The processing and counting of a sample to deter-
mine its '*C age is a challenging analytical procedure.
However, a technically correct value which has been
carelessly collected may be scientifically worthless.
Often the significance and importance of a '“C deter-
mination are only as good as the attention to detail
which went into documenting the geological, histor-
ical, or archeological context of the sample. It is im-
portant to be aware of what a '“C date does and does
not indicate. A '“C value provides a temporal index
of when the sample was removed from its reservoir.
For example, a “C determination on a piece of char-
coal or wood provides an age value for the tree rings
which make up the sample. A '“C date taken on a
piece of wood taken from a beam excavated from
a ruined structure may indicate the time when the
building was constructed if the sample was taken
from the outside rings of the tree used as the source
of the timber and if the timber itself did not hap-
pen to be reused from an earlier structure. Problems
such as these often confront geologists and arche-
ologists as they attempt to critically interpret the
dating evidence provided by the '“C method.

R. E. Taylor
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Radiochemical lahoratory

A laboratory or facility for investigation and handling
of radioactive chemicals which provides a safe en-
vironment for the worker and the public. It’s fea-
tures can vary depending on the type of radioactive
emissions to be handled, the quantity, the half-life,
and the physical form (solid, liquid, gas, or pow-
der). Special measures to minimize spread of contam-
inated material and to dispose of radioactive waste
are required. Working surfaces should be smooth
and easily washable to permit effective decontami-
nation if necessary. Good ventilation and detectors

for monitoring radiation and contamination on sur-
faces or people are also typical features. Space for
clothing change, lockers, and showers are commonly
provided.

Investigations utilizing only very small amounts (a
few microcuries) of beta or gamma emitters which
are not readily dispersed (no powders or volatile lig-
uids) may sometimes be performed without special
facilities on the bench top. In this case, precautions
such as working on plastic-backed absorbent paper
(lightweight disposable diapers are useful) and wear-
ing protective gloves and lab coat may be sufficient.
A special bag or can for disposing of the paper and
gloves as radioactive waste is required. If the radioac-
tive isotopes are solely alpha-particle emitters, con-
tainment and isolation from direct contact are more
serious concerns. Due to the limited penetration but
high biological toxicity of alpha particles, it is essen-
tial to avoid ingestion or inhalation. For very small
quantities, work may take place with double rubber
gloves in a fume hood with appropriate filter. An
air velocity greater than 125 ft/min (38 m/min) into
the hood at the opening is necessary for suitable iso-
lation. Generally, an enclosed glove box (Fig. 1) is
used, situated inside a hood and maintained at neg-
ative pressure with respect to the face of the hood
and the room. Sensors to monitor proper differen-
tial pressure and adequate airflow are usually used
to assure containment and to generate an alarm if
conditions degrade. Many alpha emitters decay into
other radioactive isotopes which subsequently decay
into still other radioactive species. Some members
of these long decay chains are gamma-emitting or
radon isotopes. If the quantity of radioactivity is high,
shielding from the penetrating gamma rays and spe-
cial traps for radon gas emanating from the materials
are required.

For work with pure beta emitting isotopes, for ex-
ample phosphorus-32; confinement within a hood
and the use of indirect means of handling the radioac-
tivity is recommended (Fig. 2). Long-handled tongs
or other tools, sometimes with an attached piece
of Plexiglass, approximately 3/16 in. (0.5 cm) thick,
are used for higher levels of radioactivity in order to
shield the hands. Generally, since most beta emission
is also accompanied by penetrating gamma emission,
the entire work area must be enclosed in heavily
shielded enclosures. See ALPHA PARTICLES; BETA PAR-
TICLES; RADIATION CHEMISTRY; RADIOACTIVITY; RA-
DIOCHEMISTRY; RADIOISOTOPE.

Hot laboratories . These special radiochemistry lab-
oratories contain walled enclosures for remotely han-
dling larger quantities of gamma-emitting isotopes. A
small enclosure is usually referred to as a cave, while
large ones are called hot cells. Hot cells are usually
equipped with remote manipulators and thick win-
dows made from high-density lead glass (Fig. 3).

Construction. Many different shielding materials have
been used for hot cells. High-density concrete is use-
ful because of its relatively low cost. This shielding
can be improved with the addition of iron powder
to the concrete. When floor space is limited or more
effective shielding is required, steel or lead can be
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Fig. 1. Radiochemical laboratory, hood-equipped, with rubber-gloved openings. (Argonne National Laboratory)

Fig. 2. Fume hood set up with portable shielding and small
tongs for working with low-level beta- and gamma-emitting
isotopes. (Brookhaven National Laboratory)

used for walls and ceilings. Most commercially avail-
able hot cells utilize poured lead or interlocking lead
brick encased in steel plate. S-shaped penetrations in
the walls or ceiling are usually provided for electrical
wires, and for tubing to allow water connections and
reagent addition. This prevents any straight-line path
for radiation to shine through. For disposing of aque-
ous radioactive waste, small cup sinks with shielded
drain lines must be installed. Shielded storage tanks
for this waste are usually installed under the floor
or in a basement room. Some radiochemistry labo-
ratories specialize in investigations with the short-
lived positron-emitting isotopes fluorine-18 (half-life
128 min), carbon-11 (20 min), nitrogen-13 (10 min),
and oxygen-15 (2 min). In this case, radioactive waste
disposal is significantly simplified by just putting it
aside and waiting for decay to turn it into normal
waste. Thus, extensive storage areas for either solid
or liquid radioactive waste are not necessary.
Hot-cell viewing windows are made from lead
glass with a thickness providing equivalent shield-
ing to the walls. Dopants containing cerium are
often added to the innermost glass panes to help
resist darkening and discoloration caused by high
levels of radiation exposure. Since high-density lead
glass is yellow in color, bright interior lighting is re-
quired for good visibility. It is good design to allow
a light bulb to be changed from outside the hot cell.
Sometimes closed-circuit television or magnifying
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Fig. 3. Exterior view of two hot cells with manipulators. The walls are 7-in.-thick
(17.75-cm) lead, encased in 1/4-in.-thick (0.6-cm) steel plate. The lead glass windows are
14 in. (35.5 cm) thick and provide shielding equivalent to the walls. (Brookhaven National

Laboratory)

periscopes are provided for special inspection
needs. Before first use, the shielding integrity of the
entire assembly should be checked with a small size,
high-level radioactive source. Special attention needs
to be devoted to surveying radiation levels around
the outside of wall-to-wall joints, conduit or reagent
penetrations, and ventilation ducts. See RADIATION
SHIELDING.

Operations. Hot cells are usually grouped together
in order to provide separate processing areas for dif-
ferent isotopes. This minimizes the chances of cross
contamination. However, it is efficient to have a sin-
gle common hot cell to receive and open irradiated
targets and to dispose of waste, as well as a single
common hot cell with a porthole for dispensing of
final product. The materials to be processed can be
moved with manipulators through internal connect-
ing portholes between the hot cells, or by conveyor
belts or equivalent. In several installations, large-
gauge toy electric trains serve this purpose. Most
hot cells have small portholes or drawers for sam-
ple insertion and removal. In addition, there must
be a larger opening, such as a door or a removable
wall panel, for major maintenance, cleanup work,
and equipment installation. The type of work car-
ried out in hot cells is similar to that in conventional
laboratories. This includes materials inspection, wet
chemistry, and analytical measurements. The specific
equipment must be inserted into the hot cell prior
to use with hot sources. Since space is at a premium,
selection and location of the equipment (such as bal-
ances, remotely operated pipettes, automatic bottle
capping device and crimp sealers, and specialized
glassware) are important.

A significant difference in operation exists be-
tween hot laboratories specializing in preparing ra-
diopharmaceuticals with the shortlived positron
emitters compared to those handling longer-lived ra-
dioisotopes. The very short lifetimes require very
rapid processing and compound labeling. Also, as
many such agents are used clinically in human di-
agnostic nuclear medicine procedures, they must
be prepared several times a day, five or six days
a week. This preparation burden is therefore very
labor intensive and expensive. In response, the
preparation of many of the standard, frequently used
radiopharmaceuticals, such as F-18 fluorodeoxyglu-
cose, has been automated into “black box” synthesis
modules for hot cell use. Solutions are moved inter-
nally with small liquid pumps or by vacuum through
the synthesis steps. These commercially available sys-
tems provide rapid, sterile preparations ready for
human use. Alternatively, computer programmable
robot arms can control synthesis by operating sy-
ringes, moving flasks, and other motions. This ap-
proach requires more setup effort than a black box
assembly, but also provides more flexibility since the
robot arm can be reprogrammed for different mo-
tions. See NUCLEAR MEDICINE; RADIOACTIVE WASTE
MANAGEMENT; ROBOTICS.

Remote manipulators. Many hot-cell operations are
performed using remote manipulators. Many vari-
eties are now available in different sizes and capac-
ities. The most generally useful is the mechanical
master-slave manipulator. This device features a me-
chanical arm with a wrist and jaws at the end located
inside the hot cell. The movements of this slave de-
vice precisely follow the movements of the opera-
tor’s arm, wrist, and hand. Generally the force ap-
plied by the operator is directly transmitted without
magnification up to the capacity limit of the device.
Manipulators with lift capacity ranging 10-100 1b
(4.5-45 kg) are the most common. Many manipula-
tors are mounted such that the slave arm penetrates
the ceiling of the hot cell through a rotating steel or
lead shield ball. Since a wide range of motion is de-
sirable, it is difficult to completely shield the area at
the manipulator penetration. Small leaks through a
ceiling area may be tolerable since it is not generally
an occupied space. Another style uses a horizontal
barrel mounted through the front face of a hot cell
near the top, with offset shield plugs at both the in-
side and outside of the penetration. This style allows
the inner slave arm to electrically swing forward and
back, or swing left and right without moving the mas-
ter arm. This extended reach capability is critical in
large hot cells because it allows the operator to stay in
a good viewing location while still reaching the back
or corners. Both styles usually cover the slave arm
with a plastic sleeve called a boot to minimize con-
tamination of the gears and pulleys inside the arm.
This can be important if repair of the manipulator
outside the hot cell becomes necessary. Many ma-
nipulators allow the jaws or tongs to be remotely
removed and changed. Although different styles can
thus be accommodated, it is still usually necessary
to design special tools or tool handles in order to



improve the reliability of gripping objects (especially
small ones). See REMOTE-CONTROL SYSTEM; REMOTE
MANIPULATORS.

Ventilation. Good ventilation is critical for radio-
chemical laboratories, particularly with hot cells,
to sweep any airborne radioactivity away from the
worker. The radioactivity may be a gas, dust, or fume.
Filters are then necessary to trap this material and
prevent it from entering the local atmosphere. Be-
cause dust is a good vehicle for spread of contam-
ination, filtered inlet air can reduce spread of con-
tamination and prolong the lifetime of outlet filters.
The primary outlet filter required in such laborato-
ries is the HEPA (high-efficiency particulate air) fil-
ter. HEPA filters must be 99.97% efficient, and are
required to be tested annually. Typically a rough-
ing filter is also used upstream to reduce the dust
loading on the HEPA. In many hot-cell installations,
an on-line differential pressure gauge continuously
monitors the performance of the HEPA filter. A low-
differential pressure value may indicate a rip in the
filter, while too high a value would imply that the
filter is clogged.

In a multi-hot-cell installation, proper air balance
between the hot cells must be maintained to min-
imize cross contamination. Adequate airflow and
static pressure must also be maintained when port-
holes or hot-cell doors are opened. This is ordinarily
accomplished with either an oversized system, or
with variable-speed ventilation fans which speed up
in response to a drop in hot-cell airflow rate. In labo-
ratories where use of acids is common, for example
for dissolving solid irradiated targets, acid fumes can
be sucked off into a separate system with an inverted
funnel attached to a flexible hose. These fumes are
then passed through a neutralizing buffer before join-
ing the main ventilation duct. Charcoal filters are
also required if the emission of gaseous radioactivity,
for example iodine-131, is anticipated. Where per-
formance of the ventilation system is crucial for radi-
ation safety or environmental protection, electronic
sensors with alarms are used to monitor total sys-
tem flow rate, individual hood or hot-cell flow rate,
static pressure, and filter performance. Backup elec-
tric power may be necessary to guarantee negative
pressure in these urgent situations. See AIR FILTER;
VENTILATION.

Safety. In addition to containment, radiation
shielding, and good ventilation, several other safety
measures are commonly employed. To limit spread of
contamination outside the laboratory, radiation mon-
itors are often placed at the doorway. These may
be simple hand-held Geiger counters with a large-
area detecting probe, called pancake detectors. Or
in some radiochemistry laboratories, large step-in de-
tector arrays, called portal monitors, can check the
entire body for radioactivity. When high levels of
radioactivity are present in hot cells, radiation sen-
sors mounted inside can be interlocked with doors
and portholes to prevent access. Area radiation mon-
itors are often installed in the room as well as
airborne radiation monitors. Both can initiate au-
dible and visual alarms if trip points are reached.

Radiochemistry

See INDUSTRIAL HEALTH AND SAFETY; RADIATION
BIOLOGY. Leonard F. Mausner

Bibliography. K. J. Connor and I. S. McLintock, Ra-
diation Protection Handbook for Laboratory Work-
ers, 1994; Manual on Safety Aspects of the Design
and Equipment pf Hot Laboratories: 1981, 1981;
Safe and Secure: Guide to Working Safely with Ra-
diolabelled Compounds, Amersham International,
1992.

|
Radiochemistry

A subject which embraces all applications of radioac-
tive isotopes to chemistry. It is not precisely de-
fined and is closely linked to nuclear chemistry. The
widespread use of isotopes in chemistry is based on
two fundamental properties exhibited by all radioac-
tive substances. The first property is that the disin-
tegration rate of an isotopic sample is directly pro-
portional to the number of radioactive atoms in the
sample. Thus, measurement of its disintegration rate
(with a Geiger counter, for example) serves to ana-
lyze a radioactive compound. With nearly all chem-
ical elements (the most notable exceptions being
nitrogen and oxygen, which have no suitable radioac-
tive isotopes), an isotope may be incorporated in a
chemical compound, and thereafter, masses of this
compound as small as 10~° to 10~'° g may be mea-
sured with a high precision. Because experimental
chemistry depends largely upon analysis, isotopes
may be employed in most chemical problems, espe-
cially those requiring high analytical sensitivity. The
second fundamental property is that the disintegra-
tion rate is completely unaffected by the chemical
form of the isotope, and conversely, the property
of radioactivity does not affect the chemical prop-
erties of the isotope. By substituting or labeling a
particular atom within a molecule, isotopes can be
used to trace the fate of that atom during a chemi-
cal reaction. In contrast to physical migration tracer
studies, the compounds arising in a reaction must
first be isolated in separated pure forms before ra-
dioactive assays can be performed. See RADIOACTIVE
TRACER.

In general, radiochemical studies can be classified
according to whether the use of isotopes represents
a convenient or a unique solution to a problem.

Convenient applications. These applications usu-
ally exploit the high sensitivity of tracer techniques
because alternative analytical procedures are slower
and often less accurate. The efficiencies of chemical
separations, such as those based on selective precip-
itation, solvent extraction, ion exchange, and elec-
trodeposition reactions, are studied by labeling the
desired compound and following the radioactivity
during the separations. The rate and extent of ad-
sorption on solid surfaces of either labeled solutions
or labeled gases are rapidly determined by assaying
periodically the mobile phase, or better, the solid
phase. New chemical phenomena, such as the copre-
cipitation of trace elements and radiocolloid forma-
tion, occur at submicro concentrations (10710 g/liter
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of solution) and may be studied most conveniently
with isotopes. The solubility of an “insoluble” pre-
cipitate is measured by saturating a solvent medium
with a radioactive solid. Similarly, the vapor pressure
of a solid is measured by saturating an evacuated vol-
ume with vapor or, for pressures below 10~ mm, by
effusing vapor into a cooled target, which is later as-
sayed. Qualitative and quantitative analysis for most
trace elements present in parts per million or less in
a sample is possible by radioactivation analysis. The
sample is irradiated in a flux of neutrons or other suit-
able particles, and the trace element is identified and
determined by its induced activity. Depending upon
the element, quantitative determination of masses
of 1078 to 1071? g is usually possible. See NUCLEAR
REACTION.

Unique applications. An understanding of diffusion
processes is of considerable importance because the
rates of many chemical reactions are governed by the
rate at which chemical species can diffuse through
a medium to the point of reaction. For example, the
rate of many electrode processes depends upon the
rate of diffusion of electrolyte to the electrode, and
the rate of oxidation of copper is determined by the
rate of diffusion of copper ions up to the metal sur-
face. If a layer of radioactive copper is sandwiched
between two ordinary copper samples, it is found
that at elevated temperatures copper ions will dif-
fuse considerable distances within the metal. The
rate of diffusion of copper in copper (that is, the
self-diffusion rate of copper) can be observed only by
the transfer of radioactivity from the labeled region
into unlabeled regions, thin slices being removed
from the solid at known distances and then being
assayed. The illustration shows some experimental
points obtained in such an experiment. The distri-
bution curve is that expected from the integrated

activity of copper slice
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Distribution of radioactive copper after 605 min diffusion at
1742°F (950°C). The full curve corresponds to D = 8.92 x
107 1% cm?/s.

form of Fick’s law of diffusion, Eq. (1), where c is
dc d%c

ar o M

the concentration (activity) of the diffusing tracer, ¢
is the diffusion time, x the diffusion distance, and D
the self-diffusion coefficient. In addition to solid-state
studies with elements, alloys, metallic oxides, and
inorganic salts (all of which have important metal-
lurgical implications), self-diffusion experiments are
performed with liquids and gases. In all cases, they
provide valuable information on the nature of the in-
termolecular forces which determine the magnitude
of D.

Isotopic exchange reactions. When slightly soluble lead
chloride crystals are mixed with an aqueous solu-
tion of sodium chloride, labeled with chlorine-36,
radioactivity rapidly appears in the lead chloride as
a result of exchange of chloride ions between the
two compounds. Both compounds produce chlo-
ride ions on dissociation, and some chloride ions,
originating from the sodium chloride, become asso-
ciated with the lead ions, thereby leading to radioac-
tivity in the lead chloride, as in reaction (2), where s

PbCly(s) —= PbCla(soln) NaCl(soln)
e
Pb2+ + {2CF, CI) + Na*  (2)
\ Ve
PbCICI(s) ~— PbCICKsoln)

indicates solid and soln indicates solution. Exchange
processes are proceeding continuously, but they
can be detected only with isotopes, hence the
term isotopic exchange reactions. Exchange reac-
tions may occur between any two species of
molecules having a common atom or group. They
may be due to a dissociation process (as above) or to
a collision between the two species in which chemi-
cal bonds are formed and broken (a bimolecular pro-
cess), as in the exchange of radioactive sulfur (de-
noted by an asterisk) between sulfite and thiosulfate
ions, reaction (3).
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With two oxidation states of an element, exchange
occurs by the transfer of an electron (an electron ex-
change reaction), for example, reaction (4), although

Fell 4+ Fell — [Fell —°» Fell] - Fell 4 Fell @

in many cases the electron may actually be trans-
ferred by an atom or a group bridging between the
reactants. The rates of exchange reactions are mea-
sured by separating the two reactants at various times
and determining the fraction F of the total radioactiv-
ity in each species. For an initially unlabeled species,
Fincreases exponentially with time to an equilibrium
value corresponding to equal concentrations (spe-
cific activities) of isotope in each species; for an ini-
tially labeled species, F will decrease exponentially
with time. As in ordinary chemical kinetics, the ex-
change mechanism is deduced from the dependence
of the exchange rate upon reactant concentrations.
Rate studies of exchanges by dissociation provide
information concerning ionization (including acid-
base equilibria) of both solutes and solvents, the re-
action of solvents with molecules (solvolysis), the
thermal dissociation of gases, and the dissociation
of gases on catalyst surfaces. Bimolecular exchanges
are exceptionally important in studies of oxidation-
reduction reactions and of substitution reactions of
coordination complexes of the transitional elements.
The rates of exchange by substitution provide a di-
rect measure of the lability of these coordination
complexes.

Isotopic tracer studies. Details of reaction mechanisms
are provided by labeling a specific atom within a
molecule. Thus, when carboxyllabeled propionic
acid is oxidized in acid dichromate, the product,
as anticipated, is only radioactive carbon dioxide,
reaction (5). However, the oxidation mechanism is

CH3CH,COOH — HOOC-COOH +C0,  (5)

more complex in the case of alkaline permanganate
because the isotopic distribution is 75% labeled ox-
alate and only 25% carbonate. When the masses of
the labeling and the normal isotopes differ markedly
(notably with hydrogen, carbon, and oxygen), the
isotopic molecule will react more slowly than the
normal molecule if the reaction mechanism involves
significant stretching of the chemical bond to the iso-
topically substituted atom. Such isotope-effect stud-
ies provide mechanistic information.

New elements. The artificially produced transura-
nium elements and technetium, astatine, and fran-
cium are all radioactive, and their chemistry is being
elucidated with radiochemical techniques. However,
this topic is normally accepted as nuclear chemistry.

Recoil studies. For a discussion of recoil studies
see NUCLEAR CHEMISTRY; RADIATION CHEMISTRY; RA-
DIOACTIVITY; RADIOCHEMICAL LABORATORY.

Donald R. Stranks

Bibliography. R. A. Faires and G. G. Boswell, Ra-
dioisotope Laboratory, Techniques, 1980; C. Keller,
Radiochemistry, 1988; R. Lambrecht, Nuclear and
Radiochemistry, 1982.
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Radioecology

The study of the fate and effects of radioactive materi-
als in the environment. As a hybrid field of scientific
endeavor, it is founded upon, and derives its basic
principles from, both of its parent disciplines, that
is, basic ecology and radiation biology. Following the
discovery of ionizing radiation and radioactive par-
ticles in biological studies in the 1940s and 1950s,
these phenomena were studied under what were
usually controlled laboratory conditions. Soon after,
however, a need was demonstrated for a better un-
derstanding of the fate and effects of radioactive ma-
terials that were being released into the environment
following the use or testing of nuclear weapons. This
need became an important factor in the emergence
of radioecology as a scientific discipline in its own
right.

Radiation effects. Because of its early association
with nuclear weaponry, radioecology was initially
focused on radiation effects, usually under the um-
brella of concern for survival under postnuclear at-
tack conditions. Mortality induced by radiation ex-
posure has usually been measured by using some
form of lethal dose 50. However, the amount of radi-
ation exposure required to produce mortality under
free-living conditions in the field (ecological lethal-
ity) may often be substantially less than that required
to cause physiological lethality when the organism is
held under protected conditions in the laboratory. In
the case of young bluebirds (Sialia sialis), for exam-
ple, exposure to radiation levels as low as 800-900
roentgens (R) causes the stunting of wing feather
growth, which would reduce the bird’s ability to fly
and escape predators. Therefore mortality in the field
would result from these levels of exposure. When
birds are hand-raised and protected from predators
in the laboratory, however, exposure to as much as
2500 R would be required to produce 50% mortality.
See LETHAL DOSE 50.

Similar considerations also apply to sublethal radi-
ation effects, such as perturbations of growth rate,
reproduction, and behavior. These responses to radi-
ation stress have consequences for both the individ-
ual organism and for the population, community, or
ecosystem of which it is a part. When populations
or individuals of different species differ in their sen-
sitivities to radiation stress, for example, the species
composition of the entire biotic community may be
altered as the more radiation-sensitive species are re-
moved or reduced in abundance and are replaced in
turn by more resistant species. Such changes have
been documented by studies in which natural eco-
logical systems, including grasslands, deserts, and
forests, were exposed to varying levels of controlled
gamma radiation stress (Fig. 1). See POPULATION
ECOLOGY.

Techniques of laboratory toxicology are also avail-
able for assessing the responses of free-living animals
to exposure to low levels of radioactive contami-
nation in natural environments. This approach uses
sentinel animals, which are either tamed, imprinted
on the investigator, or equipped with miniature

Radioecology
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Fig. 1. Gradations in response of the vegetation of an oak-pine forest to continuous exposure to gamma radiation stress. The
radiation source was located at the left side of the figure and, as indicated by the curve, exposure levels decreased from left
to right with increasing distance from the source. (After G. M. Woodwell, Radiation and the patterns of nature, Science,

156:461-470, 1967)

radio transmitters, to permit their periodic reloca-
tion and recapture as they forage freely in the food
chains of contaminated habitats. When the animals
are brought back to the laboratory, their level of
radioisotope uptake can be determined and blood
or tissue samples taken for analysis. In this way,
even subtle changes in deoxyribonucleic acid (DNA)
structure can be evaluated over time. These changes
may be suggestive of genetic damage by radiation
exposure. In some cases, damage caused by a ra-
dioactive contaminant may be worsened by the syn-
ergestic effects of other forms of environmental con-
taminants such as heavy metals.

In other cases, assessment of responses to radi-
ation exposures has documented the phenomenon
of hormesis, whereby an organism responds to very
low-level exposures in the opposite way from which
it would respond to higher levels of radiation stress.
For example, while growth rates of plants and ani-
mals normally decline after high levels of radiation
stress, exposure to low levels of radiation may actu-
ally result in a stimulation of growth. Moreover, the
documentation of such effects may suggest that some
physiological processes may be adapted to perform
optimally under very low levels of background radi-
ation exposure, such as are provided naturally from
cosmic rays and natural sources of radioisotopes in
certain rock and soil substrates. The nuclear acci-
dents and other releases of radioactive contaminants
at various sites in the former Soviet Union have pro-
vided natural laboratories for ecological studies of
the effects of radiation contamination.

Radionuclide tracers. Because of the ease with
which they can be detected and quantified in liv-
ing organisms and their tissues, radioactive materi-
als are often used as tracers to study the rates and
patterns by which biological processes take place

under natural conditions. The use of such radioac-
tive tracers in medicine is well known. In the same
way, radioactive tracers can also be used to trace food
chain pathways or determine the rates at which var-
ious processes take place in natural ecological sys-
tems (Fig. 2). Gamma-emitting isotopes are particu-
larly useful in this regard, since their emissions from
deep within the body of a plant or animal allow them
to be detected and quantified by sensitive counting

__honey-dew feeder
herbivore
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=
N g plaQt

detritus feeder

predator
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Fig. 2. Varying patterns of uptake of radioactivity by
organisms occupying different trophic levels in an old-field
ecosystem, following the introduction of radioactive tracers
into the plants upon which their food web was based.
Animals that suck plant juices and directly consume the
vegetation acquired maximum activity levels earlier than
did predators and detritus feeders. (After R. G. Wiegert,

E. P Odum, and J. H. Schnell, Forb-arthropod food chains
in a one-year experimental field, Ecology, 48:75-82, 1967)



equipment without the need for sacrifice and dis-
section. Other uses of radioactive tracers include
tagging adult animals in order to later identify the
particular eggs or young they produce, and using
radioactive markers to later relocate and recapture
animals that are too small to carry even the tiniest of
radio transmitters.

Although most of these tracer experiments were
performed in the past by deliberately introducing a
small amount of radioactive tracer into the organism
or ecological system to be studied, they now take
advantage of naturally tagged environments where
trace amounts of various radioactive contaminants
were inadvertently released from operating nuclear
facilities such as power or production reactors or
waste burial grounds. As long as the amounts of
such releases are less than the amounts that could be
considered hazardous to health, such low-level con-
taminated habitats have actually become valuable re-
search sites for conducting studies of functional pro-
cesses associated with the native flora or fauna of the
area. See RADIOACTIVE TRACER.

Radioactive contamination. In some cases, the inad-
vertent release of radioactive materials into the en-
vironment creates concern for the health and well-
being of humans and other organisms living in the
area. An important component of radioecology, and
one that is closely related to the study of radioac-
tive tracers, is concerned with the assessment and
prediction of the movement and concentration of
these radioactive contaminants in the environment
in general, and particularly in food chains that may
lead to humans. Primary concern is, of course, fo-
cused on agricultural pathways through which ra-
dionuclides may enter the human food chain through
crop plants or meat, milk, or other products of do-
mestic livestock. Often overlooked, however, is the
transfer of radioactive contaminants to humans who
may consume fish or wild game as food. In many
parts of the world, wild game animals such as deer
have been found to have consistently higher concen-
trations of environmental radioactive contaminants
than domestic livestock grazing fertilized pastures
in the same region. This phenomenon is most no-
ticeable in regions where natural vegetation has dif-
ficulty obtaining sufficient nutrients from the soil
and must rely more heavily on “fallout” nutrients dis-
tributed by atmospheric processes. In high alpine
regions and arctic tundra, for example, the concen-
tration of radioactive contaminants in species such
as reindeer may be particularly severe, as was ob-
served following the Chernobyl nuclear accident in
the Soviet Union. See FOOD WEB.

The Chernobyl accident was also important be-
cause it demonstrated the potential for global trans-
port of radioactive contaminants by both physical
forces, such as atmospheric circulation and meteoro-
logical factors, and biological vectors such as water-
fowl, which might accumulate contaminants at the
site of accidental release and then distribute them
clsewhere along their migratory journeys. Studies
of the migratory habits of these birds suggest that
such biological transport of contaminants may not

Radioecology

always follow the same patterns and rates as the dis-
tribution of contaminants by physical forces. This,
in turn, emphasizes the importance of thoroughly
understanding all aspects of the basic ecology and
natural history of organisms involved in important
issues of radioecological study and concern.

Studies in radioecology, when conducted under
field conditions, often produce results that are ei-
ther unexpected or may reverse the conventional
wisdom derived from studies conducted under con-
trolled laboratory conditions alone. An example of
the latter is the failure of data from some radioeco-
logical field studies to support the popular notion of
biomagnification, the systematic increase in levels of
contaminant concentration in higher levels of food
chains. Although some other environmental contam-
inants such as pesticides or heavy metals may behave
in this fashion in natural food webs, such is certainly
not always the case in situations documented for ra-
dioactive materials (Fig. 3).

Finally, situations where the environmental behav-
ior of radioactive contaminants fails to agree with
the predictions of laboratory studies demonstrate
how radioecological research can contribute new
information about some of the ecological mecha-
nisms responsible for contaminant uptake, cycling,
and transport in a more general sense. This infor-
mation can help to provide a better understand-
ing of the environmental behavior of other forms
of contaminants such as pesticides or heavy met-
als, which, in contrast to radionuclides, are more
difficult to detect and measure under natural
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Fig. 3. Monthly changes in levels of radioactive contaminants accumulated by migratory
waterfowl wintering on a nuclear-production-reactor cooling reservoir. Contamination
levels shown by the strictly herbivorous American coot (Fulica americana; curve) nearly
always exceeded those shown by other more omnivorous and carnivorous species (solid
circles). (After I. L. Brisbin, Jr., R. A. Geiger, and M. H. Smith, Accumulation and

redistribution of radiocaesium by migratory waterfowl inhabiting a reactor cooling

reservoir, in Environmental Behavior of Radionuclides Released in the Nuclear Industry,

International Atomic Energy Agency, 1973)
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field conditions. See ECOLOGY; ENVIRONMENTAL RA-
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TION BIOLOGY. I. Lehr Brisbin, Jr.
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Radiography

The technique of producing a photographic image
of an opaque specimen by the penetration of radia-
tion such as gamma rays, x-rays, neutrons, or charged
particles. When a beam of radiation is transmitted
through any heterogeneous object, it is differentially
absorbed, depending upon the varying thickness,
density, and chemical composition of this object. The
image registered by the emergent rays on a photo-
graphic film adjacent to the specimen under exam-
ination constitutes a shadowgraph or radiograph of
its interior. Radiography is the general term applied
to this nondestructive film technique of testing the
gross internal structure of any object, whether it be
of the chest of a patient for evidence of tuberculosis,
silicosis, heart pathology, or embedded foreign ob-
jects; of bones in case of fractures or of arthritis or
other bone diseases; or of a weld in a pipe to observe
cracks, inclusions, or voids. Radiography with x-rays
is commonly used in both medical and industrial ap-
plications. Industrial work also involves gamma and
neutron radiography. Radiography with charged par-
ticles is under development. Most of this discussion
will be concerned with radiography with x-rays and
gamma rays. See CHARGED PARTICLE BEAMS; GAMMA
RAYS; NEUTRON; X-RAYS.

Industrial radiography enables detection of inter-
nal physical imperfections such as voids, cracks,
flaws, segregations, porosities, and inclusions. It is
frequently used for visualization of inaccessible in-
ternal parts in order to check their location or con-
dition. It is extensively applied wherever internally
sound metallic components are required such as
(1) in the foundry industry to guarantee the sound-
ness of castings; (2) in the welding of pressure ves-
sels, pipelines, ships, and reactor components to
guarantee the soundness of welds; (3) in the man-
ufacture of fuel elements for reactors to guarantee
their size and soundness; (4) in the solid-propellant
and high-explosives industry to guarantee the sound-
ness and physical purity of the material; and (5) in
the automotive, aircraft, nuclear, space, oceanic, and
guided-missile industries, whenever internal sound-
ness is required.

The general term applied to radiation imaging
and inspection is radiology. This includes film and
similar photographic image methods, such as radio-
graphic paper, under the term radiography. In medi-
cal circles, the term roentgenography, derived from
the name of the discoverer of x-rays, W. C. Roent-
gen, is used. The older technique of registering an
image on a fluorescent screen is called fluoroscopy.
The fluoroscopic prompt-response imaging of radi-
ation has largely been replaced by electronic detec-
tion with image intensifiers or sensitive television
cameras. This technique, called radioscopy, is now
widely used in both medical and industrial applica-
tions. See LIGHT AMPLIFIER; RADIOLOGY; TELEVISION
CAMERA TUBE.

Other variations of radiation imaging include xe-
roradiography, microradiography, flash radiography,
and computerized tomography. Xeroradiography is
a dry-plate, electrostatic image method similar to
that used in photocopy machines. Microradiography
involves a magnified image to improve spatial res-
olution and the detection of small detail. Flash ra-
diography is the production of an x-ray image in
a very short time, of the order of nanoseconds, in
order to stop fast motion. The computerized tomog-
raphy (CT) method recreates an image that is es-
sentially a slice through the object. Computerized
tomography has made a strong impact on medi-
cal diagnosis and industrial inspection. See COMPUT-
ERIZED TOMOGRAPHY; MICRORADIOGRAPHY; PHOTO-
COPYING PROCESSES.

In many cases, radiographic inspection is a satisfac-
tory method, but there is often a need for comple-
mentary, nondestructive inspection methods, such
as ultrasonics (also in medicine), magnetic-particle
inspection, and electromagnetic infrared and micro-
wave test methods. See NONDESTRUCTIVE EVALUA-
TION.

Absorption laws. X-radiography is a straightfor-
ward application of the well-known exponential ab-
sorption law given below, where [, is the initial

I, = Le ™ = Ioe—(u/p)px

intensity of the x-ray beam; I, the intensity after pas-
sage through the object of thickness x, p the density,
1 the linear absorption coefficient, and (/p the mass
absorption coefficient. The ratio /p is a function of
the atomic number of the absorbing chemical ele-
ment and of the wavelength of the x-ray beam. The
value of u/p for a compound is equal to the sum
of the weight-proportional values for each of the el-
ements present. The penetrating ability of x-rays in-
creases as the wavelength of the rays decreases (hard
x-rays). The x-rays of larger wavelength (soft x-rays)
are relatively less energetic (less penetration power).
The coefficient p/p is proportional to the cube of the
wavelength. The product px is mass per unit area. See
ABSORPTION OF ELECTROMAGNETIC RADIATION.
This exponential law and related expressions
quantitatively predict why bones absorb more radia-
tion than soft tissues and thus are clearly delineated,
or why cracks or blowholes in castings absorb to a



TABLE 1. Types of x-ray tubes and power sources used in radiography
Energy of
radiation X-ray tube Power source
1-50 keV Conventional High-tension transformer
50-250 keV Conventional Regular or resonance transformer; gas-filled,
portable with tube integral
250-500 keV Conventional Cascade or resonance transformer
1-3 MeV Sealed tube with high potential Resonance transformer or Van de Graaff
applied over gradient in center of generator, with tube integral
high potential generator
1-20 MeV Tuned resonant microwave waveguide Linear accelerator

lesser degree than the solid metal and thus are dis-
closed on the radiograph.

Equipment. Because of the wide range of materials
subjected to radiographic inspection, a wide array of
radiation-emitting sources is required.

X-ray equipment. Somewhat arbitrarily the x-ray
equipment and operating conditions may be classi-
fied according to energy of radiation (Table 1). X-ray
equipment with an energy up to about 300 keV can
be considered portable. However, linear accelerators
have been mounted on trailers. See PARTICLE ACCEL-
ERATOR; X-RAY TUBE.

Gamma-ray sources. Natural radioactive isotopes,
such as radium, and many artificial radioactive iso-
topes are used in industrial radiography (Table 2).
The artificial isotopes are obtained by bombard-
ing the respective inert isotopes with an intense
neutron flux in a nuclear reactor. The most com-
monly used radioactive sources are iridium-192 and
cobalt-60. Medical therapy is also accomplished with
radioisotope sources. See NUCLEAR MEDICINE; RA-
DIOACTIVITY; RADIOACTIVITY AND RADIATION APPLI-
CATIONS; RADIOISOTOPE (BIOLOGY); RADIOISOTOPE
(BIOLOGY).

General principles and techniques. Some of the
more important general principles and techniques
common to radiography follow.

Exposure techniques. Thickness, physical density, and
absorption coefficient of the materials under investi-
gation determine the most suitable radiation energy
(Fig. D).

Film radiography. Since radiographs are usually inter-
preted from film negatives, each object under exam-
ination must be subjected to a controlled technique,
and properly selected film in terms of contrast, lati-
tude, and sensitivity. Optimum density, D, or black-
ening is 1.5-2.5, where D = log Ly/L. The photomet-
rically measured light intensities are L, before and L
after the passage through the film. The normal eye
can detect with certainty a minimum blackening dif-

Table 2. Radioactive sources for industrial radiography
Element or Steel thickness
isotope Half-life normally inspected
Radium 1580 years 3-8 in. (8-20 cm)
Cesium-137 33 years 1-4in. (2.5-10 cm)
Cobalt-60 5.3 years 1.5-5in. (4-13 cm)
Iridium-192 75 days 0.5-2.5in. (1.3-6 cm)

ference between adjacent areas of 0.02. Experienced
radiographers can detect density differences as small
as 0.005. See PHOTOGRAPHY.

Contrast is the difference in density produced by a
change in object thickness. Latitude is the extent of
object thickness that can be reproduced in the work-
ing range of the film density. Sensitivity is the small-
est fractional increase in thickness detectable; in in-
dustrial radiography such changes are usually in the
range of 0.5-3%. Definition is the fidelity (or sharp-
ness) with which a radiograph delineates a sharply
defined inhomogeneity.

For better interpretation of the size, shape, and lo-
cation of discontinuities, two or more radiographic
views of the object are obtained under predeter-
mined angles to each other. Stereoradiography is also
used for this purpose.

If the thickness of the specimen varies, complete
coverage can be obtained by one of three methods:
(1) various radiographs may be taken under exposure
conditions as determined by the average thickness of
the respective section of the object; (2) the multiple
film method may be applied by placing a combina-
tion of fast and slow films in the same film holder;
and (3) compensators may be used by building up
the thinnest parts of the object to an average uni-
form thickness with similar radiographically opaque
material.

Target-to-specimen  distance. For conventional x-ray
tubes, this should be as great as possible, consistent
with the fact that radiation intensity decreases in-
versely as the square of the distance, in order to de-
crease the unsharpness of images caused by penum-
bra (Fig. 2). If F represents the size of the focal spot
of the x-ray tube; d, the distance from the focal spot
to the specimen; and ¢, the distance from defect to
film; then U = Ft/d is the additional width of the
penumbral shadow (or unsharpness). As discussed
below, however, when microfocus x-ray sources are
used, the specimen may be placed closer to the x-ray
source in order to magnify the image.

Focal spot or source size. This should be as small as
possible, to gain emission from (as nearly as possible)
a point source, since otherwise there is unsharpness
from penumbra (Fig. 2). However, radiation intensity
tends to decrease as the focal spot decreases.

Scattered and secondary radiation. Most of this type
of radiation is produced by the impact of primary
radiation on objects, such as stands, walls, or test
specimens. It travels in directions other than the
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Fig. 1. Relation of the penetration characteristics of x-rays to the type and thickness of various materials.

primary radiation which originates in the x-ray tube
or isotope source. It contributes to film fogging and
poor radiographic definition; it can be controlled by
lead screens (also simultaneously used as intensify-
ing screens), diaphragms, lead sheets, and increased
object-to-film distance. An advantage of microradiog-
raphy and geometric enlargement, discussed below,
is that the detection of scatter from the specimen
is reduced because of the increased distance of the
specimen from the detector.
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t

J
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u

film -

Fig. 2. Geometry of radiographic image formation. F = size
of focal spot of x-ray tube; d = distance from focal spot to
specimen (lead plate); t = distance from plate to film; U =
unsharpness.

Radiographic inspection. In the field of medical ra-
diography, many special techniques are used to visu-
alize the contours of organs and soft tissues. Staining
with heavily absorbing chemicals (iodine, barium,
and thorium compounds) is a common procedure.

In industrial radiography the adequacy of the radio-
graphic technique is determined by the use of pen-
etrameters or image quality indicators. They usually
are plates of the same material as the object under
investigation, and their thickness is in definite pro-
portion to the object thickness (normally 2%). They
have centrally located holes with diameters of one,
two, and four times their thickness and are normally
placed on the source side of the object. The visualiza-
tion of the smallest hole determines the radiographic
sensitivity. Radiographic inspection procedures, as
accepted by private and governmental industry or
technical organizations, normally require the use of
such penetrameters (Fig. 3).

Stereoscopy. Two exposures are made at tube po-
sitions roughly corresponding to interpupillary dis-
tances (*%//7g in. or 57 mm). The two negatives are
observed in a stereoscope which fuses the two im-
ages into one with the illusion of a third dimension.
This permits location of any detail of gross structure
(defect in a casting, bullet in a chest, location of can-
cer) below the surface. Electronic, real-time stere-
oscopy has also been accomplished by changing the
X-ray image perspective in time intervals compati-
ble with the !/5o-s television frame time. This can be
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Fig. 3. Penetrameter. The windows show plan views and
cross sections of the penetrameter plates. T is plate
thickness; t is object thickness.

done, for example, by rotating the inspection object
in the x-ray imaging beam or by electronically mov-
ing the x-ray focal spot in a microfocus x-ray tube
set up to image with geometric magnification. See
STEREOSCOPY.

Tomography. Of the three components—tube,
subject, and film—two are moved during expo-
sure synchronously so that it is possible to register
the radiographic image of one plane in the object
while images outside this slice have a continuous
relative displacement and are blurred. A series in var-
ious planes enables three-dimensional exploration
called serioscopy.

Tomographic information can also be obtained by
computerized transverse axial scanning. In this tech-
nique, use is made of collimated x-ray beams, elec-
tronic detectors, and computer reconstruction of im-
ages. The radiation beam is made to pass through the
object in many directions by rotating the collimated
source around the object, or rotating the object. Each
ray passing through the object is detected in a detec-
tor array. The attenuation in the many radiation paths
is analyzed to reconstruct a density image of the in-
spected object. A computerized tomography image
of a tree, for example, would show the growth rings
as though the tree had been cut in that location to
expose a visual image.

One system, which has been extensively used in
medical diagnosis, utilizes 160 linear measurements
across a slice of the object, these being taken at 180
one-degree intervals around the object. These 28,800
(180 x 160) measurements are used to reconstruct
computer images. The high sensitivity of this method
(0.5% variations in density) has enhanced the diag-
nosis of brain and head malfunctions.

Industrial applications of computerized tomogra-
phy include inspections of rocket motors and mis-
siles to detect inhomogeneities, voids, cracks, de-
laminations, and so forth, and of turbine blades to
detect flaws and to measure internal passages and
details. This use of computerized tomography as a
dimensional measurement approach for internal de-
tails shows great promise. A computerized tomogra-
phy system to inspect automobile engine block cast-
ings has been placed in operation for dimensional
measurements of internal surfaces.

Kymography. Internal motion in an object (heart-
beat, breathing of lungs) can be recorded by inter-
posing between object and film a lead diaphragm
with a 0.04-in. (1-mm) slit. The film is moved at a
speed which is compatible with the motion, and
records a sawtooth image as a time record of such
motion.

Flashradiography. With an intense x-ray beam from
field-emission pulse discharge, it is possible to make
flash exposures in 2 x 1077 s so that a rapidly mov-
ing object such as a bullet or shell appears to stand
still. This has been of great significance in stud-
ies of ballistics, moving parts in engines, and other
objects. A series of high-intensity exposures leads
to cineradiography—moving pictures. Exposures of
0.01-0.001 s are conveniently made with rotating-
target x-ray tubes, which permit passage of electron
currents of 500-1000 milliamperes without damage
to the target. Thus, images of heart and lungs or mov-
ing machinery may be registered between motions
(Fig. 9.

X-ray generators (linear accelerators) capable of
discharging x-ray bursts have been built. With an in-
tensity of up to 60 amperes, at an energy of up to
20 MeV and a pulse duration of 2 x 1077 s, such in-
struments are capable of penetrating very dense ob-
jects for the purpose of observing fast-moving shock
waves through such specimens. See SHOCK WAVE.

Monochromatic radiography. By proper techniques
of filtration, or reflection from crystal faces or mir-
rors, it is possible to produce monoenergetic beams,
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Fig. 4. Chest radiograph of foundry worker made with intense beam from rotating-target

x-ray tube, showing nodules in lungs which are caused by silicosis, and shadows of

skeleton, heart, and stomach.
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especially below 50 keV. The radiographs of thin or
small objects (especially when magnified) are greatly
superior to those from beams with a whole spectrum
of rays each with a different absorption in the speci-
men.

Electronic radiography or radioscopy. The basis for
this technique is the application of direct image con-
verter tubes or the use of television pickup or elec-
tronic scanning. The resultant signals are amplified
and presented for viewing on a television monitor.
This inspection method permits remote or daylight
viewing using x-ray energies up to 15 MeV to in-
spect steel or other materials. For example, some
large rocket motors (about 8 ft or 2.4 m in diameter)
are inspected by high-energy x-rays and television de-
tection systems. The electronic method offers tech-
nical advantages because of the increased brightness
of the radiographic image and because the electronic
image signals can be processed to enhance contrast
or sharpen image detail.

Digital radiologic imaging. Electronic system im-
ages can be digitized for easier processing, storage,
and retrieval. Solid-state cameras, such as charge-
coupled-device (CCD) cameras, can provide excel-
lent sensitivity and images with extremely wide
dynamic range (10°—10%), leading to x-ray image sys-
tems with 12-bit (4096 levels of gray) capability or
more. See CHARGE-COUPLED DEVICES.

Radiographic film images can also be digitized.
Large x-ray films (14 x 17 in. or 35.6 x 43.2 cm) can
be scanned in less than a minute, in a 12-bit image
acquisition system to handle films having a density
range of 3.5 or more. Digitizing spatial resolution is
typically of the order of 35-100 micrometers.

These digital radiologic methods make it possible
to store, retrieve, process, and transmit x-ray images
produced by film or filmlike methods and by elec-
tronic techniques. Optical disk storage of such im-
ages makes it much easier to recall and view x-ray
images for both medical and industrial inspection.
In medicine, a hardware-software-protocol approach
known as the Picture Archiving and Communica-
tion System (PACS) has been established. PACS units
collect image information from a wide variety of
diagnostic techniques, including x-radiography
and radioscopy, computed tomography, ultrasonic
imaging, and magnetic resonance imaging (MRI),
making possible improved medical diagnosis by
bringing together many test records. In industry,
nondestructive testing workstations are assembled.
These again combine many test results, but through a
neutral image format, so that new methods can easily
be entered into the system. See COMPUTER STORAGE
TECHNOLOGY; MEDICAL IMAGING; OPTICAL RECORD-
ING.

Teleradiology permits the transmission of x-ray
image information over telephone lines, via satellite,
or by hardwire within an organization such as a hos-
pital. This has been used mostly in medicine to aid
in diagnosis in remote communities or to obtain as-
sistance from specialists.

One-step radiography. As in one-step photography,
this technique includes a one-step developing pro-

cess through which a nearly dry, paper-supported
radiographic image is obtained within about 2 min
after exposure, without the use of a conventional
darkroom or wet processing. This process is best
suited to low-energy x-radiography but has also been
used for neutron and proton radiography. The short
density range of the paper is most applicable to
x-radiography of high-contrast specimens, such as
metal-plastic assemblies.

Paper radiography. Radiographic paper is an alter-
native to the more expensive x-ray film. Paper costs
are typically about one-third those of film. Like one-
step prints, the radiographic paper image is viewed
in reflection rather than in transmission. A practical
range of reflection densities is 0.4-1.0. Paper images
are wet-processed in special solutions. These images
are not as permanent as those made on film. After
about 3 months’ storage, the paper images tend to
darken, but extended life can be obtained if the paper
is chemically fixed like a film and dried. Paper ra-
diographic images for aluminum in the x-ray energy
range of 45-160 kV typically show penetrameter sen-
sitivities of 2% or better.

Photothermographic radiography. This technique
makes use of silver halide emulsions which can be
processed by dry heat. The x-ray image is recorded
with light-emitting rare-earth phosphor screens in
contact with the film. The dry thermal developing
process produces a silver image and stabilizes the
translucent film. The dry film processing takes only
10 s and can easily be done in a small portable dark
enclosure wherever there is electric power for the
processor. These films can be viewed as either a re-
flection or transmission image. The light-sensitive
emulsions display good spatial resolution, to 200
lines per inch (8 per millimeter), and hold the image
in storage for periods up to 7 years.

Photostimulable phosphor radiography. Screens
made of phosphors such as barium fluorohalide
can store x-ray image information for extended
periods before the energy is released by exposure
to red light. The incident x-ray modify the europium
activation ions in the phosphor crystals so that
extra electrons are absorbed by the conduction
band in a stable configuration. When the exposed
phosphor is stimulated by red light, typically a
scanning laser beam, the stored energy is released
in the form of light in the ultraviolet-blue part of the
spectrum. This light is detected, for example by a
photomultiplier tube, with the resulting electronic
signal converted to a digital image. The phosphor
screen images show a very wide dynamic range, as
large as 10°, and a spatial resolution as good as 125
line pairs per inch (5 per millimeter). Images can
be displayed on a television monitor or printed on
a transparent base to produce a film. Advantages
of this technique include excellent sensitivity, the
quantitative results inherent in the digital nature of
the signal, and the possibility of adjusting the final
image processing to compensate for x-ray exposure
variations.

Microradiography. Finer definition for thin speci-
mens can be obtained by using microradiography.



Objects can be radiographed in close contact with
fine-grain film, and the film then enlarged. Detail as
small as 40 microinches (1 um) can be brought out
by this photographic-enlargement process.

An improved approach makes use of a microfo-
cus x-ray tube, a tube having an extremely small
source of x-radiation (typically of the order of
10 pm). With such a small focal spot, the inspec-
tion object can be placed close to the x-ray tube (in-
stead of the detector), and the resultant image can
be magnified with the diverging x-ray beam. This
method can provide definition some 10 times smaller
than the photographic method. Geometric magnifi-
cation of 10 to 20x is common in industrial applica-
tions, and geometric magnification of 100 x has been
demonstrated.

Neutron radiography. Neutron beams, obtained
from nuclear reactors, accelerators, or radioactive
sources, can penetrate matter with relative ease since
they are not electrically charged. Slow thermal neu-
trons (those in thermal equilibrium with their sur-
roundings at or near room temperature) cover a
broad band of wavelengths similar to the general, or
“white,” radiation from an x-ray tube. See THERMAL
NEUTRONS.

The attenuation of neutrons by most materials is
relatively small because the neutron carries no elec-
tric charge and consequently is neither attracted nor
repelled by the charged particles in the nucleus, nor
by the electron clouds associated with the atoms of
the material through which the neutron passes. Such
attenuation as does occur arises from the occasional
capture of a neutron by a nucleus to form another
nucleus of different mass number, or from scattering
by the nucleus. Whereas in the case of x-radiation
the mass absorption coefficient increases in a reg-
ular fashion with increasing atomic number of the
absorber, the mass absorption coefficients (cross sec-
tions) for neutrons are randomly distributed. There
are low attenuations of thermal neutrons in most
of the heavy elements; therefore, large thicknesses
of heavy materials can be inspected by neutrons in
less time than would be required by x-radiography
or gamma radiography. On the other hand, the neu-
tron absorption coefficients of some elements with
low atomic numbers are high; hydrogen, lithium, and
boron are particularly attenuating. This reversal of
attenuation properties between neutrons and x-rays
leads to complementary properties for the two ra-
diographic methods. With neutrons, it is possible to
visualize materials such as liquids, adhesives, rubber,
plastic, or explosives even when they are in metal as-
semblies.

Neutron radiography offers three major advan-
tages. First is the described sensitivity to light ma-
terial. Second, neutrons are sensitive to particular
isotopes rather than elements. Therefore, a neutron
radiograph can show differences between isotopes
of the same element, for example, between normal
uranium (essentially 23%U) and 2>°U, the isotope of
uranium that fissions more easily. A third advantage is
that highly radioactive material can be radiographed
without problems of fogging the radiographic film. In

one method for detecting neutron images, the trans-
fer technique, the image is detected by a thin sheet
of potentially radioactive material, such as indium or
dysprosium. The neutrons are transmitted through
the object to the detector. The radioactive image on
the detector is made visible by later placing it on
film, remote from the neutron beam and object, and
allowing the radioactive decay radiation to expose
the film. This transfer method is extensively used to
inspect highly radioactive nuclear reactor fuel.
Other methods for detecting neutron images are
similar to those used for x-radiography. X-ray film,
one-step film, and television methods are all used,
but the conversion screens are different. For film
the common screen is thin gadolinium metal; this
emits internal conversion electrons as a result of
gamma radiation promptly excited by neutron cap-
ture. Screens that emit light are also used for both
film and television systems. These employ materials
such as gadolinium, lithium, or boron. Gadolinium
emits electrons, as noted above; lithium and boron
emit alpha particles. In each case the radiation ex-
cites the emission of light from a phosphor material.
Neutron radiography is used to inspect nuclear re-
actor fuel both before and after irradiation in the re-
actor, explosive and adhesive-bonded components,
as well as a wide variety of other materials and assem-
blies. The inspection of small, explosive devices, to
confirm the presence of explosive, and investment-
cast turbine blades to detect the residual ceramic
core have been major areas of application (Fig. 5).
(Ceramic remaining in critical turbine blades can

Fig. 5. Thermal neutron radiograph of an investment-cast
turbine blade, showing image of residual ceramic.
(Industrial Quality, Inc.)
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lead to overheating and blade failure in hot areas of
an engine because of the heat-blocking property of
the residual ceramic. This residual ceramic can be
removed by additional leaching.)

Proton radiography. This method employs beams
of protons. A rapidly moving, high-energy proton
or other charged particle moves through material
with little attenuation until it slows sufficiently for
the charges on the particle and the material to in-
teract. A monoenergetic charged particle travels a
well-defined distance, called the range, in a given
material before it is stopped. Since most of the atten-
uation of the charged particles occurs near the end of
the range, a very small change in material thickness
will result in a large change in radiation transmission.
Therefore, the sensitivity of this method to small
changes in object thickness is very great, if the total
path for the radiation approximates the range. This is
a major advantage of proton radiography. Changes in
object thickness as small as 0.05% have been imaged
with one-step film.
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Radioimmunoassay

A general method employing the reaction of antigen
with specific antibody, permitting measurement of
the concentration of virtually any substance of bi-
ologic interest, often with unparalleled sensitivity.
The basis of the method is summarized in the com-
peting reactions shown in Fig. 1. The unknown con-
centration of the antigenic substance in a sample is
obtained by comparing its inhibitory effect on the
binding of radioactively labeled antigen to a limited
